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DUALITY-BASED A POSTERIORI ERROR ESTIMATES FOR SOME

APPROXIMATION SCHEMES FOR CONVEX OPTIMAL CONTROL

PROBLEMS

ATHENA PICARELLI AND CHRISTOPH REISINGER

Abstract. We consider a Markov chain approximation scheme for utility maximization prob-
lems in continuous time, which uses, in turn, a piecewise constant policy approximation, Euler-

Maruyama time stepping, and a Gauß-Hermite approximation of the Gaußian increments. The

error estimates previously derived in A. Picarelli and C. Reisinger, Probabilistic error analysis
for some approximation schemes to optimal control problems, arXiv:1810.04691 are asymmetric

between lower and upper bounds due to the control approximation and improve on known results
in the literature in the lower case only. In the present paper, we use duality results to obtain a

posteriori upper error bounds which are empirically of the same order as the lower bounds. The

theoretical results are confirmed by our numerical tests.

1. Introduction

We study the numerical approximation of a class of optimal control problems for diffusion pro-
cesses arising in financial applications. It is well known that, under suitable assumptions, the value
function associated to this kind of problems can be characterized as the solution of a second order
Hamilton-Jacobi-Bellman (HJB) partial differential equation. To deal with the possible degeneracy
of the diffusion component of the dynamics, it is in general necessary to consider solutions in the
viscosity sense (see [7] for an overview). Furthermore, explicit solutions for this kind of nonlinear
equations are rarely available, so that their numerical approximation becomes vital. In the frame-
work of viscosity solutions, the basic theory of convergence for numerical schemes is established
in [4]. The fundamental properties required are: monotonicity, consistency, and stability of the
scheme. While standard finite difference schemes are in general non-monotone, semi-Lagrangian
(SL) schemes (see [23, 6, 10]) are monotone by construction. The scheme considered in this paper
belongs to this family and has been previously analyzed in [26].

We focus on theoretical bounds for the error associated to the scheme. By a technique pioneered
by Krylov based on “shaking the coefficients” and mollification to construct smooth sub- and/or
super-solutions, [20, 22, 1, 2, 3] prove certain fractional convergence orders significantly lower than
one. These results are mainly derived by PDE techniques and strongly rely on the comparison
principle between viscosity sub- and super-solutions of the HJB equations and the consistency
properties of the scheme. For the scheme considered in the present paper, the probabilistic proof in
[26] exploits the fact that the numerical scheme is based on a discrete approximation of the optimal
control problem, specifically by a piecewise constant policy approximation, Euler-Maruyama time
stepping, and a Gauß-Hermite approximation of the Gaußian increments. This yields the desired
error bounds by a direct comparison between two value functions and leads to an improvement of
the error contribution of the second and third of these approximations by avoiding the use of the
truncation error. The piecewise constant policy approximation, however, introduces an asymmetry
between the upper and the lower bound of the error and, as a result, the bounds in [26] give only
a partial improvement of the classical PDE-based results.

For the class of convex optimal control problems studied here, namely typical utility maximiza-
tion problems arising in financial applications, we propose to overcome this issue using information

1



2 ATHENA PICARELLI AND CHRISTOPH REISINGER

coming from a dual problem. Indeed, an important part of the classical literature dealing with fi-
nancial applications of optimal control theory (see the seminal work of Kramkov and Schachermayer
[19]) applies duality techniques to solve utility maximization problems under suitable convexity as-
sumptions. The basic idea of this method is to write the optimal control problem as a constrained
optimization problem with respect to the state variable and then solve it by convex analysis tech-
niques. A systematic approach to utility maximization problems admitting a dual formulation is
discussed in [27]. Of these, the fairly general set-up of an optimal investment problem involving
nonlinear dynamics given in [9] will be explicitly analyzed in this paper.

More specifically, a direct application of the results in [26] to this problem gives one-sided (lower)
error bounds for the considered Markov chain approximation of order

h(M−1)/2M + ∆x(M−1)/(3M−1) (1.1)

for timestep h, spatial mesh size ∆x and number of Gaußian points M , for Lipschitz viscosity
solutions. They coincide with the two-sided bounds in [10] for the standard linear-interpolation
SL scheme, i.e. M = 2, and improve them for M > 2. In contrast, the piecewise constant policy
approximation introduces an extra term in the upper bound of order h1/4 (from a recent result in
[17]), which strictly restricts the order for M > 2.

The main contribution of this paper is to analyse the error estimates in the case of optimal
investment problems, which present a special structure that has not been exploited either by the
classical literature on PDE-based error estimates for HJB equations nor by the analysis in [26], and
prove that for the class of problems analyzed here, two-sided a posteriori bounds of the empirical
order (1.1) can be obtained. As a side result, we complete the literature by deriving explicit values
for the constants appearing in the error estimates in terms of the Lipschitz (resp. Hölder) regularity
of the coefficients and the solution.

The paper is organised as follows. In Section 2, we define the problem set-up and state our
assumptions. We define the scheme and give a priori lower error bounds for the primal problem in
Section 3, and both a priori and a posteriori upper bounds, by way of the dual problem, in Section
4. We illustrate the theoretical results by numerical tests in Section 5, and offer conclusions and
extensions in Section 6. In Appendix A, we derive explicit expressions for the constants in the error
bounds.

2. Main assumptions and preliminary results

Let (Ω,F,P) be a probability space with filtration {Ft, t ≥ 0} induced by a d-dimensional Brow-
nian motion B and let T > 0. We consider a controlled (scalar) process governed by a dynamics of
the following form, for t ∈ [0, t),{

dXs = Xs

(
r(s) + α>s (b(s)− r(s)1) + g(s, αs)

)
ds+Xsα

>
s σ(s) dBs, s ∈ (t, T )

Xt = x ≥ 0,
(2.1)

where r, b, g and σ take values, respectively, in R,Rd,R and Rd×d and 1 ≡ (1, . . . , 1)> ∈ Rd. Denote
further by A the set of control policies, i.e. progressively measurable processes α taking values in a

given set A ⊆ Rd such that
∫ T

0
|αs|2ds < +∞. This framework has been introduced and studied

in [9], and encompasses a number of important optimal investment problems involving nonlinear
dynamics, including the classical Merton problem [24], as special cases. In such models, the state
X· typically represents the wealth of an investor with initial endowment x at time t. The control
vector α ≡ (α1, . . . , αd)

> then determines the portion of wealth the investor puts in each stock.
Here, the coefficient r is the return rate of a bond (riskless asset), while b(·) ≡ (b1(·), . . . , bd(·))>
is the vector of the appreciation rates of the d considered stocks with volatility matrix σ(·). The
nonlinearity in the investment strategy introduced by the function g models the effects of market
frictions and trading constraints on the wealth (see [9, 8, 14]). We refer the reader to [27] for
an overview of different utility maximization problems, including (2.1) and its special cases. We
consider the following assumptions:
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(H1) A ⊆ Rd is a convex set such that 0 ∈ A.
(H2) (i) There exists K0 ≥ 0 such that

|r(t)− r(s)|+ |b(t)− b(s)|+ ‖σ(t)− σ(s)‖ ≤ K0|t− s|1/2 ∀ t, s ∈ [0, T ].

(ii) g : [0, T ]×A→ R satisfies:
- there exists K1 ≥ 0 such that

|g(t, a)− g(t, a′)| ≤ K1|a− a′| ∀a, a′ ∈ A, t ∈ [0, T ];

|g(t, a)− g(s, a)| ≤ K1(1 + |a|)|t− s|1/2 ∀ t, s ∈ [0, T ], a ∈ A;

- for each t ∈ [0, T ], a→ g(t, a) is concave;
- g(t, 0) = 0 for all t ∈ [0, T ].

(H3) σ satisfies a uniform ellipticity condition, i.e. there exists η > 0 such that

ξ>σσ>ξ ≥ η|ξ|2 ∀ξ ∈ Rd.

One has the following existence and uniqueness result:

Lemma 2.1. Let assumptions (H1)-(H3) be satisfied. For any choice of the control α ∈ A and
x ≥ 0 there exists a unique strong solution to equation (2.1).

Proof. For x > 0, a solution can be defined as X· = exp(Z·), where

Z· = z +

∫ ·
t

r(s) + α>s (b(s)− r(s)1) + g(s, αs)−
1

2
(α>s σ)2ds+

∫ ·
t

α>s σ(s) dBs,

for z = log x, which is well defined under assumptions (H1)-(H3) for any α ∈ A. Moreover, for
x = 0 the process X ≡ 0 is the unique solution to (2.1) for any α ∈ A. Uniqueness also follows by
standard arguments. �

We denote by Xt,x,α
· the unique solution of equation (2.1). To simplify the notation, where no

ambiguities arise, we will indicate the starting point (t, x) of the processes involved as a subscript
in the expectation, i.e. Et,x[·].

The value function v : [0, T ]× [0,+∞)→ R of the optimal control problem is defined by

v(t, x) := sup
α∈A

Et,x
[
U(Xα

T )
]
, (2.2)

where U : [0,+∞)→ R is the so-called utility function of the investor and it is assumed to satisfy
the following assumptions:

(H4) U ∈ C1((0,+∞);R);
U is concave and strictly increasing;
limx→+∞ U ′(x) = 0.

For any [0, T − t]-valued stopping time θ, v satisfies the Dynamic Programming Principle (DPP)

v(t, x) = sup
α∈A

Et,x
[
v(t+ θ,Xα

t+θ)
]
, (2.3)

from which, at least formally, one can show that the Hamilton-Jacobi-Bellman (HJB) equation
associated with the optimal control problem (2.2) is

−vt + sup
a∈A

(
−x
(
r(t) + a>(b(t)− r(t)1) + g(t, a)

)
vx −

1

2
x2Tr[a(σσ>)(t)a>]vxx

)
= 0, (2.4)

completed with the terminal condition v(T, x) = U(x). We refer the reader to [30, Section 3, Chap-
ter 4] and the references therein for a complete overview on the dynamic programming approach
to optimal control problems. In the general case, v is not expected to have sufficient regularity to
satisfy the previous equation in the classical sense and even if (2.4) admits a classical solution, it
is rarely found explicitly. To handle the problem in its full generality, the notion of viscosity solu-
tion is needed (see [7] for an overview). Indeed, under suitable assumptions, it can be proved (see
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for instance [30, Theorems 5.2 and 6.1]) that v defined in (2.2) is the unique continuous viscosity
solution to (2.4).

3. The numerical scheme

We consider here the scheme analyzed in [26]. It belongs to the family of the so-called semi-
Lagrangian (SL) schemes (see [6, 11, 21, 23] for their earlier introdution) which are based on
discretization of the control set A and a Markov chain approximation of the associated optimal
control problem. For completeness, we briefly discuss below the main features of the scheme. We
refer the reader to [26] for further details.

3.1. Description of the scheme. We start by introducing a discretization in time. Let N ≥ 1,

h = T/N and tn = nh,

for n = 0, . . . , N . The first step in our approximation is to introduce a time discretization of the
control set. We consider the set Ah of controls α ∈ A which are constant in each interval [tn, tn+1],
for n = 0, . . . , N − 1, i.e.

Ah :=
{
α ∈ A : αs(ω) ≡

N−1∑
i=0

ai1s∈[ti,ti+1) ∀ω ∈ Ω s.t. ai ∈ A, i = 0, . . . , N − 1
}
.

In what follows, we identify any element α ∈ Ah by the sequence of random variables ai taking
values in A (denoted by ai ∈ A for simplicity) and will write α ≡ (a0, . . . , aN−1). We denote by vh
the value function obtained by restricting the supremum in (2.2) to controls in Ah, that is

vh(t, x) := sup
α∈Ah

Et,x [U(Xα
T )] . (3.1)

Clearly, since Ah ⊆ A, one has

v(t, x) ≥ vh(t, x), (3.2)

for any t ∈ [0, T ], x ≥ 0. Un upper bound of order 1/6 for the error related to this approximation
was first obtained by Krylov in [21]. Recently, this estimate has been improved to the order 1/4 in
[17], so that one has

v(t, x) ≤ vh(t, x) + Ch1/4 (3.3)

for some constant C ≥ 0. We point out that the results in [21] and [17] require some additional
assumptions on the coefficients of the dynamics and do not directly apply to problem (2.1) to (2.2).
It is possible that analogous estimates hold also in the setting of the present paper, but since we
do not make use of (3.3) here, we did not check this point in detail. Indeed, a main objective
of the present paper is to by-pass the estimate (3.3), which turns out to be a bottleneck in the
provable approximation order, while still using the piecewise constant policy approximation itself
by building an approximation to vh. The more important observation from [17] is therefore that
a better order than 1/4 is not provable in the general case of Lipschitz viscosity solutions. Then
no matter how precise the estimates obtained for the error of the final approximation to vh are,
without any further information the upper error bounds to v cannot be more accurate than O(h1/4).
Section 4 will show how the use of the information coming from the definition of a dual problem
can eliminate this asymmetry.

For any given α ≡ (a0, . . . , aN−1) ∈ Ah, we consider the Euler-Maruyama approximation of the

process Xt,x,α
· given by the following recursive relation:

Xti+1 = Xti + hXti

(
r(ti) + a>i (b(ti)− r(ti)1) + g(ti, ai)

)
+Xtia

>
i σ(ti)∆Bi (3.4)

for i = 0, . . . , N − 1. The increments ∆Bi := (Bti+1 −Bti) are independent, identically distributed
random variables such that

∆Bi ∼
√
hN (0, Id) ∀i = 0, . . . , N − 1. (3.5)
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ξi λi

M = 2 ±1 1/2
M = 3 0 2/3

±
√

3 1/6

M = 4 ±
√

3−
√

6 (3 +
√

6)/12

±
√

3 +
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√

6)/12

Figure 1. Analytical expressions of {(ξi, λi)}i=1,...,M for
M = 2, 3, 4. We refer to [5, p. 464] for numerical approxi-
mations of {(zi, ωi)}i=1,...,M for larger M .

We denote by X
tn,x,α

· the solution to (3.4) with the control α ≡ (a0, . . . , aN−1) ∈ Ah and such that

X
tn,x,α

tn = x. In the next step, we work towards a Markov chain approximation of X
tn,x,α

· .
Let us start for simplicity with the case d = 1. Let M ≥ 2 and denote by {zi}i=1,...,M the zeros

of the Hermite polynomial H
M

of order M and by {ωi}i=1,...,M the corresponding weights given by

ωi =
2M−1M !

√
π

M2[H
M−1

(zi)]2
, i = 1, . . . ,M.

With the definitions

λi :=
ωi√
π

and ξi :=
√

2zi, i = 1, . . . ,M,

one can make use of the following approximation (see, e.g., [16, p. 395])∫ +∞

−∞
f(y)

e−
y2

2

√
2π

dy ≈
M∑
i=1

λif(ξi), (3.6)

which holds for any smooth real-valued function f (say f at least C2M ). Observing that λi ≥
0,∀i = 1, . . . ,M , and

∑M
i=1 λi = 1, given the sequence {ζn}n=0,...,N−1 of i.i.d. random variables

such that for any n = 0, . . . , N − 1

P(ζn = ξi) = λi, i = 1, . . . ,M,

one has

E[ζn] = 0 and Var[ζn] = 1 ∀n = 0, . . . , N − 1.

For any control α ≡ (a0, . . . , aN−1) ∈ Ah, we will denote by X̂tn,x,α
· the Markov chain approximation

of the process X
tn,x,α

· , i.e.{
X̂tn = x,

X̂ti+1
= X̂ti + h X̂ti (r(ti) + ai(b(ti)− r(ti)) + g(ti, ai)) +

√
h X̂tiaiσ(ti) ζi,

(3.7)

for i = n, . . . , N − 1.
Applying to (2.3) with θ = h the piecewise control approximation, the Euler-Maruyama dis-

cretization and the Gauß-Hermite quadrature formula (3.6), we obtain the following recursive
semidiscrete approximation of the value function

V (tn, x) = sup
a∈A

∑M
i=1 λiV

(
tn+1, x+ hx (r(tn) + a(b(tn)− r(tn)) + g(tn, a)) +

√
hx aσ(tn) ξi

)
= sup

a∈A
Etn,x

[
V (tn+1, X̂

a
tn+1

)
]
, n = N − 1, . . . , 0,

V (tN , x) = U(x).

(3.8)

Iterating gives the following representation formula for V :

V (tn, x) = sup
α∈Ah

Etn,x
[
U(X̂α

T )
]
.
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In the case of d > 1, it is possible to extend formula (3.6) by a tensor product approximation∫
Rd
f(y)

e−
|y|2
2

(2π)
p/2

dy ≈
M∑

i1,...,id=1

λi1 · . . . · λidf(ξi1 , . . . , ξid). (3.9)

For any i ≡ (i1, . . . , id) ∈ {1, . . . ,M}d, with ξi ≡ (ξi1 , . . . , ξid)T and λi ≡ λi1 · . . . · λid , the scheme
readsV (tn, x) = sup

a∈A

∑
i∈{1...M}d

λiV
(
tn+1, x+ hx

(
r(tn) + a>(b(tn)− r(tn)1) + g(tn, a)

)
+
√
hx a>σ(tn) · ξi

)
,

V (t
N
, x) =U(x).

This construction leads to an exponential growth of the computational complexity in the dimension
d, as it requires at each time step and for each node the evaluation of the solution at Md points.
However, as discussed in [26], the provable order of the error is the same for any choice of weights

λ̂i ≥ 0 and nodes ξ̂i, i = 1, . . . , M̂ (with M̂ possibly lower than Md) which integrate exactly all
polynomials of degree lower or equal than 2M − 1.

The existence of such nodes and weights with M̂ ≤
(

2M−1+d
d

)
is guaranteed by Tchakaloff’s The-

orem (see [28]), while a constructive method for independent Gaußian random variables as in the
present case is proposed in [13]. Moreover, an efficient procedure for the general, dependent case
applied to the uniform measure is given in [29]. This gives a substantial reduction of the computa-

tional cost for large d and moderate M . In what follows, we will use the notation {(λ̂i, ξ̂i)}i=1,...,M̂

to generalise (3.8) to any d ≥ 1.
We introduce now a discretization of the space variable. Let ∆x > 0 and consider the space grid

G∆x := {xm = m∆x : m ∈ Z}. We also write G+
∆x := {xm = m∆x : m ∈ N}. Let I[·] denote

the linear interpolation operator with respect to the space variable, satisfying for every Lipschitz
function φ (with Lipschitz constant Lφ):

(i) I[φ](xm) = φ(xm), ∀m ∈ Z,

(ii) |I[φ](x)− φ(x)| ≤ Lφ∆x,

(iii) |I[φ](x)− φ(x)| ≤ C∆x2‖D2φ‖∞ if φ ∈ C2(R),

(iv) for any functions φ1, φ2 : R→ R, φ1 ≤ φ2 ⇒ I[φ1] ≤ I[φ2].

(3.10)

We define an approximation W on this fixed grid as follows:W (tn, xm) = sup
a∈A

∑M̂
i=1 λ̂i I[W ]

(
tn+1, xm + hxm

(
r(tn) + a>(b(tn)− r(tn)1) + g(tn, a)

)
+
√
hxm a

>σ(tn) · ξ̂i
)
,

W (t
N
, xm) =U(xm),

(3.11)
for n = N − 1, . . . , 0 and m ∈ N. We will refer to this as the fully discrete scheme. For M = 2, the
scheme coincides with the one introduced by Camilli and Falcone in [6]. However, as explained in
the next section, the error estimates derived in the present paper improve the state of the art for
this class of schemes only when M > 2 is considered.

3.2. An a priori lower bound for v. Under suitable assumptions, a priori estimates of the
following form are proven in [26]:

−C
(
h(M−1)/2M +

∆x

h

)
≤ v(tn, xm)−W (tn, xm) ≤ C

(
h1/4 + h(M−1)/2M +

∆x

h

)
(3.12)

for any n = 0, . . . , N , m ∈ N and a constant C, possibly depending on xm (the dependency of C
on xm can be explicitly derived and one has C ≤ C0(1 + x2M

m ) for some constant C0).
The result is obtained by a direct comparison between the optimal problems (3.1) and (3.11).

Contributing to the error estimates above are: the Euler-Maruyama error of order h1/2; the Gauß-
Hermite quadrature error of order hM−1; and the interpolation error of order ∆x, accumulated
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over 1/h steps to ∆x/h. The bounds (3.12) are then the result of the use of (3.2) to (3.3) for
the piecewise constant controls approximation, which introduces the aforementioned asymmetry
in the estimates (given by the term h1/4 in the right-hand side of (3.12)), and of a regularization
procedure, the so-called “shaking coefficients” technique in [20] and subsequent works, which is the
classical tool to deal with nonsmooth solutions.

In the analysis of [26], Lipschitz continuity of the utility function is required. This property is
not satisfied by very common utility functions found in literature (for instance the typical power
utility U(x) = xp/p with p ∈ (0, 1)). For this reason, we introduce a further approximation of the
problem and consequently have to estimate an additional error contribution. Letting ρ, c0 > 0 and
xρ = c0/ρ, yρ = ρ, we define

Uρ(x) :=

 U(0) +
U(xρ)−U(0)

xρ
x if 0 ≤ x ≤ xρ,

U(x) if xρ < x ≤ yρ,
U(yρ) if x > yρ,

so that Uρ is Lipschitz with Lipschitz constant Lρ := (U(xρ)−U(0))/xρ and Uρ → U as ρ→ +∞.
We denote by Vρ and Wρ the numerical approximation recursively obtained by (3.8) and (3.11),
respectively, replacing U with Uρ.

Adapting the arguments of [26] to the present problem, we can obtain the following a priori
estimate for the lower bound of the quantities v − Vρ and v −Wρ:

Proposition 3.1. Let assumptions (H1) to (H3) be satisfied. Then, there exists a constant C ≥ 0
such that for any n = 0, . . . , N , x ≥ 0

v(tn, x) ≥ Vρ(tn, x)− LρC(1 + x2M )h(M−1)/2M , (3.13)

and for any n = 0, . . . , N , m ∈ N

v(tn, xm) ≥Wρ(tn, xm)− LρC(1 + x2M
m )

(
h(M−1)/2M + ∆x(M−1)/(3M−1)

)
. (3.14)

Proof. Without loss of generality we can assume that the set of control values A is bounded. Indeed,
when only the lower bound is considered, a potential further restriction on the set of admissible
controls A does not affect the estimates. Let vρ the value function given by (2.2) replacing U with
Uρ. By the assumptions on U one simply has vρ ≤ v.

When only the time discretization is taken into account, the estimate (3.13) directly follows by
[26, Section 4.2, equation (4.9)] observing that the additional requirement in [26] of working with
bounded coefficient is uniquely required in order to apply the results on the piecewice constant
control approximation in [17] and then it is not required to get the lower bound. Moreover by [26,
Section 4.3] for the fully discrete scheme one has

v(tn, xm)−Wρ(tn, xm) ≥ −LρC(1 + |xm|2M )

(
h(M−1)/2M +

∆x

h

)
,

where C only depends on M , T , the constants K0 and K1 in assumption (H2) and the uniform
bound on elements in A. Balancing the terms h(M−1)/2M and ∆x/h on the right-hand side leads
to (3.14). �

The scheme we are considering is monotone, stable and it has order one of consistency (for smooth
test functions) for any M ≥ 2. For a scheme of this type, (upper and lower) error bounds of order
1/4 in h have been provided in [3, 10] by PDE techniques. Splitting each contribution to the error,
namely the control discretization and the Euler-Maruyama and Gauß-Hermite approximations, the
probabilistic proof proposed in [26] gives an improvement to the lower bound of these estimates by
increasing the value of M > 2, i.e. by using a more accurate quadrature formula. For large M , the
order is arbitrarily close to 1/2 in h and 1/3 in ∆x, improving the corresponding orders 1/4 and
1/5 obtained for M = 2. It is hence for M > 2 that the term h1/4 in the upper bound becomes
dominant and restricts the order to 1/4, independently of M . The analysis that follows aims to
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eliminate the asymmetry in (3.12), due to the control discretization, and provide an upper bound
of the same order of the lower bounds obtained in Proposition 3.1.

4. Duality-based error estimates

In this section we discuss how duality theory can be employed to obtain an upper bound of the
error associated with our approximation scheme. Assuming to be able to extend either the PDE-
based error estimates in [20, 22, 1, 2, 3] or the probabilistic ones in [26] to the particular problem
(2.1) and (2.2), this would result in both cases in an upper bound of order 1/4 in h for any choice of
M ≥ 2, as explained at the end of the previous section. We show here that for our class of problems
it is possible to pass through the definition of a dual problem to improve such estimates.

4.1. The dual problem. The dual problem associated with (2.1) and (2.2) is defined in [9] by the
dynamics{

dYs = −
(
r(s)+g̃(s, νs)

)
Ys ds+ (σσT (s))−1Ys(r(s)1−b(s)−νs) · σ(s) dBs, s ∈ [t, T ],

Yt = y,
(4.1)

where
g̃(t, ν) := sup

a∈A

{
g(t, a)− a · ν

}
, (4.2)

and the dual utility function Ũ is the convex conjugate of U , i.e.

Ũ(y) := sup
x≥0
{U(x)− xy}.

The dual value function is defined by

ṽ(t, y) = inf
ν∈V

Et,y
[
Ũ(Y νT )

]
, (4.3)

where V is the set of Rd-valued progressively measurable processes such that
∫ T

0
|νs|2ds+

∫ T
0
g̃(s, νs)ds <

+∞. One has the following duality result:

Proposition 4.1 ([9], Theorem 2). Let assumptions (H1)-(H4) be satisfied. Then for any t ∈ [0, T ],
x ≥ 0, the primal and dual value functions, v and ṽ, satisfy conjugate relation

v(t, x) = inf
y>0

{
ṽ(t, y) + xy

}
. (4.4)

Remark 1. The results in [9] hold also if r, b, σ and g are stochastic processes. However, our
approximation scheme makes use of the Markovian framework. We would have to add extra variables
to the state space to account for this, which is outside the scope of this work.

Remark 2. As mentioned in [27, Section 6.5], the usual Inada condition

lim
x→0+

U ′(x) = +∞

(requested in [9]) is not necessary for proving the main duality results. Moreover, the discussion in
[27, Section 6.5] can also be used to show that (4.4) also holds for v and ṽ replaced by vρ and ṽρ.

4.2. Approximation of the dual problem. The scheme presented in Section 3.1 can be used
to approximate the value function ṽ associated with the dual problem (4.1)-(4.3). To this end, we
define Γ ⊆ Rd a compact set approximating the range of ν.

For the discrete time scheme, one can recursively define{
Ṽ (tn, y) = inf

γ∈Γ
Etn,y

[
Ṽ (tn+1, Ŷ

γ
tn+1

)
]
, n = N − 1, . . . , 0,

Ṽ (t
N
, y) = Ũ(y),

(4.5)
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where for any n = 0, . . . , N − 1, y ≥ 0, ν ≡ (γn, . . . , γN−1), with γi ∈ Γ ⊆ Rd (i = n, . . . , N − 1),

Ŷ tn,y,ν· is the Markov chain recursively defined by{
Ŷtn = y,

Ŷti+1
= Ŷti − h

(
r(ti)+g̃(ti, γi)

)
Ŷti +

√
h(σσT (ti))

−1Ŷti(r(ti)1−b(ti)−γi) · σ(ti)ζi
(4.6)

for i = n, . . . , N − 1. The fully discrete version of the scheme is then given byW̃ (tn, yj) = inf
γ∈Γ

∑M̂
i=1 λ̂i I[W̃ ]

(
tn+1, yj + h yj (r(tn)+g̃(tn, γ)) +

√
hyj(σσ

T (tn))−1(r(tn)1−b(tn)−γ) · σ(tn)ξ̂i

)
W̃ (t

N
, yj) = Ũ(yj),

(4.7)
for n = N − 1, . . . , 0 and j ∈ N.

We denote by Ũρ the convex conjugate of the approximated utility function Uρ, i.e.

Ũρ(y) := sup
x≥0
{Uρ(x)− xy}

and by Ṽρ and W̃ρ the numerical approximations obtained respectively by (4.5) and (4.7), replacing

Ũ with Ũρ. Observe that Ũρ : [0,+∞) → R is decreasing and Lipschitz continuous with constant

L̃ρ := yρ. Moreover, it follows by the very definition of Uρ that Ũρ(y) = 0 for y ≥ Lρ.

4.3. An a priori upper bound for ṽ. The approximation scheme we defined for the dual prob-
lem is the same we used for the primal one, with the only difference that we have to handle a
minimization problem. Therefore, we can use the arguments in [26] to obtain an accurate upper

bound for the differences ṽ − Ṽρ and ṽ − W̃ρ.

Proposition 4.2. Let assumptions (H1)-(H4) be satisfied and let us additionally assume that A is

a bounded set. Then, there exists a constant C̃ ≥ 0, and δ : R+→ R+ with δ(ρ) = o(ρ−p) as ρ→∞
for all p > 0, such that for any n = 0, . . . , N , y > 0,

ṽ(tn, y) ≤ Ṽρ(tn, y) + L̃ρC̃(1 + y2M )h(M−1)/2M+ δ(ρ), (4.8)

and for any n = 0, . . . , N , j ∈ N+,

ṽ(tn, yj) ≤ W̃ρ(tn, yj) + L̃ρC̃(1 + y2M
j )

(
h(M−1)/2M + ∆x(M−1)/(3M−1)

)
+ δ(ρ). (4.9)

Proof. We can assume that for any ν ∈ V one has νs ∈ Γ a.e., a.s. If this is not the case, the upper
bound still applies (but is less sharp as the infimum is taken over a smaller set).

Let ṽρ the value function given by (4.3) replacing Ũ with Ũρ. Considering different type of
Lipschitz continuous approximations of U the difference between v and vρ can be estimated by
using large deviations arguments (see for instance [12]) to bound

P
[(
Xt,x,α
T ≤ xρ

)
∪
(
Xt,x,α
T ≥ yρ

)]
. (4.10)

This decreases exponentially fast as ρ goes to +∞. Therefore, recalling Remark 2, one has

ṽ(t, y) ≤ ṽρ(t, y) + δ(ρ)

with δ(·) as desired.
The result then follows by [26] observing that under the assumptions (H1)-(H3) one has

‖(σσT (t))−1(r(t)1− b(t)− γ)−(σσT (s))−1(r(s)1− b(s)− γ)‖

+ |g̃(t, γ)− g̃(s, γ)|+ |r(t)− r(s)| ≤ C0|t− s|1/2

(where C0 depends on T , the constants K0,K1 and η in assumptions (H2)-(H3) and the uniform
bounds on the elements of A and Γ), so that the dynamics (4.1) satisfies the assumptions in [26]
leading to the desired estimates. �
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Remark 3. Under the compactness assumption on the set A, the set Γ is typically unbounded,
so that in general if we restrict the numerical approximation to an arbitrary bounded subset of Γ
convergence can be lost. In the numerical tests below we make use of the information we have on
the optimal controls α∗ ∈ A and ν∗ ∈ V to derive uniform bounds on the elements of A and Γ. A
more detail discussion of the general case is given in Remark 5.

4.4. Using duality in error estimates. In the sequel, we will use the following notation: for any
n = 0, . . . , N , x ≥ 0

Gh(tn, x) := inf
y>0

{
Ṽρ(tn, y) + xy

}
− Vρ(tn, x) (4.11)

Ih(tn, x) := arg min
y>0

{
Ṽρ(tn, y) + xy

}
and for any n = 0, . . . , N , m ∈ N

Gh,∆x(tn, xm) := inf
j∈N+

{
W̃ρ(tn, yj) + xmyj

}
−Wρ(tn, xm) (4.12)

Ih,∆x(tn, xm) := arg min
j∈N+

{
W̃ρ(tn, yj) + xmyj

}
We refer to Gh and Gh,∆x as the numerical duality gap of the semidiscrete and fully discrete scheme
respectively.

One has the following result:

Theorem 4.1. Let assumptions (H1)-(H4) be satisfied. Then, there exist some constants C, C̃ ≥ 0
and δ : R+→ R+ with δ(ρ) = o(ρ−p) as ρ→∞ for all p > 0, such that for any n = 0, . . . , N

−LρC(1 + x2M )h(M−1)/2M ≤ v(tn, x)− Vρ(tn, x) ≤ Gh(tn, x) + L̃ρC̃(1 + (Ih(tn, x))2M )h(M−1)/2M+δ(ρ)
(4.13)

and for any n = 0, . . . , N , m ∈ N

−LρC(1 + x2M
m )

(
h(M−1)/2M + ∆x(M−1)/(3M−1)

)
≤ v(tn, xm)−Wρ(tn, xm)

≤ Gh,∆x(tn, xm) + L̃ρC̃(1 + (Ih,∆x(tn, xm))2M )
(
h(M−1)/2M + ∆x(M−1)/(3M−1)

)
+δ(ρ).

(4.14)

Proof. The first inequalities in (4.13) and (4.14) follow directly by Proposition 3.1. It remains to
prove the upper bounds. We prove the result for the semi-discrete scheme, while the proof for the
fully discrete scheme follows by similar arguments. Let us first assume A is bounded. Thanks to
Proposition 4.1, Proposition 4.2 and the definition of Ih(·, ·) one has

v(tn, x) = inf
y>0
{ṽ(tn, y) + xy} ≤ inf

y>0

{
Ṽρ(tn, y) + xy + L̃ρC̃(1 + y2M )

}
+δ(ρ).

≤ Ṽρ(tn, Ih(tn, x)) + x Ih(tn, x) + L̃ρC̃
(
1 + (Ih(tn, x))2M

)
+δ(ρ).

= inf
y>0

{
Ṽρ(tn, y) + xy

}
+ L̃ρC̃

(
1 + (Ih(tn, x))2M

)
+δ(ρ).

Therefore,

v(tn, x)− Vρ(tn, x) ≤ inf
y>0

{
Ṽρ(tn, y) + xy

}
− Vρ(tn, x) + L̃ρC̃

(
1 + (Ih(tn, x))2M

)
+ δ(ρ),

which gives the desired result. If A is not bounded we will consider a subset of A with uniformly
bounded controls and the result still holds true. However, if the optimal control does not belong
to this restricted set of controls this additional approximation will be captured by the duality gap
(see also the discussion in Remark 5). �
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Figure 2. The power utility function U with its conjugate Ũ (left) and the Lips-

chitz continuous approximation Uρ with its conjugate Ũρ (right). Here, xmax = 20,
ρ = 18 and c0 = 8.

Observe that due to the particular convexity feature of the dual problem, the quantity I(x)
typically increases as x approaches 0.

The duality gap for the fully discrete scheme is computable efficiently, see e.g. [15, Section 3.4],
so that (4.14) provides a practically useful a posteriori bound.

A priori bounds could be obtained by proving that the numerical duality gap Gh (resp. Gh,∆x)
decays with order at most h(M−1)/2M (resp. h(M−1)/2M + ∆x(M−1)/(3M−1)). This requires a proof

that Vρ and Ṽρ (resp. Wρ and W̃ρ) satisfy an approximated duality relation. Indeed, the key feature
of dynamics (2.1) and (4.1) leading to the conjugate relation (4.4) is the following so called “polar
property”

sup
ν∈V

E
[
Xt,x,α
T Y t,y,νT

]
= xy ∀x, y ≥ 0, t ∈ [0, T ], α ∈ A.

For the discrete time dynamics X̂· and Ŷ· defined in (3.7) and (4.6) respectively a straightforward
computation shows that

sup
ν∈V

E
[
X̂tn,x,α
T Ŷ tn,y,νT

]
≤ xy (1 + Ch) ∀x, y ≥ 0, n = 0, . . . , N, α ∈ A

for some constant C ≥ 0. We conjecture that also the other inequality holds. This finds a confirma-
tion in our numerical tests (see Tables 2 and 5 in Section 5) where at least first order of convergence
in h of the numerical duality gap is observed. However the rigorous prove of the result involves
delicate convex analysis arguments and we plan to investigate this point in future work.

5. Numerical tests

We test our results on some examples. We consider d = 1 and the computational domain
[0, xmax]. We denote by N and J respectively the number of time and space steps, i.e.

h =
T

N
and ∆x =

xmax

J
.

We study the case of a power utility function:

U(x) =
xp

p
for some p ∈ (0, 1). (5.1)

We consider the modification Uρ of the utility function obtained for ρ = 18 and c0 = 8. The utility

function U for p = 0.5 and its conjugate Ũ , as well as its Lipschitz continuous approximation Uρ
and its conjugate Ũρ are shown in Figure 2.

In our tests, we take M = 4 with ∆x ∼ h11/8 obtained from (4.14), more specifically J ∼ dN11/8e.
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Remark 4. Taking M > 2 has only (theoretical) advantages for non-smooth solutions, while we
would observe order of convergence at most one for any choice of M ≥ 2, even in the smooth case.
This is due to the fact that, even in the case of smooth solutions, the use of the Euler-Maruyama
scheme reduces the order of consistency of the overall scheme to one (noting that a modified proof
utilising the higher weak order 1 of the Euler-Maruyama scheme, compared to the strong order
1/2, can be used in the smooth case), regardless of the value of M . An improvement of the order
of consistency might be achieved by combining higher values of M with the use of higher order
time-stepping schemes, for instance the higher order Taylor schemes of [18].

Remark 5. For the optimization over the controls in our computations, we truncate A and Γ
first to a finite interval and then discretise the interval by Na and Nγ equally spaced mesh points,
respectively. This further approximation decreases the value of the discrete primal (maximisation)
problem and increases the value of the discrete dual (minimisation) problem, in the same way as
the piecewise constant (in time) control approximation does. This implies that this component of
the error is captured in the duality gap which we compute a posteriori. The approximation can
generally only be improved by increasing the size of the control intervals and decreasing the control
mesh spacing, concurrently with decreasing h and ∆x.

As the optimal control in our examples is bounded, the error of the control truncation is zero
if the interval is chosen large enough. It is seen from the computations that the contribution of
the control discretisation error is small, decreasing quadratically in N−1

a and N−1
γ since we have a

smooth dependence of the Hamiltonian on the control. In our tests, we take Na ∼ Nγ ∼ N , such
that the control discretisation error becomes eventually negligible.

Remark 6. It is clear that as the point xm approaches 0 or xmax it may happen that X̂tn,xm
tn+1

oversteps the domain. In this case, we use linear extrapolation in order to define Wρ and W̃ρ

outside the domain.

Test 1: Merton problem. We first study the classical Merton problem. This corresponds to the
dynamics (2.1) with g ≡ 0, constant coefficients b, r, σ and A = R. It is well known that for this
problem there exists a closed-form solution given by (see, e.g. [25])

v(t, x) = exp
{
t
(
a∗(b− r) + r − 1

2
(a∗)2(1− p)σ2

)}
U(x),

where U and p are given in (5.1), and

a∗ :=
(b− r)
σ2(1− p)

is the optimal control. We recall that in this case the dual problem is linear and no optimisation
is necessary since Γ = {0}. The values of the coefficients used in the test is given in Table 1. For
these values, setting A = [−1, 1] is sufficient to have a∗ ∈ A.

p r b σ T xmax

0.5 0.8 1.2 1 0.5 20

Table 1. Test 1: Parameters used in numerical experiments.

Table 2 reports the error and the convergence rate of Wρ to the exact solution v of the primal
problem. As expected, the order of convergence is around 1. It is important to notice that continuing
to refine the mesh without increasing ρ, we cannot get convergence to v. In fact, the probability
in (4.10), even if small at points x far from the boundaries of the domain, is different from zero
everywhere (see also Figure 3, left). To reduce the contribution to the error coming from the term
in ρ we compute the error locally, away from the boundary of the computational domain.
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In Table 3, we report the numerical duality gap, i.e. the quantity Gh,∆x(T, x). This quantity
also decreases with order 1 or even slightly higher. In this case, the duality gap is bigger than the

error, but of the same order. In Figure 3 (right) we show the numerical solutions Wρ and W̃ρ of

the primal and the dual problem, together with the convex conjugate of W̃ρ. Of course, this region
can be shrunk by choosing ρ bigger.

J N Error L1 Order L1 Error L2 Order L2 Error L∞ Order L∞ CPU (s)
18 8 1.96E-01 - 1.86E-01 - 1.77E-01 - 0.30
46 16 1.44E-01 0.44 1.12E-01 0.74 1.05E-01 0.75 1.05
118 32 5.85E-02 1.30 4.54E-02 1.30 5.86E-02 0.84 3.91
305 64 1.52E-02 1.94 1.14E-02 2.00 1.52E-02 1.95 15.54
790 128 5.70E-03 1.42 4.11E-03 1.47 4.76E-03 1.67 61.95
2048 256 2.35E-03 1.28 1.68E-03 1.29 1.74E-03 1.45 467.54
5312 512 1.12E-03 1.07 8.14E-04 1.04 9.18E-04 0.92 2169.45

Table 2. Test 1: Local (x ∈ [1, 2]) errors and convergence order comparing Wρ

with the exact solution v, for M = 4 (Gauß-Hermite quadrature points), N = 4 ·2k
(time steps), J = dN11/8e (space steps), Na = 2k + 1 (discrete controls), for
k = 1, 2, . . . , 8.

J N Gap L1 Order L1 Gap L2 Order L2 Gap L∞ Order L∞ CPU (s)
18 8 2.17E+01 - 7.17E+00 - 3.22E+00 - 0.56
46 16 1.24E+01 0.80 4.04E+00 0.83 1.65E+00 0.96 1.41
118 32 7.24E+00 0.78 2.31E+00 0.80 9.24E-01 0.88 4.70
305 64 3.92E+00 0.89 1.26E+00 0.88 5.06E-01 0.87 17.98
790 128 1.87E+00 1.07 6.03E-01 1.06 2.43E-01 1.06 110.56
2048 256 7.16E-01 1.38 2.37E-01 1.35 1.00E-01 1.28 656.69
5312 512 1.72E-01 2.05 5.53E-02 2.10 2.20E-02 2.19 2813.47
13778 1024 5.97E-02 1.53 1.94E-02 1.51 8.05E-03 1.45 17059.00

Table 3. Test 1: Global (x ∈ [0, xmax]) duality gap Gh,∆x from (4.12) and related
convergence order, for M = 4 (Gauß-Hermite quadrature points), N = 4 · 2k

(time steps), J = dN11/8e (space steps), Na = 2k + 1 (discrete controls), for
k = 1, 2, . . . , 8.

From the results in Table 3 we deduce that (given the choice of ∆x in relation to h)

|Gh,∆x(t, x)| ≤ C
(
h+ ∆x8/11

)
,

which, combined with (4.14) and taking M = 4, gives the a posteriori bounds

−C
(
h3/8 + ∆x3/11

)
≤ v(tn, xi)−Wρ(tn, xi) ≤ C

(
h+ ∆x8/11 + h3/8 + ∆x3/11

)
, (5.2)

which in conclusion is a symmetric bound of order 3/8 in time and 3/11 in space.
We illustrate the different contributions to the error, together with the actual error, in Figure

4. The figure shows the order (at least) one for the empirical error and for the numerical duality
gap, as one would have expected from the first order error of the scheme for sufficiently smooth
solutions. We also plot the theoretical error bounds, which hold in the general non-smooth case, for
the Euler-Maruyama scheme given in (A.1), of order 1/2, and for the Gauß-Hermite approximation
from (A.2), of order 3/8. The big constants appearing in the theoretical a priori bounds, which are
not sharp, put the magnitude of these theoretical errors far from that of the empirical one.
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Figure 3. Test 1: Numerical solution Wρ (in black) compared with the exact

solution (blue, left) and the convex conjugate of W̃ρ (magenta, right). The dashed
red line represents the error (left) and the numerical duality gap (right).

Figure 4. Test 1. Local (x ∈ [1, 2]) empirical error |v(0, x)−Wρ(0, x)| as reported
in Table 3, global numerical duality gap Gh,∆x reported in Table 2, theoretical error
estimate for the Euler-Maruyama and Gauß-Hermite approximation given by (A.1)
and (A.2), respectively.

For this problem, the optimal control is constant over time, so there is no error coming from the
piecewise control approximation and theoretical bounds as those provided by (A.1) and (A.2) can
be used for both the upper and lower bound. The numerical duality gap in this case contains the
sum of the numerical approximation errors for the primal and the dual problem as well as the error
coming from the approximation in ρ and the computation of the numerical convex conjugate.

Test 2: Cuoco and Liu example. This example is taken from [9]. In this paper, the authors
consider the nonlinear dynamics in (2.1) (i.e. g 6≡ 0) and portfolio constraints (i.e. A ( R). We still
consider a power utility and d = 1. Let A be defined by

A =
{
a ∈ R : max(0,−a)λ− + max(0, a)λ+ ≤ 1

}
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p r R b σ T xmax ι λ+ λ−
0.5 0.8 1 1.2 0.5 0.5 20 0.5 1 1

Table 4. Test 2: Parameters used in numerical experiments.

J N Gap L1 Order L1 Gap L2 Order L2 Gap L∞ Order L∞ CPU (s)
18 8 2.26E+01 - 7.44E+00 - 3.59E+00 - 0.79
46 16 1.09E+01 1.05 3.48E+00 1.10 1.47E+00 1.29 2.51
118 32 5.59E+00 0.96 1.74E+00 1.00 6.87E-01 1.10 9.83
305 64 2.82E+00 0.99 8.79E-01 0.99 3.47E-01 0.98 45.94
790 128 1.38E+00 1.03 4.35E-01 1.01 1.77E-01 0.97 552.49
2048 256 5.75E-01 1.26 1.83E-01 1.25 7.49E-02 1.24 6305.33
5312 512 1.56E-01 1.88 5.00E-02 1.87 2.08E-02 1.85 54006.70

Table 5. Test 2: Global (x ∈ [0, xmax]) duality gap Gh,∆x from (4.12 and related
convergence order, for M = 4 (Gauß-Hermite quadrature points), N = 4 · 2k

(time steps), J = dN11/8e (space steps), Na = 2k + 1 (discrete controls), for
k = 1, 2, . . . , 8.

Figure 5. Test 2: Numerical solution Wρ (in black) compared with the convex

conjugate of W̃ρ (in magenta). The dashed red line represents the numerical duality
gap. In blue the numerical approximation of the dual problem.

for some λ− ≥ 0 and λ+ ∈ [0, 1]. The function g is defined by

g(a) = −r(1 + ιλ−) max(0,−a)− (R− r)
(
1−max(0, a)− ιλ−max(0,−a)

)
,

where R ≥ r and ι ∈ [0, 1]. The values used in our numerical simulation are reported in Table 4.
Observe that the choice λ+ = λ− = 1 corresponds to A = [−1, 1]. In order to define Γ, we use

the explicit expression given in [9, Section 5.2] for the optimal control. For the data in Table 4, we
can take Γ = [−1, 1] to guarantee ν∗t ∈ Γ for any t ∈ [0, T ]. Table 5 reports the numerical duality

gap and the corresponding convergence order. The numerical solutions Wρ and W̃ρ of the primal

and the dual problem, together with the convex conjugate of W̃ρ are shown in Figure 5.
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The results in Table 5 give once again an estimate of the form

|Gh,∆x(t, x)| ≤ C
(
h+ ∆x8/11

)
for the duality gap, leading to the a posteriori bounds (5.2).

6. Conclusion and perspectives

For a suitable class of convex optimal control problems, we obtained in this paper a posteriori
error bounds using the numerical approximation of the dual problem.

Our numerical tests confirm the results given by the theoretical analysis and suggest a conver-
gence to zero with order one of the numerical duality gap. Establishing rigorously a duality relation
between the numerical approximations of the primal and the dual problem seems to us an interest-
ing direction of research that we would like to pursue. Beyond the independent theoretical interest,
this would also allow us to obtain an a priori upper bound for the numerical error. The possibility
of improving the order by higher order time stepping is also left for future research.

Appendix A. Explicit computation of the constants

In this section, we explicitly compute the constants C which appears in the lower bound of

(4.13). Analogous estimates can be used to derive the constant C̃ appearing in the upper bound.
In what follows we denote for t ∈ [0, T ], a ∈ A, x ∈ R:

µ(t, x, a) :=
(
r(t) + a> · (b(t)− r(t)1) + g(t, a)

)
x, ψ(t, x, a) := a>σ(t)x.

Let Cµ, Cψ ≥ 0 such that for t, s ∈ [0, T ], a ∈ A, x, y ∈ R:

|µ(t, x, a)− µ(s, y, a)| ≤ Cµ
(
|x− y|+ (1 + |x|)|t− s|1/2

)
|ψ(t, x, a)− ψ(s, y, a)| ≤ Cψ

(
|x− y|+ (1 + |x|)|t− s|1/2

)
and

|µ(t, x, a)| ≤ Cµ(1 + |x|) |ψ(t, x, a)| ≤ Cψ(1 + |x|).

A.1. Explicit bounds for the Euler-Maruyama approximation. We consider the Euler-
Maruyama approximation given by (3.4) for α ≡ (a0, . . . , aN−1) ∈ Ah. This leads to the following

expression for X
tn,x,α

· :

X
tn,x,α

tk
= x+

k−1∑
i=n

∫ ti+1

ti

µ(ti, X
tn,x,α

ti , ai) ds+

∫ ti+1

ti

ψ(ti, X
tn,x,α

ti , ai) dWs.

Moreover, by the very definition of Xtn,x,α
· :

Xtn,x,α
tk

= x+

k−1∑
i=n

∫ ti+1

ti

µ(s,Xtn,x,α
s , ai) ds+

∫ ti+1

ti

ψ(s,Xtn,x,α
s , ai) dWs.



DUALITY-BASED A POSTERIORI ERROR ESTIMATES 17

Therefore, using the Cauchy-Schwartz inequality and Itô isometry together with classical estimates,
one has

E
[
|Xtn,x,α

tk
−Xtn,x,α

tk
|2
]
≤ 2T

k−1∑
i=n

E
[∫ ti+1

ti

∣∣∣µ(ti, X
tn,x,α

ti , ai)− µ(s,Xtn,x,α
s , ai)

∣∣∣2 ds

]

+ 2

k−1∑
i=n

E
[∫ ti+1

ti

∣∣∣ψ(ti, X
tn,x,α

ti , ai)− ψ(s,Xtn,x,α
s , ai)

∣∣∣2 ds

]

≤ 8K1h

k−1∑
i=n

(
E
[∣∣∣Xtn,x,α

ti −Xtn,x,α
ti

∣∣∣2]+ h+ hE

[
sup

s∈[ti,ti+1]

∣∣Xtn,x,α
s

∣∣2]

+ E

[
sup

s∈[ti,ti+1]

∣∣Xtn,x,α
s −Xtn,x,α

ti

∣∣2]) ,
where we denoted K1 := (C2

µT + C2
ψ). By classical estimates on the process Xtn,x

· and denoting

K2(ξ) := (C2
µξ + 4C2

ψ), one has

E

[
sup

s∈[ti,ti+1]

∣∣Xtn,x,α
s

∣∣2] ≤ 3
(
|x|2 + 2K2(T )

)
e6K2(T )T ,

E

[
sup

s∈[ti,ti+1]

∣∣Xtn,x,α
s −Xtn,x,α

ti

∣∣2] ≤ 4K2(h)h
(

1 + 3
(
|x|2 + 4K2(T )

)
e6K2(T )T

)
.

Putting these estimates together:

E
[
|Xtn,x,α

tk
−Xtn,x,α

tk
|2
]
≤ 8K1h

k−1∑
i=n

E
[∣∣∣Xtn,x,α

ti −Xtn,x,α
ti

∣∣∣2]+ 8K1Th(1 + 2K2(h))(1 +K3(x))

with K3(x) := 3
(
|x|2 + 2K2(T )T

)
e6K2(T )T , so that, using Gronwall’s lemma, one obtains

E
[
|Xtn,x,α

tk
−Xtn,x,α

tk
|2
]
≤ 8K1h(1 + 2K2(h))(1 +K3(x))

(
1 + e

∑k−1
i=n 8K1h

(
k−1∑
i=n

8K1h

))
≤ 8K1h(1 + 2K2(h))(1 +K3(x))

(
1 + 8K1Te

8K1T
)
.

Using the Lipschitz continuity of Uρ, one has∣∣∣∣ sup
α∈Ah

E
[
|Uρ(X

tn,x,α

T )
]
− sup
α∈Ah

E
[
Uρ(X

tn,x,α
T )

]∣∣∣∣ ≤ Lρ sup
α∈Ah

E
[
|Xtn,x,α

T −Xtn,x,α
T |

]
.

In conclusion, the contribution to the error coming from the Euler-Maruyama approximation can
be bounded by

Lρ

(
8K1(1 + 2K2(h))(1 +K3(x))(1 + 8K1Te

8K1T )
)1/2

h1/2.

For a linear (in the state), time independent dynamics as the one considered in Section 5, one
simply has

|µ(x, a)− µ(y, a)| ≤ Cµ|x− y|, |ψ(x, a)− ψ(y, a)| ≤ Cψ|x− y|

and

|µ(x, a)| ≤ Cµ|x|, |ψ(x, a)| ≤ Cψ|x|.
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It is possible to verify that this leads to

E
[
|Xtn,x,α

tk
−Xtn,x,α

tk
|2
]
≤ 4K1h

k−1∑
i=n

(
E
[∣∣∣Xtn,x,α

ti −Xtn,x,α
ti

∣∣∣2]+ E

[
sup

s∈[ti,ti+1]

∣∣Xtn,x,α
s −Xtn,x,α

ti

∣∣2])

≤ 4K1h

k−1∑
i=n

(
E
[∣∣∣Xtn,x,α

ti −Xtn,x,α
ti

∣∣∣2]+ 2K2(h)hE

[
sup

s∈[ti,ti+1]

∣∣Xtn,x,α
s

∣∣2])
with

E

[
sup

s∈[ti,ti+1]

∣∣Xtn,x,α
s

∣∣2] ≤ 3|x|2e3K2(T )T .

Neglecting the infinitesimal terms, one has

E
[
|Xtn,x,α

tk
−Xtn,x,α

tk
|2
]
≤ 4K1h

(
k−1∑
i=n

E
[∣∣∣Xtn,x,α

ti −Xtn,x,α
ti

∣∣∣2]+ 24TC2
ψ|x|2e3K2(T )T

)
which leads to the sharper error estimate

Lρ

(
96K1TC

2
ψ|x|2e3K2(T )T

(
1 + 4K1Te

4K1T
))1/2

h1/2.

We point out that in the estimates plotted in Section 5 we consider

Lρ
(
24K1TC

2
ψ|x|2

(
1 + 4K1Te

4K1T
))1/2

h1/2 (A.1)

since being interested in a local error we can approximate the second order moment of X· by x2.

A.2. Explicit bounds for the Gauß-Hermite approximation. We consider the case of a one-
dimensional Brownian motion. Given a function f ∈ C2M (R), the analysis in [26, Proposition 3.2]
shows that∣∣∣ Etn,x[f(X

a

tn+1
)
]
− Etn,x

[
f(X̂a

tn+1
)
] ∣∣∣

≤
∣∣∣ ∫ +∞

−∞

f (2M)(ẑ)

(2M)!
(
√

2hψ(tn, x, a)y)2M e−y
2

√
π
dy −

M∑
i=1

λi
f (2M)(z̃)

(2M)!
(
√
hψ(tn, x, a)ξi)

2M
∣∣∣

≤ 2‖f2M‖∞
(2h)M

2M !
(ψ(tn, x, a))2M

∫ ∞
−∞

y2M e−y
2

√
π

dy

+ ‖f2M‖∞
hM

2M !
(ψ(tn, x, a))2M

∣∣∣∣∣2M
∫ ∞
−∞

y2M e−y
2

√
π

dy −
M∑
i=1

λiξi
2M

∣∣∣∣∣
≤ ‖f2M‖∞

hM

2M !
C2M
ψ (1 + |x|)2M

(
2(2M − 1)!! +

∣∣∣(2M − 1)!!−
M∑
i=1

λiξi
2M
∣∣∣) ,

where in the last inequality we have used that

2M
∫ ∞
−∞

y2M e−y
2

√
π

dy = (2M − 1)!!

The estimate above corresponds to the error associated with the Gauß-Hermite approximation at
each time step, i.e. considering the error at time tn+1 starting from tn. Our scheme being iterative
in time, the overall contribution to the error will be∥∥∥∥ ∂f

∂x2M

∥∥∥∥
∞

hM−1

2M !
22M−1C2M

ψ

(
(2M − 1)!! +

∣∣∣(2M − 1)!!−
M∑
i=1

ωi√
π
zi

2M
∣∣∣)(1+ sup

α∈Ah
k=n...N

Etn,x
[
(X̂α

tk
)2M

] )
,
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where we also used the classical inequality |a+b|2M ≤ 22M−1(|a|2M + |b|2M ). It remains to estimate

Etn,x
[
(X̂α

tk
)2M

]
. By the recursive definition of X̂, one has for any k = n, . . . , N

Etn,x
[
(X̂α

tk+1
)2M

]
= Etn,x

[(
X̂α
tk

+ hµ(tk, X̂k, ak) +
√
hψ(tk, X̂k, ak)ζk

)2M
]

= Etn,x

2M∑
i=0

i∑
j=0

(
2M

i

)(
i

j

)
hi−j(X̂α

tk
)j(µ(tk, X̂k, ak))i−j

(√
hψ(tk, X̂k, ak)ζk

)2M−i


= Etn,x

 M∑
i=0

2i∑
j=0

(
2M

2i

)(
2i

j

)
h2i−j(X̂α

tk
)j(µ(tk, X̂k, ak))2i−j

(√
hψ(tk, X̂k, ak)ζk

)2M−2i

 ,
where the last equality follows observing that E[(. . .)ζ2j+1

k ] = 0 for j = 0, . . . ,M−1 for any quantity,
represented by ”(. . .)”, independent of ζk. Therefore, thanks to the linear growth of µ and ψ (taking
for simplicity C1 := max(Cµ, Cψ)):

Etn,x
[
(X̂α

tk+1
)2M

]
= Etn,x

 M∑
i=0

2i∑
j=0

(
2M

2i

)(
2i

j

)
hM+i−jC2M−j

1 (X̂α
tk

)j(1 + |X̂α
tk
|)2i−jζ2M−2i

k


≤

M∑
i=0

2i∑
j=0

(
2M

2i

)(
2i

j

)
hM+i−jC2M−j

1 Etn,x
[
|X̂α

tk
|j(1 + |X̂α

tk
|)2i−j

]
E
[
ζ2M−2i
k

]
= Etn,x

[
(X̂α

tk
)2M

]
+

2M−1∑
j=0

(
2M

j

)
h2M−jC2M−j

1 Etn,x
[
|X̂α

tk
|j(1 + |X̂α

tk
|)2M−j

]

+

M−1∑
i=0

2i∑
j=0

(
2M

2i

)(
2i

j

)
hM+i−jC2M−j

1 Etn,x
[
|X̂α

tk
|j(1 + |X̂α

tk
|)2i−j

]
E
[
ζ2M−2i
k

]
.

For 0 ≤ i ≤M and 0 ≤ j ≤ 2i, one has

Etn,x
[
|X̂α

tk
|j(1 + |X̂α

tk
|)2i−j

]
≤ 22i

(
1 + Etn,x

[
(X̂α

tk
)2M

])
.

This gives:

Etn,x
[
(X̂α

tk+1
)2M

]
≤ Etn,x

[
(X̂α

tk
)2M

]
+
(

1 + Etn,x
[
(X̂α

tk
)2M

])
h


2M−1∑
j=0

(
2M

j

)
h2M−j−1C2M−j

1 22M

+

M−1∑
i=0

2i∑
j=0

(
2M

2i

)(
2i

j

)
hM+i−j−1C2M−j

1 22iE
[
ζ2M−2i
k

] .

Neglecting the infinitesimal terms and denoting

K4 := 2MC122M +
2M(2M − 1)

2
C2

122M−2,

we have

Etn,x
[
(X̂α

tk+1
)2M

]
≤ (1 +K4h)Etn,x

[
(X̂α

tk
)2M

]
+K4h.

Iterating, this leads to

Etn,x
[
(X̂α

tk+1
)2M

]
≤ (1 +K4h)kx2M + khK4
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for any n ≤ k ≤ N − 1, with K4 not depending on k and α ∈ Ah. Therefore, we can conclude that

sup
α∈Ah
k=n...N

Etn,x
[
(X̂α

tk
)2M

]
≤ x2MeK4T +K4T.

To avoid an exponential growth in M of the constants and motivated by the fact that in Section 5
we empirically computed a local error, we can strongly simplify our estimates by approximating

sup
α∈Ah
k=n...N

Etn,x
[
(X̂α

tk
)2M

]
≈ x2M .

The presence of the 2M -th derivative in the error bound requires to pass by a mollification of the
original value function. For a given regularization parameter ε and mollified value function vε it is
possible to show that an estimate of the form∥∥∥∥∂2Mvε

∂x2M

∥∥∥∥
∞
≤ LρK5ε

1−2M

holds with K5 := (3+9K1Te
3K1T )1/2. The balancing between the Gauß-Hermite and regularization

error (the last one giving an extra error term of order ε) leads to the choice of optimal order
ε = h(M−1)/2M . Therefore, we get

LρK5h
(M−1)/2M 22M−1

2M !
C2M
ψ

(
(2M − 1)!! +

∣∣∣(2M − 1)!!−
M∑
i=1

ωi√
π
zi

2M
∣∣∣) (1 + x2M ). (A.2)
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