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a b s t r a c t

The mechanics of rip currents are complex, involving interactions between waves, currents, water levels

and bathymetry that pose particular challenges for numerical modeling. Horizontal turbulent diffusion

in a rip system is difficult to measure using dye dilution or surfzone drifters, as shown by the range of

published values for the horizontal diffusion coefficient. Here, we studied the effects of horizontal mixing

on wave–current interactions by testing several diffusivity estimates in a fully coupled 3D wave–current

model run at two different spatial resolutions. Published results using very low diffusion have found that

near the shore the wave rays converge towards the rip channel because of refraction by the currents. We

showed that this process is modulated by both horizontal mixing and spatial resolution. We found that,

without the feedback of currents on waves, the flow is more sensitive to horizontal mixing, with large

alterations, especially offshore, and generally lower velocities. These modifications ascribed to mixing are

similar to those induced by the feedback mechanism. When a large mixing coefficient is used: (i) the

behavior of the rip system is similar for both coupling modes (i.e., with and without the feedback of

currents on waves) and for each resolution; and (ii) the evolution of the flow is more stable over time.

Lastly, we show that the horizontal mixing strongly decreases the intensity of the 3D rip velocity, but not

its vertical shear, which is mainly dependent on the vertical mixing scheme and on the forcing terms.

© 2016 Elsevier Ltd. All rights reserved.
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. Introduction

Rip currents were first investigated by Shepard (1936), and are

tudied for their important influence on nearshore morphodynam-

cs, cross-shore exchanges, and the hazard they pose to swimmers

MacMahan et al., 2006). From observations made on La Jolla beach

n California, Shepard et al. (1941) described the rip structure as

eing composed of three major features: the feeder, the neck and

he head. Scientific studies began as qualitative descriptions based

n observations. Since then, theoretical and numerical approaches

ave been developed for rip currents, using observations for

alidation.
∗ Corresponding author. Tel.: +33231565718; fax: +33231565757.

E-mail address: anne-claire.bennis@unicaen.fr (A.-C. Bennis).
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Rip currents are generated by the hydrodynamic instability re-

ulting from wave refraction by currents (Leblond and Tang, 1974;

alques et al., 1999; Yu, 2006) and the convergence of long-

hore currents in regions of strong alongshore variations under

ave conditions (Long and Ozkan-Haller, 2005). Transient currents

orced by finite crest-length wave breaking also create a type of

ip current (e.g., Johnson and Pattiaratchi, 2006; Spydell and Fed-

ersen, 2009; Clark et al., 2012). The feedback mechanism be-

ween currents and waves has been reported by several authors

MacMahan et al., 2006) as playing an essential role in the devel-

pment of the rip system. The main numerical studies considering

he effects of currents on waves (hereafter CEW) reported the fol-

owing behaviors: (a) Leblond and Tang (1974) observed a modifi-

ation of the flux of wave energy by the currents, with variability

long the longshore coordinate; (b) Haas et al. (1999) found that

EW reduce the offshore extent of rip currents; (c) Yu and Slinn

2003) showed that rips are compacted with CEW because of the

http://dx.doi.org/10.1016/j.ocemod.2015.12.005
http://www.ScienceDirect.com
http://www.elsevier.com/locate/ocemod
http://crossmark.crossref.org/dialog/?doi=10.1016/j.ocemod.2015.12.005&domain=pdf
mailto:anne-claire.bennis@unicaen.fr
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(

large decrease in the wave flux of momentum induced by wave

breaking and explained that this decrease is due to changes in

wave number (wave ray bending); and (d) Weir et al. (2011) who

complemented the last of these studies by calculating the change

in the wavefield resulting from wave ray bending and from wave

energy advected by the current (current flux of wave energy). The

latter authors expressed wave–current interactions in terms of bot-

tom friction.

Previous studies investigating the effects of current on waves

were carried out without explicit turbulence modeling and at high

resolution, namely 2 and 3 m in both horizontal directions for Weir

et al. (2011) and Yu and Slinn (2003), respectively. Because the sys-

tematic use of a spatial resolution lower than the size of the tini-

est vortex is not possible, due to computational limitations, the ef-

fects of subgrid-scale processes must be parameterized in ocean

models (e.g., Sagaut et al., 2013). This is particularly the case for

horizontal diffusive mixing, which can be included in the horizon-

tal momentum equations in several ways: (i) modelers often use

a diffusion coefficient that is a function of the grid size, but also

of the flow and wave field characteristics (e.g., Smagorinsky, 1963;

Okubo, 1971; Battjes, 1975); and (ii) the discretization of the ad-

vection terms in an Eulerian framework with sigma-coordinates

and the discretization of the Laplacian operator also generate nu-

merical diffusion (Huang and Spaulding, 2002; Zwillinger, 1989).

Many studies have discussed this numerical diffusion (e.g.,

Fortunato and Baptista, 1994; Huang and Spaulding, 1996; 2002).

Huang and Spaulding (2002) compared the advection scheme of

Mellor and Blumberg (1985) with that of Fortunato and Baptista

(1994). They found that both schemes produce large artificial diffu-

sion, particularly where the bathymetry is steep. The most popular

ocean models still use different versions of the schemes of Mellor

and Blumberg (1985) (e.g., POM, ROMS or MARS) and of Fortunato

and Baptista (1994) (e.g., POLCOMS).

The diffusion coefficient for nearshore applications is usually

measured by dye dilution. The literature usually distinguishes be-

tween the absolute diffusivity, which characterizes the ensemble

behavior of a cloud of particles, and the relative diffusivity related

to the spreading of the cloud around its center of mass. Field stud-

ies provide many different values for the diffusion coefficient: (i)

Imann et al. (1971) found a cross-shore absolute diffusivity (here-

after Kax) between 0.1 m2s−1 and 5.9 m2s−1 and an alongshore ab-

solute diffusivity (hereafter Kay) between 0 m2s−1 and 0.17 m2s−1;

(ii) The long-term observations (O(103)s) of Grant et al. (2005)

led to Kay between 40 m2s−1 and 80 m2s−1 with larger values for

larger waves; and,( iii) Clarke et al. (2007) noted that the abso-

lute diffusivity was strongly dependent on wave conditions and on

the presence of rip currents. Their assessment was in the range of

10−1 m2s−1 to 103 m2s−1.

Brown et al. (2009) tested another measurement method in or-

der to estimate diffusivity with more accuracy. They used thirty

surfzone drifters at Sand City (Monterey Bay, California) over 7

days between April and May 2007. The beach is known for its

year-round persistent rip channels with predominantly near-shore

normal incident waves (MacMahan et al., 2005). For a given sea

state (the significant wave height and the peak wave period were

about 1.4 m and 11.4 s, respectively), they found Kax = 2.2 m2s−1 ±
0.8 m2s−1 and Kay = 3.8 m2s−1 ± 1 m2s−1. The relative diffusivity

was estimated as being 1.5 m2s−1 and 6.5 m2s−1 and between

1.2 m2s−1 and 3.6 m2s−1 in the cross-shore and alongshore direc-

tions, respectively.

In the present work we used a 3D fully-coupled wave–current

model to study the sensitivity of the rip system to horizontal mix-

ing used to parameterize turbulent diffusion. We tested different

diffusivity values in agreement with the scaling of Brown et al.

(2009), extended the bidimensional (2D) work of Weir et al. (2011)

to three-dimensional (3D) simulations and applied the vortex force
ormalism (McWilliams et al., 2004; Ardhuin et al., 2008b; Bennis

t al., 2011). The main findings of our study are: (a) CEW are mod-

lated by horizontal mixing, with maximum impact at high reso-

ution; (b) Horizontal mixing acts on the flow in a similar way to

EW; (c) CEW are negligible when using a high mixing coefficient;

nd, (d) the convergence of the waves towards the rip channel is

odulated by both horizontal mixing and spatial resolution.

The rest of this paper is organized as follows: the method used,

ncluding the governing equations and details about the simula-

ions, is described in Section 2; results are presented in Section 3,

nd we summarize our findings in Section 4.

. Methods

The 3D fully-coupled MARS-WAVEWATCH III model (more de-

ails in Bennis et al., 2011, 2014) combines the MARS3D hydro-

ynamic model (Lazure and Dumas, 2008) and the WAVEWATCH

II wave model (Tolman, 2009), hereafter WW3. Exchanges of in-

ormation between the models are managed by the PALM coupler

Buis et al., 2008). We can easily investigate the feedback of cur-

ents on waves by turning off the coupling in test simulations. All

he results presented here were obtained using a non-stationary

oupling procedure. Results obtained for cases with and without

eedback are referred to hereafter as WEC+CEW and WEC-only, re-

pectively (WEC refers to wave effects on currents and, the behav-

ors ascribed to CEW were obtained from the difference between

EC+CEW and WEC-only fields).

WW3 is a phase-averaged wave model. The wave action density

pectrum N (N being a function of time, space, wave number and

irection) is solved as:

DN

Dt
= Q

σ
(1)

where Q represents the total source and sink terms, includ-

ng non-linear interactions, bottom friction, wave dissipation and

ottom scattering (more details in Tolman (2009)) and σ is the

ntrinsic wave radian frequency. High-order conservative numeri-

al schemes are used for spatial discretization. A CFL (Courant–

riedrichs–Lewy) condition exists, binding the discretizations in

ime and in space.

MARS3D uses the pressure projection method to solve the 3D,

nsteady, Navier–Stokes equations under Boussinesq and hydro-

tatic assumptions. Finite difference schemes are used for the spa-

ial discretization performed on an Arakawa-C grid (Lazure and Du-

as, 2008). The model uses an ADI (Alternating Direction Implicit)

ime scheme (Bourchtein and Bourchtein, 2006), although the time

tep of MARS3D is constrained by the CFL condition of WW3 in

rder to avoid too great a time shift between the two models.

Fig. 1 shows the bathymetry for the problem, given the geom-

try and the computational domain. Since we are interested in rip

urrents, the rip channels are near the center of the domain and

eriodic boundary conditions are used at the lateral boundaries.

eumann boundary conditions are employed at the surface and

ottom, with the additional parameterization according to Soulsby

1995) for bottom friction (Bennis et al., 2014). Offshore, open

boundary conditions are applied based on the method of character-

istics (e.g., Zwillinger, 1989). This method consists in complement-

ing the physical boundary conditions using characteristic pathways

around which the solution is computed. The scheme of Walstra

et al. (2000) is used to parameterize the modification of vertical

mixing by waves near the surface and bottom.

The flow is forced by the normal propagation of an incident

wave on a barred beach. Each test case uses a regular horizontal

grid. The time step varies according to the size of the mesh

to ensure the numerical stability of the models and the time
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Fig. 1. Bathymetry.
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Table 1

Common characteristics of all simulations.

Parameter Value

Significant wave height Hs = 1.3 m

Peak wave period T = 10 s

Mean wave direction θ = 90◦

Magnitude of perturbation ε = 0.1

Spacing of rip channels λ = 256 m
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ynchronization of the coupled system. The coupling time step is

lso different from the time steps of the two models.

.1. Governing equations

Wave forcing was integrated into the hydrodynamic model with

he vortex force method (McWilliams et al., 2004; Ardhuin et al.,

008b). This method has been validated for surf zone cases (e.g.,

umar et al. (2012), Moghimi et al. (2013) and Bennis et al. (2014))

nd gives good agreement with in-situ and laboratory data. The

ain advantage of the method is to consider the mean flow in-

tead of the total momentum (Ardhuin et al., 2008b; Bennis et al.,

011), avoiding the difficult modeling of the vertical flux of mo-

entum (Ardhuin et al., 2008a).

The equations of motion for a wave-forced, 3D, incompressible,

nsteady, hydrostatic, constant-density flow are given in Ardhuin

t al. (2008b) and Bennis et al. (2011). Their generic formulation

s:

DU
Dt

= SEPG + SVM + SHM + SWP + SBA + SBBL + SVF (2)

here U = (U,V,W ) is the 3D quasi-Eulerian velocity computed as

he Lagrangian velocity minus the Stokes drift. The source terms

EPG, SVM, SHM, SBA, SBBL, SVF and SWP refer to the external pres-

ure gradient, vertical mixing, horizontal mixing, breaking acceler-

tion, streaming, vortex force and wave-induced pressure gradient,

espectively. These equations are similar those of McWilliams et al.

2004) used in Uchiyama et al. (2010) and Kumar et al. (2012).

The k-ε turbulent closure scheme, modified according to

alstra et al. (2000), is used to model vertical mixing (Bennis

t al., 2014). Horizontal mixing is computed as:

HM,x = 1

ρ

(
∂
(
ρνH

∂U
∂x

)
∂x

+
∂
(
ρνH

∂U
∂y

)
∂y

)
(3)

HM,y = 1

ρ

(
∂
(
ρνH

∂V
∂x

)
∂x

+
∂
(
ρνH

∂V
∂y

)
∂y

)
(4)

here SHM, x and SHM, y are the cross-shore and alongshore com-

onents of SHM, respectively. ρ is the water density, and νH is the

urbulent kinematic viscosity also known as turbulent diffusivity.

ere, νH is constant horizontally, with values between 0.2 m2s−1

nd 3.9 m2s−1 (see below for more details). Kumar et al. (2012)

lso used 0.2 m2s−1 to simulate rip currents while Yu and Slinn

2003) used a numerical diffusivity to suppress the sub-grid scale

oise.
As the rip system is very sensitive to the modeling of wave

reaking, we choose the same parameterization for wave breaking

issipation as Weir et al. (2011) and Yu and Slinn (2003). The well-

eferenced parameterizations of Thornton and Guza (1983) (here-

fter TG83) and Church and Thornton (1993) (hereafter CT93) were

herefore implemented in WW3 according to the following formu-

ations:

• CT93:

QCT93 = 1.5
√

π fpB3 Hrms

h
M

⎛
⎜⎝1 − 1(

1 +
(

Hrms

Hm

)2
)5/2

⎞
⎟⎠F (k, θ ),

(5)

where M = 1 + tanh
(
8
(

Hrms
Hm

− 1
))

. Hrms is the root-mean square

significant wave height, Hm is the maximum height that can be

reached by waves without breaking (here Hm = γ h, where γ is

a tunable model parameter and h is the water depth), fp is the

peak wave frequency, B is a tunable model parameter, k is the

mean wave number, θ is the mean wave direction, and F(k, θ )

is the wave spectrum.
• TG83:

QTG83 = 48
√

π fpB3 (2m0)
5/2

H4
mh

F (k, θ ), (6)

where m0 is the 0-order moment of the variance density direc-

tional spectrum. To fit the data, B and γ are set to 1.52 and

0.35, respectively.

QCT93 or QTG83 are included in the wave action equation com-

uted by WW3 (see Eq. (1)) as a fraction, Qbr, of the Q term. Qbr

s equal to
εb

ρgσ of Yu and Slinn (2003) and Weir et al. (2011),

here εb is their dissipation function. To compute SBA in Eq. (2),

br is integrated over all directions and wave numbers and then

istributed over a characteristic depth:

BA =
∫

(kx, ky)

kCg
Qbr(k, θ )δzdkdθ (7)

here kx = k cos θ, ky = k sin θ and where δz allows the distribu-

ion of SBA over the water column. Cg is the wave group velocity.

BA is equivalent to B in Eq. (9) from Weir et al. (2011).

.2. Experiments

We aimed to study the dependence of the flow response on

orizontal mixing and compared the two coupling modes. In our

odel, the bedform is an approximation of the beach profile mea-

ured at Duck, North Carolina, on October 11, 1990 (Fig. 1). Its an-

lytical expression, h(x, y), was given by Yu and Slinn (2003) as:

0(x) =
(

a1 − a1

γ1

)
tanh

(
b1x

a1

)
+ b1x

γ1

− a2 exp

[
−5

(
x − xc

xc

)2
]
(8)

here xc = 80 m is the location of the longshore bar. γ 1, a1, b1

nd a are set to 11.74, 2.97 m, 0.075, 1.5 m, respectively. Adding
2
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Table 2

List of test cases for different spatial resolutions and horizontal mixing intensities.

νH = 0.2 m2/s νH = 0.35 m2/s νH = 0.6 m2/s νH = 1.0 m2/s νH = 2.0 m2/s νH = 3.9 m2/s


xy = 3 m WEC-only x x x x x

WEC+CEW x x x x x


xy = 24 m WEC-only x x x

WEC+CEW x x x

Fig. 2. Alongshore-averaged root-mean square significant wave height (left panel) and alongshore-averaged wave breaking dissipation flux (right panel) computed by the

TG83 and CT93 parameterizations.

Fig. 3. 
Hrms after 60 min. Top row: simulations with νH = 0.35 m2s−1 (left panel) and with νH = 2.0 m2s−1 (right panel) at a spatial resolution of 3m. Bottom row: simula-

tions with νH = 0.35 m2s−1 (left panel) and with νH = 3.9 m2s−1 (right panel) at a resolution of 24 m. Contours are equally spaced between −0.038 m and 0.038 m.
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Fig. 4. Alongshore perturbation of the high-resolution wave group velocity (blue

arrows) at t=60min: WEC-only with νH = 0.2 m2s−1 (top panel), WEC+CEW with

νH = 0.2 m2s−1 (middle panel) and WEC+CEW with νH = 2.0 m2s−1 (bottom panel).

Bathymetry is shown by black dashed contours.
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perturbation at the longshore bar, the following bottom profile is

btained:

(x, y) = h0(x) + h1(x, y) (9)

ith

1(x, y) = h0(x)ε cos

(
2πy

λ

)
exp

[
−5

(
x − xc

xc

)2
]

(10)

here ε = 0.1 m and λ = 256 m are the magnitude and the wave-

ength of the perturbation, respectively. Weir et al. (2011) used a

erturbation that was only very slightly different from this one.

A narrow Gaussian wave spectrum is used at the offshore

oundary to simulate monochromatic waves as in Weir et al.

2011). The offshore wave characteristics and some information on

ottom topography are given in Table 1.

The loss of information caused by the use of a coarse grid

hould be noted and need to develop more suitable parameteriza-

ions in the future. After testing resolutions of 3, 6, 12 and 24 m,
e discuss here the results with 3 and 24-m of spatial resolution

ecause they are the most representative ones for the study of the

esolution effects.

Sixteen different test cases were carried out that differed in

heir horizontal resolution, horizontal mixing and coupling mode

Table 2).

The coupling time step is set to 1 s while the model time step is

.2 s and 0.5 s for WW3 and MARS3D, respectively. The simulated

ime is one hour for each simulation. We used 15 sigma levels

hat are evenly distributed over the vertical. Both coupling modes

WEC-only and WEC+CEW) use the same set of parameters to en-

ure a comparison as clean as possible. For each resolution, sensi-

ivity tests on mixing were carried out with a variable νH (Table 2).

he maximum values of νH are in the range given by Brown et al.

2009). After many tests, we did not keep the values greater than

.0 m2s−1 (for the resolution of 3 m) and 3.9 m2s−1 (24 m) because

hey added no new information. Finally, the values of 3.9 m2s−1

nd 0.35 m2s−1 were given by Okubo (1971) for resolutions of 24 m

nd 3 m, respectively.

. Results

As mentioned in Brown et al. (2009), for a similar wave forc-

ng (Hs = 1.4 m, Tp = 11.4 s and θ = 0◦), the absolute and rela-

ive diffusivites are within the ranges [3.1 m2s−1; 5.6 m2s−1] and

1.9 m2s−1; 7.4 m2s−1], respectively. We chose νH within these

anges with a maximum set at 3.9 m2s−1 to improve our under-

tanding of the rip system in these realistic hydrodynamic con-

itions. For comparison with the former studies of Yu and Slinn

2003); Weir et al. (2011) and Kumar et al. (2012), we also used

maller diffusivities down to the stability limit of the model, with

minimum value of 0.2 m2s−1. As the former studies of Yu and

linn (2003) and of Weir et al. (2011) did not use a diffusion co-

fficient, but an artificial diffusivity not mentioned in their papers,

e consider that our case with νH = 0.2 m2s−1 to be almost equiv-

lent to their test case. So, we investigated the impact of the value

f νH on wave-current interactions for two different spatial res-

lutions (3 and 24 m). The high-resolution simulations use mix-

ng coefficients between 0.2 m2s−1 and 2.0 m2s−1. The coefficients

anged from 0.35 m2s−1 to 3.9 m2s−1 at low resolution.

The waves come from offshore with a significant wave height of

.3 m and a peak wave period of 10 s. Fig. 2 shows for both param-

terizations (TG83 and CT93) the alongshore-averaged root mean

quare significant wave height ( < Hrms > ) and the alongshore-

veraged wave breaking dissipation flux ( < �oc > ) as a function

f the cross-shore distance. The wave shoaling is small due to the

each slope and the offshore conditions. Wave heights are higher

hen using the CT93 breaking parameterization, which makes the

ip unstable as explained in Weir et al. (2011). < �oc > shows

wo peaks, each of which related to a different breaking event. All

he parameterizations predict that the highest peak is located ap-

roximately 150 m from the shore. The shapes of < Hrms > and

�oc > are similar to the ones described in Yu and Slinn (2003)

nd Weir et al. (2011). In the following, TG83 is used for all the

imulations.

The total change in Hrms (
Hrms) ascribed to CEW is shown as

function of the cross-shore distance in Fig. 3. 
Hrms is caused by

ave ray bending, which is dependent on the alongshore gradient

f the rip current, and also by the current flux of wave energy (see

eir et al., 2011, for more details). At the highest resolution, the

wo processes interact. From now, the ’shallow depths’ term refers

o depths less than 2 m located at a distance up to 100 m from the

hore. Over shallow depths, 
Hrms is negative showing that the ef-

ects of the current flux of wave energy are dominant. Elsewhere,

e observe positive values inside the rip channel and negative val-

es outside it (Fig. 3, top row). As a result, the modulation of the
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Fig. 5. Cgy
for cases WEC-only, WEC+CEW and CEW shown from left to right. Top row: 
xy = 3 m and νH = 0.35 m2s−1. Middle row: 
xy = 24 m and νH = 0.35 m2s−1. Bottom

row: 
xy = 24 m and νH = 3.9 m2s−1. All figures are plotted after 60 min. Contours are equally spaced from −0.21 ms−1 to 0.21 ms−1.
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wave height by CEW is generated by wave ray bending for νH =
0.35 m2s−1 and νH = 2.0 m2s−1. For the same mixing coefficient

(νH = 0.35 m2s−1), the maximum of 
Hrms is about 0.04 m at high

resolution while it reaches about 0.016 m at a spatial resolution of

24 m. Near the shore (X ≤ 100 m), wave ray bending slightly domi-

nates and two regions with positive values of 
Hrms appear (Fig. 3,

bottom-left panel). For νH = 3.9 m2s−1, the increase in wave height

inside the rip channel becomes negligible (about 0.005 m). Indeed,

the horizontal diffusivity is too high, leading to a large reduction

in the rip velocity and its alongshore gradient. Therefore, the in-

teractions with waves are significantly affected by mixing.

Fig. 4 shows the alongshore perturbation of the wave group ve-

locity computed as the difference between the local wave group

velocity and the alonghore-averaged value. These snapshots show

the simulations run at high resolution. These wave fields show that

CEW cause wave divergence by refraction. For the WEC-only case,

we have only refraction by bottom topography, which drives the

waves towards the peak of the bar (Fig. 4, top plot). When CEW

are activated, refraction by currents moves the waves towards the

rip channel (Fig. 4, middle and bottom plots). When the smallest

mixing coefficient is used (νH = 0.2 m2s−1), refraction by currents

dominates refraction by bottom topography near the shore. Thus,

waves converge towards the rip channel (Fig. 4, middle plot). Hori-

zontal mixing modifies the interactions between the two refraction

processes: the higher the mixing coefficient, the weaker the rip ve-

locity and its alongshore gradient. As a result, near the shore and

with νH = 2.0 m2s−1, refraction by bottom topography dominates

refraction by the rip current because the alongshore gradient of the
ip current is decreased by the mixing. Thus, the effects of the rip

urrent are not strong enough to balance the effects of the bottom

opography. Finally, over shallow depths, the waves diverge from

he rip channel towards the peak of the bar (Fig. 4, bottom plot).

Fig. 5 shows the alongshore component of the wave group

elocity for νH = 0.35 m2s−1 and νH = 3.9 m2s−1. The results are

hown for both computational grids. As explained above, refraction

y bathymetry generates divergence towards the bar due to pos-

tive values of Cgy to the right of the channel and negative values

o the left (Fig. 5, first column). Refraction by currents modifies

he direction, and thus produces an inverse wave motion leading

o negative values of Cgy to the right of the channel and positive

alues to the left (Fig. 5, last column). At low resolution with

H = 3.9 m2s−1, wave divergence by the rip current is very weak

nd CEW are not strong enough to overcome the effects of re-

raction by bathymetry where the depth is shallow; therefore, the

EC+CEW alongshore group velocity looks like that of the WEC-

nly case (Fig. 5, bottom -left and -middle plots). At the same spa-

ial resolution with νH = 0.35 m2s−1, the patterns caused by cur-

ent refraction are present for the WEC+CEW case. Indeed, as the

ixing is strongly decreased from 3.9 m2s−1 to 0.35 m2s−1, the rip

elocity and its alongshore gradient are larger and therefore inter-

ct with the waves. Near the shore (X ≤ 100 m), we observe a spe-

ial situation for which the effects of the two refraction processes

ancel each other out (Fig. 5, central plot): waves go straight to

he shore. At the highest resolution and with the same mixing co-

fficient (νH = 0.35 m2s−1), different patterns are observed for Cgy,

howing the impact of spatial resolution on the wave field. Because
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Fig. 6. High resolution depth-averaged vorticity fields for the WEC-only (left column) and WEC+CEW (right column) cases after 60 minutes. Four cases of mixing are

represented (from top to bottom) : νH = 0.2 m2s−1, νH = 0.6 m2s−1, νH = 1.0 m2s−1, νH = 2.0 m2s−1. Bathymetry is shown by black dotted contours.
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he bathymetry and rip system are better represented on a finer

rid, wave–current interactions are simulated more accurately.

Fig. 6 shows the high-resolution depth-averaged vorticity fields

or the WEC-only and WEC+CEW cases and for different values of

H (0.2 m2s−1, 0.6 m2s−1, 1.0 m2s−1 and 2.0 m2s−1). CEW reduce

he offshore extension of the flow in each case because they pro-

uce forcing effects opposed to that of the topography (Yu and
linn, 2003). Horizontal mixing, by its smoothing effect on the

ow, also contributes to an attenuation of the offshore rip sys-

em. Therefore, horizontal mixing and CEW act similarly on the

EC-only vorticity field, and it is be possible to express CEW

n terms of horizontal mixing: the WEC-only vorticity computed

ith νH = 2.0 m2s−1 is similar to the WEC+CEW vorticity obtained

ith νH = 1.0 m2s−1 (Fig. 6). When νH = 2.0 m2s−1, the WEC+CEW



82 A.-C. Bennis et al. / Ocean Modelling 99 (2016) 75–85

Fig. 7. Evolution over time of the high-resolution depth-averaged vorticity for νH = 0.35 m2s−1 : WEC-only (top row) and WEC+CEW (bottom row). Colored contours are

equally spaced between −0.015 s−1 and 0.015 s−1. Bathymetry is shown by black dotted contours.

Fig. 8. Total change in high-resolution depth-averaged velocities ascribed to CEW normalized by the maximum velocities for the WEC-only case at t = 60 min. All mixing

cases are represented. Cross-shore profiles of the cross-shore velocity inside the rip channel in Y = 267 m (left panel) and alongshore profiles of the alongshore velocity at

the velocity maximum in X = 117 m (right panel).

Fig. 9. Total change in Hrms ascribed to CEW inside the rip channel after 60 min-

utes. The simulations were run at high resolution. Four cases of mixing are shown:

νH = 0.2 m2s−1, νH = 0.6 m2s−1, νH = 1.0 m2s−1, νH = 2.0 m2s−1.
and WEConly fields look similar because horizontal mixing and

CEW move WEC-only closer to WEC+CEW. Furthermore, we note

that the WEC+CEW flow is less altered by horizontal mixing (no-

tably with weaker offshore reduction) than the WEC-only flow.

Compared with Weir et al. (2011), the evolution of the rip sys-

tem at high resolution is not modified by horizontal mixing for

νH = 0.35 m2s−1 (Fig. 7). When CEW are activated, the rip system

is stable after 20 min. (Fig. 7, bottom row), but, the system contin-

ues to grow offshore for the WEC-only case. Horizontal mixing sta-

bilizes the WEC-only flow, and thus modifies its evolution, which

becomes similar to the WEC+CEW case, when the mixing coeffi-

cient is high (Fig. 6, bottom row).

Fig. 8 shows the depth-averaged cross-shore and alongshore

velocities normalized by the maximum velocity of the WEC-only

case. Several mixing cases and both coupling modes are shown

for the simulations run at 3-m spatial resolution. We observed

that the cross-shore velocity was more altered by mixing and CEW

than by the alongshore velocity. As waves propagate normally to

the shore, an alongshore motion is generated by refraction. For
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Fig. 10. High resolution cross-shore profiles of the 3D cross-shore velocity taken inside the rip channel for the WEC-only (top row) and WEC+CEW (bottom row) cases after

60 min. Four cases of mixing are represented with from left to right: νH = 0.2 m2.s−1, νH = 0.6 m2s−1, νH = 1.0 m2s−1, νH = 2.0 m2s−1. Colored contours are equally-spaced

between −0.5 ms−1 and 0.5 ms−1.
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H = 0.2 m2s−1, CEW decrease the cross-shore velocity by a factor

quivalent to 50% of the maximum WEC-only velocity. The higher

he mixing coefficient, the more this factor is reduced. For νH =
.0 m2s−1, we observe a reduction by a factor equivalent to 18%.

s the cross-shore velocity is modified, interactions with waves are

lso changed. So, the increase of Hrms by CEW is also halved be-

ween the 0.2 m2s−1 and 2.0 m2s−1 cases (Fig. 9). A ratio of two

s maintained between the rip velocity and the wave height. The

imulations run at low resolution show that even a small 
Hrms

0.015 m at its maximum) modifies the wave fields by CEW (Fig. 5).

n contrast, when the mixing is increased (νH = 3.9 m2s−1), 
Hrms

s about 0.005 m at its maximum, and the alongshore group veloc-

ty shows the same patterns for both coupling modes (Fig. 5); the

wo coupling modes give similar results.

Fig. 10 shows the vertical profiles of the high-resolution 3D

ross-shore velocity inside the rip channel. As in Kumar et al.

2012), the maximum rip velocity is located within the water col-

mn, and the rip current decreases towards the bottom and the

urface. The vertical profiles are changed by CEW. The WEC-only

elocity is more intense than the WEC+CEW velocity, particularly

hen the mixing coefficient is weak. For a diffusion coefficient of

.2 m2s−1, CEW reduce the maximum cross-shore velocity by 25%,

hereas we obtain a 8% reduction with a diffusion coefficient of

.0 m2s−1. As for the barotropic fields, the offshore extension of

he rip system is reduced by CEW and horizontal mixing. Mixing

auses maximum alterations for the WEC-only case for which the

aximum 3D velocity is reduced by 20% between the 0.2 m2s−1

nd 2.0 m2s−1 cases whereas this reduction is limited to 3% when

EW are activated.

Horizontal mixing does not modify the vertical shear of the rip

elocity because it modifies each 2D slice of the horizontal ve-

ocity equally in the vertical. This shows that the vertical struc-

ure is mainly forced by the set of equations used to compute the

ave–current interactions, and also by the vertical mixing scheme.

ave breaking and dissipation by bottom friction in the wave bot-

om boundary layer significantly affect the vertical velocity profiles

e.g., Walstra et al., 2000 and Uchiyama et al., 2010). These pro-

esses are parameterized thanks to the vertical turbulent closure,

hat was modified to this end. The mathematical modeling of the

ave–current interactions also influences the vertical profiles, as

iscussed in Ardhuin et al. (2008b) and Bennis et al. (2011). CEW
 d
ppear too weak to change the vertical shear and act similarly to

he horizontal mixing by reducing the intensity of the rip current

nd its offshore extension. Lastly, as reported by some previous au-

hors (e.g., Kumar et al., 2012; Teles, 2013), the structure of the rip

elocity varies with depth. Thus, 3D simulations are useful because

he vertical profiles cannot be deduced from 2D runs. These pro-

les are very important when studying hydro-sedimentary motions

nside the water column but also near the bottom.

. Summary and conclusions

Field measurement of diffusivity in rip current systems is diffi-

ult and many different values exist in the literature. In this paper,

e numerically tested different ranges of diffusivity values in order

o improve our understanding of the sensitivity of the rip system

o this kind of mixing. Our test case was the same as that used

y Weir et al. (2011) and Yu and Slinn (2003), and we started by

evisiting their experiments. As explained above, we consider that

e can reproduce their results by using the smallest diffusion co-

fficient (0.2 m2s−1); a section of this paper concerns the valida-

ion of our approach. We then tested different diffusivity values in

he range of the observations of Brown et al. (2009) for a similar

ave forcing, with a maximum value of 3.9 m2s−1 given by Okubo

1971). For all cases, the simulations are 3D, in contrast with the

revious 2D studies that were performed with spatial resolutions

f 3-m and 2-m. This allows us to highlight the importance of 3D

ffects. Two different spatial resolutions (3 m and 24 m) were also

ested for different diffusivity values in order to understand the

ink between mixing, spatial resolution and wave–current interac-

ions. For each case, we investigated how the hydrodynamic con-

itions and spatial resolution change the wave–current interactions

n a 3D framework.

Our 2D results, obtained by integrating the horizontal mo-

entum over depth, for a diffusion coefficient set at 0.2 m2s−1

nd with a 3-m spatial resolution, were tested against the re-

ults of Weir et al. (2011) and Yu and Slinn (2003). Our simula-

ions showed a rip system quite similar to these previous stud-

es: (i) refraction by currents dominates refraction by bathymetry

or shallow depths, which induces a wave motion towards the rip

hannel; (ii) changes in wave height and wave number are pro-

uced by CEW; (iii) CEW significantly reduce the offshore flow
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because they produce an opposite forcing to the rip motion, and

thus block the system’s growth, (iv) CEW decrease the intensity

of the flow; and, (v) the flow is stabilized by CEW. This valida-

tion shows that our 3D model is able to correctly reproduce the

2D flow simulated by pure 2D models. We conclude that the 3D

effects have little impact on the depth-averaged flow although the

flow shows vertical shear. This could be because the vertical shear

is not strong enough to significantly impact the barotropic fields,

noting that the set of equations of Bennis et al. (2011) is valid only

for a weak shear. When the shear is stronger, and in these cases

with the inclusion of the shear-induced pressure term of Ardhuin

et al. (2008b) given in their Eq. (40), the 3D effects could signifi-

cantly modify the depth-averaged flow.

The horizontal resolution modifies wave–current interactions

because of the coarse description of the bathymetry. For the same

value of mixing coefficient (0.35 m2s−1), the change in wave height

is reduced by a factor of two when the calculations are run at low

resolution. This change is generated by nearshore wave ray bend-

ing and by the current velocity flux, as shown in Weir et al. (2011).

At low resolution, waves go straight to the beach because wave

diversion by bathymetry exactly compensates wave divergence by

currents. This result suggests that the refraction by bathymetry

needs to be parameterized in coarse resolution models.

When we use a mixing coefficient above 0.2 m2s−1, the waves

go to the peak of the bar instead of converging on the rip chan-

nel. This shows that refraction by bathymetry is dominant, and

thus mixing changes the balance between the two refraction pro-

cesses. For a diffusivity of 2.0 m2s−1, the high-resolution depth-

averaged vorticity without CEW is similar to the one obtained with

CEW, because they have a weaker impact on the flow. We ob-

served the same behavior at low resolution for νH = 3.9 m2s−1.

We noted that the high-resolution vorticity field computed with-

out feedback and with νH = 2.0 m2s−1 looks like the one obtained

for the WEC+CEW case with νH = 1.0 m2s−1. We noted that mix-

ing and CEW act in the same way: horizontal mixing reduces the

offshore extension of the system, smooths the rip velocities and

their alongshore gradients and stabilizes the flow. Thus, it modi-

fies the interactions with the waves. The maximum alterations as-

cribed to mixing are found for the WEC-only case, showing that

this flow is more sensitive than the WEC+CEW flow. At high res-

olution, the maximum value of the 3D cross-shore velocity is re-

duced by 20% between the 0.2 m2s−1 and 2.0 m2s−1 cases, whereas

this reduction is limited to 3% when CEW are activated. For the

largest values of the diffusivity (2 m2s−1 and 3.9 m2s−1), the WEC-

only and WEC+CEW flow patterns are similar. We hypothesize

that mixing processes suppress the part of the flow that would

be in disagreement with the WEC+CEW flow, indicating that the

WEC-only solution for a diffusivity less than 2 m2s−1 might not be

realistic.

For all cases, the vertical shear of the 3D cross-shore velocity is

not modified by CEW or horizontal mixing, which shows that it is

strongly dependent on the vertical mixing scheme and on the forc-

ing terms. In contrast, the intensity of the 3D velocity is strongly

affected both by CEW and horizontal mixing, with similar effects.

For a diffusion coefficient of 0.2 m2s−1, CEW reduce the maximum

3D cross-shore velocity by 25%, whereas we obtain an 8% reduc-

tion with a diffusion coefficient of 2.0 m2s−1. The two mechanisms

decrease the velocity and its alongshore gradient, and reduce its

offshore extension.

To conclude, horizontal mixing was found to have direct im-

pacts on wave-current interactions. We showed that the conclu-

sions of Weir et al. (2011) and Yu and Slinn (2003) depend on both

horizontal mixing and spatial resolution. When a larger mixing is

used (here above 2.5 m2s−1), CEW vanish. This result is important

because the wave–current models are also used to simulate coastal

seas where mixing is taken into account to represent subgrid scale
rocesses. In the future, these results could be applied to 3D mor-

hodynamic studies.
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