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1. Introduction

Consider a rigid body moving steadily and without rotation in an incompressible viscous
fluid. Suppose the fluid flow is steady, too. With respect to a frame in which the body
is at rest, such a flow is usually described by the stationary Navier-Stokes system. After
normalization, this system takes the form

−∆V + τ (V · ∇)V +∇Π = F, divV = 0 in Ω
c

:= R3\Ω,

where Ω ⊂ R3 is supposed to be open, bounded, with C2-boundary and with Ω
c

connected.
In order to obtain a well-posed problem, we require a boundary condition on ∂Ω and at
infinity,

V |∂Ω = 0, V (x)→ (1, 0, 0) for |x| → ∞. (1.1) 2

The domain Ω represents the rigid body, the vector field V stands for the unknown velocity
field of the fluid, and the scalar function Π for the unknown pressure field. The vector
(−1, 0, 0) corresponds to the velocity of the rigid body, as seen from an observer at rest,
for whom the fluid velocity tends to zero far from the moving object. Of course, for an
observer moving with the rigid body, the velocity of the fluid near infinity is (1, 0, 0),
and thus nonvanishing. Besides this velocity, the given quantities are the volume force
F , a vector-valued function, and the Reynolds number τ ∈ (0,∞), which is a coefficient
describing the character of the flow.

From a mathematical point of view, it is inconvenient to work with nonzero boundary
conditions at infinity as in (1.2). Therefore we introduce the new velocity field U :=
V − (1, 0, 0). This field verifies the Navier-Stokes system with the Oseen term τ ∂1U ,

−∆U + τ ∂1U + τ (U · ∇)U +∇Π = F, divU = 0 in Ω
c
, (1.2) 1a

and is subject to the boundary conditions

U |∂Ω = (−1, 0, 0), U(x)→ 0 for |x| → ∞. (1.3) 2a

We consider a Leray solution to (1.3), (1.4), that is, a pair of function (U,Π) with U ∈
L6(Ω

c
)3 ∩W 1,1

loc (Ω
c
)3, ∇U ∈ L2(Ω

c
)9 and Π ∈ L2

loc(Ω
c
)3 satisfying (1.3) – in variational
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form – as well as (1.4). The boundary condition at infinity imposed by (1.4) is taken
account of by the relations U ∈ L6(Ω

c
)3, ∇U ∈ L2(Ω

c
)9. (We refer to Section 2 for

the definition of our function spaces and for other notation.) Leray solutions to (1.3),
(1.4) exist under suitable assumptions on F and ∂Ω. More details may be found in [23,
Theorem VII.2.1, II.5.1]. If F decays sufficiently fast, it may be shown that U ∈ Lp(Ωc

)3

for p ∈ (2,∞] and ∇U ∈ Lp(Ωc
)9 for p ∈ (4/3, ∞] ([24, Theorem X.4.1]). In the work

at hand, it is sufficient to suppose U ∈ Lp(Ω
c
)3 for p ∈ (2,∞) and ∇U ∈ Lp(Ω

c
)9 for

p ∈ (4/3, 3+ε0], with some ε0 > 0. Then U ∈W 1, 3+ε0(Ω
c
)3, so U ∈ L∞(Ω

c
)3 by a Sobolev

inequality, and also |U(x)| → 0 for |x| → ∞, as explained in [12, p. 209]. Therefore the
assumptions U ∈ Lp(Ωc

)3 for p ∈ (2,∞) and ∇U ∈ Lp(Ωc
)9 for p ∈ (4/3, 3 + ε0] mean in

particular that

U ∈ Lp(Ωc
)3 for p ∈ (2,∞], |U(x)| → 0 for |x| → ∞, (1.4) 3

∇U ∈ Lp(Ωc
)9 for p ∈ (4/3, 3].

These are the properties of U we will actually use in what follows. We are interested in
conditions which guarantee asymptotic stability of U , that is, if Ũ ∈W 1,2

0 (Ω
c
)3 ∩H2(Ω

c
),

and if the quantity ‖U − Ũ‖2 + ‖∇(U − Ũ‖2 is sufficiently small, then the velocity part v
of a solution (v, π) of the initial-boundary value problem

v′(t)−∆xv(t) + τ ∂x1v(t) + τ
(
v(t) · ∇x

)
v(t) +∇xπ(t) = F, divxv(t) = 0 (t > 0), (1.5) 4

v|∂Ω× (0,∞) = (−1, 0, 0), v(0) = Ũ , (1.6) 5

should satisfy the relation ‖∇x
(
v(t)− Ũ

)
‖2 → 0 for t→∞. However – and this is usual

in this context – we will not consider problem (1.6), (1.7) directly. Instead we work with
the equivalent problem

u′(t)−∆xu(t) + τ ∂x1u(t) + τ (U · ∇x)u(t) (1.7) 6

+τ
(
u(t) · ∇

)
U + τ

(
u(t) · ∇x

)
u(t) +∇xπ(t) = 0, divxu(t) = 0 for t ∈ (0,∞),

v|∂Ω× (0,∞) = 0, u(0) = u0. (1.8) 7

Our aim then is to show stability of the zero solution to (1.8), (1.9), in the sense that

‖∇xu(t)‖2 → 0 (t→∞) if the quantity ‖u0‖2 + ‖∇u0‖2 is small. (1.9) 8

Of course, the preceding relation will only hold under certain assumptions. The type of
conditions we are interested in here relate to the spectrum of a linear operator L, which
may be defined as follows. Put

D(L) := H2(Ω
c
) ∩W 2, 2(Ω

c
)3 ∩W 1, 2

0 (Ω
c
)3, (1.10) 2.10

B(W ) := −τ (U · ∇)W − τ (W · ∇)U for W ∈W 1, 1
loc (Ω

c
)3 (1.11) 69

L0(W ) := P2(∆W − τ ∂1W ) (”Oseen operator”), (1.12) 71

L(W ) := L0(W ) + P2

(
B(W )

)
= P2

(
∆W − τ ∂1W + B(W )

)
for W ∈ D(L). (1.13) 70

Under the assumption Ω = ∅ (hence Ω
c

= R3, “whole space case”), it was proved by J.
Neustupa and the present author [12] that the stability relation in (1.10) holds if <λ < 0
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for any eigenvalue λ of L, and if λ = 0 is not a generalized eigenvalue of L. The reason
why we restricted ourselves to the whole space case was that only then we were able to
derive the resolvent estimates necessary for our argument.

In a recent paper [45], J. Neustupa gave a proof of (1.10) under the assumptions that
λ = 0 is not a generalized eigenvalue of L , and that there is some δ > 0 such that any
eigenvalue λ of L satisfies one of the relations

<λ ≤ −δ or τ2<λ ≤ −(=λ)2. (1.14) 15

The second inequality means that λ belongs to the essential spectrum of L. In fact,
according to Babenko [2], Farwig, Neustupa [16], the essential spectrum σess(L0) of the
Oseen operator L0 (see (1.13)) is given by σess(L0) = {λ ∈ C : τ2<λ ≤ −(=λ)2}. As
explained in [44, p. 25], the essential spectrum σess(L) of L coincides with that of L0,
hence

σess(L) = σess(L0) = {λ ∈ C : τ2<λ ≤ −(=λ)2}. (1.15) 14

This means σess(L) is a parabolic region in the complex plane touching the imaginary axis
from the left at the origin λ = 0.

The conditions in (1.15) are stronger than those required in [12] for the whole space case:
stability holds in that latter situation even if contrary to (1.15), there is no δ > 0 such
that <λ ≤ −δ for any eigenvalue λ not belonging to the essential spectrum of L. Instead,
as mentioned above, it is sufficient that <λ > 0. Reference [45] leaves open the question
whether the result from [12] remains valid in the exterior domain case. It is the aim of
the work at hand to give a positive answer to this question (Theorem 2.5).

This is not just a technical improvement. In fact, simple examples involving the linear
problem u′(t)−L

(
u(t)

)
= 0 indicate that stability cannot be expected to hold if there are

eigenvalues of L with nonnegative real part. (As explained in [45] by a reference to [31]
and [46], the nonlinear term in (1.6) does not contribute to stability.) Thus, by allowing
eigenvalues with negative real part to pile up near the imaginary axis – including those
that do not lie in the essential spectrum –, we clearly deal with a main difficulty, and
obtain an optimal result. So it is perhaps not astonishing that a considerable effort is
necessary to derive this result.

As a key feature of our proof, the resolvent estimates established in [12] for the whole space
case will be generalized to the exterior domain case. (We will comment on these estimates
further below.) Once they are available, the functional analytic reasoning leading to (1.10)
may be carried through in exactly the same way as in [12]. Our resolvent estimates may
serve in other contexts as well, and thus are of independent interest.

The theory developed here, in [45] and in [12], respectively, goes beyond of what may be
expected from the theory of abstract differential equations. In fact, according to [46] or
[30], [31] for example, stability holds in an abstract situation if the relevant spectrum is
located in the part <λ ≤ −δ of the complex plane, for some δ > 0. Such a condition
cannot be satisfied here because the essential spectrum of L touches the imaginary axis
from the left, as mentioned above (see (1.16)). But the point is that the work at hand,
[12] and [45] make do with weaker assumptions than those in the abstract case, requiring
conditions only on eigenvalues, instead of on all of the spectrum.
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The present work, reference [12] and [45] share a common starting point. In fact, all three
of them are based on a result by J. Neustupa [44, Section 4] (also see the predecessor
papers [41], [42], [43]), which we formulate in Theorem 2.4 below, and which states that
the relation in (1.10) holds true if the semigroup generated by L satisfies a certain estimate
on a certain finite-dimensional subspace of D(L) (inequality (2.3)). However, this criterion
is very technical, should be difficult to verify in concrete situations, and does not connect
with the more general theory based on spectral properties of suitable linear operators.
This situation motivated the articles [12], [45] as well as the work at hand.

A remark is perhaps in order with respect to the condition that λ = 0 is not a generalized
eigenvalue of L. A precise form of this assumption states that the only solution of the
boundary value problem

−∆V + τ ∂1V − B(V ) +∇Π = 0, divV = 0 in Ω
c
, V |∂Ω = 0, (1.16) 70b

whose first and second derivatives belong to L2(Ω
c
) is the zero function. Note that the

velocity part V of a solution to (1.17) cannot be expected to belong to L2(Ω
c
)3, in view of a

similar situation for solutions to the Oseen system ([24, Theorem X.6.4]). Thus, supposing
that λ = 0 is not an eigenvalue of L amounts to not requiring anything at all concerning
the spectral properties of the origin of the complex plane. Therefore it should be expected
that in the case λ = 0, a somewhat more general notion of eigenvalue is needed in order
to guarantee stability.

As indicated above, our proofs are based on resolvent estimates. More precisely, we first
estimate the velocity part V of solutions to the Oseen resolvent problem,

−∆V + τ ∂1V + λV +∇Π = G, divV = 0 in Ω
c
, V |∂Ω = 0, (1.17) 10

and then the velocity part of solutions to a perturbed version of (1.18), that is,

−∆V + τ ∂1V − B(V ) + λV +∇Π = G, divV = 0 in Ω
c
, V |∂Ω = 0. (1.18) 11

Both in the case of problem (1.18) and (1.19), we provide upper bounds of the velocity
depending on λ in an explicit way. This is – as usual – the crucial feature and the main
difficulty of resolvent estimates. In a paper by Kobayashi, Shibata [32] – the article in
literature most closely related in spirit to our work –, this type of estimates for solutions to
(1.18) are derived under the assumptions <λ ≥ 0, |λ| ≥ C0 for some C0 > 0 ([32, Theorem
4.4]). Our key estimates of solutions to (1.18) are in a certain sense complementary: we
provide upper bounds holding uniformly for |λ| → 0 if <λ ≥ 0. In this context, it is
important to know that a basic resolvent estimate for the Stokes system does not have an
equivalent in the Oseen case. More precisely, it is well known that ‖V ‖2 ≤ C ‖G‖2/|λ| if
V is the velocity part of a solution to the Stokes resolvent system −∆V + λV + ∇Π =
G, divV = 0 in Ω

c
, under Dirichlet boundary conditions V |∂Ω = 0, where G ∈ L2(Ω)3

and λ ∈ C with | arg λ| ≤ ϑ, with ϑ being some fixed number from (π/2, π). Such an
estimate does not carry over to the Oseen resolvent problem (1.18) if λ is close to zero.
This is obvious in the case <λ < 0, in view of what is stated above about σess(L0). But
as was shown in [13], this estimate does not hold for the Oseen resolvent even under the
assumption <λ ≥ 0 if |λ| is small.
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Concerning further results in existing literature, we mention that Sazonov [47] announced
a stability result as in (1.10), but with ‖u(t)‖3 in the place of ‖∇u(t)‖2, under assumptions
on the spectrum of L similar to ours. But it seems his proof has a gap; see the detailed
discussion of his argument in [44, p. 25], [45, Section 1], and [32, p. 6-7].

There are many articles deriving stability results for the zero solution to (1.8), (1.9) from
smallness conditions on τ or U . In this regard we mention J. G. Heywood [27], [28], [29],
K. Masuda [38], P. Maremonti [37], G. P. Galdi and S. Rionero [20], G. P. Galdi and
M. Padula [21], W. Borchers and T. Miyakawa [3], [4], H. Kozono and T. Ogawa [34],
H. Kozono and M. Yamazaki [35], [36], G. P. Galdi, J. G. Heywood and Y. Shibata [22],
T. Miyakawa [39] and Y. Shibata [48]. This list is not exhaustive.

2. Notation. Statement of main results.

For ϑ ∈ (0, π), a ∈ (0,∞), we put Sϑ,a := {λ ∈ C\{a} : | arg(λ − a)| ≤ ϑ}. If A ⊂ R3,
let Ac denote the complement R3\A of A in R3. The symbol | | designates the Euclidean
norm in Rn, for any n ∈ N, and also the length α1 + α2 + α3 of a multiindex α ∈ N3

0,
as well as the Lebesgue measure of measurable subsets of R3. For R > 0, x ∈ R3, put
BR(x) := {y ∈ R3 : |x − y| < R}. If x = 0, we write BR instead of BR(0). If A is some
nonempty set and γ : A 7→ R a function, we abbreviate |γ|∞ := sup{|γ(x)| : x ∈ A}. Let
V : R3 7→ C and W : R3 7→ C be measurable functions with

∫
R3 |V (x− y)| |W (y)| dy <∞

for a. e. x ∈ R3. Then we define (V ∗W )(x) :=
∫
R3 V (x−y)W (y) dy for a. e. x ∈ R3. We

will use the differential operators ∂i, ∂
β for β ∈ N3

0, ∇, ∆ and div with respect to functions
having a domain in R3. As concerns function with domain of the form A × J, where
A ⊂ R3, J ⊂ R, we use the notation ∂xi , ∂

β
x , ∇x, ∆x, divx, ∂t, with obvious meanings.

Our notation of function spaces does not distinguish between spaces of real-valued and
of complex-valued functions because this distinction should be clear from context. In
fact, in what follows, spaces of complex-valued functions are relevant only if a resolvent
parameter λ ∈ C is involved. For p ∈ [1,∞], A ⊂ R3 measurable, we write Lp(A) for the
usual Lebesgue space on A associated with p, and ‖ ‖p for the usual norm of this space.
Let A ⊂ R3 be open, p ∈ [1,∞) and m ∈ N. Then the symbol Wm,p(A) stands for the
usual Sobolev of order m and exponent p. The standard norm of this space is designated
by ‖ ‖m,p. The space Wm,p

0 (A) is defined as the closure of C∞0 (A) with respect to the norm
of Wm,p(A), and is equipped with this norm. For any open set B ⊂ R3, and for p and m
as before, the spaces Lploc(B), Wm,p

loc (B) are to contain the functions v from B into R or C
satisfying the relations v|A ∈ Lp(A) and v|A ∈ Wm,p(A), respectively, for any open and
bounded set A ⊂ R3 with A ⊂ B. If A ⊂ R3 is an open set with bounded C2-boundary
∂A, then the Sobolev space W r,p(∂A) with p ∈ (1,∞), r ∈ (1, 2) is to be defined as in [19,
Section 6.8.6].

Let n ∈ N, A a non-empty set and V a vector space consisting of functions from A into
R or C. Suppose a norm denoted by ‖ ‖ has been introduced on this space. Then we set

‖(f1, ..., fn)‖(n) :=
(∑n

j=1 ‖fj‖2
)1/2

for (f1, ..., fn) ∈ Vn. The mapping ‖ ‖(n) is a norm

on Vn, and we equip Vn with this norm. However, we will write ‖ ‖ for this norm too,
instead of ‖ ‖(n).
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If A ⊂ R3 is open and p ∈ (1,∞), define Hp(A) as the closure of the set {φ ∈ C∞0 (A)3 :
divφ = 0} with respect to the norm ‖ ‖p of Lp(A)3. Let A ⊂ R3, p ∈ (1,∞), n ∈ N. Then

we write W−1,p
0 (A)n for the space dual to W 1,p′

0 (A)n. The norm ‖ ‖−1,p of W−1,p
0 (A)n is to

be understood as the operator norm of this space, that is, ‖F‖−1,p := sup{|F (V )|/‖V ‖1,p′ :

V ∈W 1,p′

0 (A)n, V 6= 0} for any linear bounded functional F on W 1,p′

0 (A)n. For any Hilbert
space H and any T ∈ (0,∞], the spaces L2(0, T,H) and W 1,2(0, T,H) are to be defined
in the usual way; see [50, Section IV.1.2] for example. The spaces L2

loc

(
[0,∞), H

)
and

W 1,2
loc

(
[0,∞), H

)
are to contain those functions v : (0,∞) 7→ H satisfying the relation

v|(0, T ) ∈ L2(0, T,H) and v|(0, T ) ∈W 1,2(0, T,H), respectively, for any T ∈ (0,∞).

The set Ω and the parameter τ ∈ (0,∞) introduced in Section 1 will be kept fixed through-
out. Recall that Ω is supposed to be open and bounded, with C2-boundary and with Ω

c

connected. Put Kτ := {λ ∈ C : <λ ≥ 0, |λ| ≤ (τ/2)2}. For R ∈ (0,∞) with Ω ⊂ BR,
we put ΩR := BR\Ω. It will be convenient to fix a real S ∈ (0,∞) with Ω ⊂ BS . The
symbol I stands for the identity operator on H2(Ω

c
). By D1,2

0,σ(Ω
c
), we denote the set of

all functions V ∈W 1,1
loc (Ω

c
)3 with ∇V ∈ L2(Ω)9 and such that there is a sequence (φn) in

C∞0 (Ω
c
)3 with divφn = 0 for n ∈ N and ‖∇V −∇φn‖2 → 0. We define

D1,2
0 (Ω

c
) := {V ∈W 1,2

loc (Ω
c
) : ∇V ∈ L2(Ω

c
)9, V ∈ L6(V ) and V |∂Ω = 0}.

The mapping V 7→ ‖∇V ‖2, V ∈ D1,2
0 (Ω

c
), is a norm (Theorem 3.5); we equip the space

D1,2
0 (Ω

c
) with this norm. It should be remarked that the mapping V 7→ ‖∇V ‖2 is not a

norm on D1,2
0 (R3), contrary to what is written in [12, p. 205], if that latter space is defined

as the closure of C∞0 (R3) with respect to the mapping V 7→ ‖∇V ‖2. Here this space will
not be used. The space dual to D1,2

0 (Ω
c
)3 is denoted by D−1,2

0 (Ω
c
)3. It is equipped with

its natural norm denoted by ‖ ‖−1,2 and defined by

‖F‖−1,2 := sup{|F (γ)|/‖∇γ‖2 : γ ∈ D1,2
0 (Ω

c
)3, γ 6= 0},

for any linear and bounded functional F from D1,2
0 (Ω

c
)3 into R or C. We refer to Theorem

3.6 for more properties of this space. In this theorem, it is explained in which sense
functions with domain Ω

c
may belong to D−1,2

0 (Ω
c
)3. For functions V ∈ D−1,2

0 (Ω
c
)3 ∩

L2(Ω
c
)3, we use the notation ‖V ‖∗ := ‖V ‖−1,2 + ‖V ‖2. If p ∈ (1,∞), n ∈ {1, 3} and

G ∈W 1,1
loc (R3)n, we define

‖G‖−1,p,R3 := sup
{∫

R3

G · γ dx/‖∇γ‖p′ : γ ∈ C∞0 (R3)n, γ 6= 0
}
.

We further set D̃
−1,p

0 (R3)n := {G ∈ W 1,1
loc (R3)n : ‖G‖−1,p,R3 < ∞}. The preceding two

notation should be considered as abbreviations. We will not use any functional analytic

properties of either the mapping ‖ ‖−1,p,R3 or the space D̃
−1,p

0 (R3)n. For convenience, we
will write ‖ ‖−1,p instead of ‖ ‖−1,p,R3 . In the case p = 2, care has to be taken as concerns

the quantity ‖φ‖−1,p if φ ∈ C∞0 (Ω
c
)3. In fact, for any open set A ⊂ R3, we consider

functions from C∞0 (A) as functions with domain R3 (but, of course, with compact support
in A). So, if φ ∈ C∞0 (Ω

c
)3, we have to distinguish between ‖φ‖−1,2 and ‖φ|Ωc‖−1,2, with

the first expression denoting ‖φ‖−1,2,R3 , and the second involving the norm ‖ ‖−1,2 of

D−1,2
0 (Ω

c
)3; see Theorem 3.6 and Lemma 3.4 in this respect.
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The symbol C is to denote numerical constants, and C(γ1, ..., γn) constants depending
exclusively on γ1, ..., γn ∈ (0,∞), for some n ∈ N. However, such precise indications on
how a constant depends on parameters will be given only at some places. In order to avoid
that our presentation becomes too unwieldy, most of the time we take the point of view
that the dependence of our constants should be clear from context, and we only indicate
some key parameters. In that situation the symbol C or C(γ1, ..., γn) is used to denote
generic constants. Typically they depend on τ , on Ω, in particular on the parameter S
introduced above, on ‖U‖p for certain p ∈ (2,∞], and on ‖∇U‖p for certain p ∈ (4/3, 3],
where U is the function from (1.5).

We introduce two fundamental solutions. Put N(x) := (4π |x|)−1 for x ∈ R3\{0} (funda-

mental solution of the Poisson equation), and E(λ)(x) := (4π |x|)−1 e−(λ+(τ/2)2)1/2 |x|+τ x1/2

for x ∈ R3\{0}, λ ∈ C with <λ ≥ 0 (fundamental solution of the scalar Oseen equation
−∆V + τ ∂1V = G if λ = 0, and of the associated resolvent equation if λ 6= 0).

We recall that the space D(L) was introduced in (1.11), and the operators B and L in
(1.12) and (1.14), respectively. As also mentioned in Section 1, the resolvent set of L is
denoted by σ(L). In the ensuing Theorem 2.1, we introduce the Helmholtz projection on
Lp(Ω)3, denoted by Pp, and the operator Gp corresponding to the complement of Hp(Ω

c
) in

Lp(Ω
c
)3. Theorem 2.1 states those properties of Pp and Gp we take from literature. Some

additional facts, in principle well known, too, are presented in Corollary 3.7. Following
Theorem 2.1, we introduce the operator Bsym and K as well as the space H ′2, which come
up in Theorem 2.2 and 2.4, and then again in Section 8 (Theorem 8.2, Corollary 8.5).
The Helmholtz decomposition of Lp(R3)3, involving operators Pp and Gp, is introduced
in Theorem 3.12. The notion of “essential spectrum” mentioned in Section 1, will not be
needed in what follows. Still we indicate that in Section 1, the essential spectrum of the
operator L is understood to consist of those λ ∈ C for which λ I−L is not semi-Fredholm
([44, p. 29]).

〈theoremT2.10〉
Theorem 2.1 ([24, Section III.1, in particular p. 149-152]) Let P2 : L2(Ω

c
)3 7→

H2(Ω
c
) denote the usual projection operator onto the closed subspace H2(Ω) of L2(Ω

c
)3.

Let p ∈ (1,∞). Then there are linear operators Pp : Lp(Ω
c
)3 7→ Hp(Ω

c
), Gp : Lp(Ω

c
)3 7→

W 1,p
loc (Ω

c
) such that P2

p = Pp, V = Pp(V ) + Gp(V ),

‖Pp(V )‖p + ‖∇G(V )‖p ≤ C(p) ‖V ‖p, (2.1) T2.10.10

in particular ∇Gp(V ) ∈ Lp(Ωc
)3 and Pp

(
∇Gp(V )

)
= 0, for V ∈ Lp(Ωc

)3, and such that

Pp(V ) = P2(V ) for V ∈ C∞0 (Ω
c
)3.

Proof: See [24, Section III.1, in particular p. 149-152] or [18]. �

Define

Bsym(W ) := P2

(
−τ

3∑
j=1

(
Wj [∂kUj + ∂jUk]/2

)
1≤k≤3

, K(W ) := P2(∆W ) (2.2) 2.30

for W ∈ D(L). Note that K is the usual Stokes operator in L2. Next we present the results
from [44] entering into our theory. We start with a theorem that serves to introduce a key
finite-dimensional subspace of D(L).
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〈theoremT2.20〉
Theorem 2.2 ([44, Lemma 3]) Fix some κ ∈ [0, 1]. Then the operator K+(1+κ)Bsym :
D(L) 7→ H2(Ω

c
) has a finite number of eigenvalues in C\(−∞, 0], all of which are positive

and of finite multiplicity.

Observe that each eigenfunction of K+(1+κ)Bsym belongs to D(L), in view of the domain
of K+ (1 + κ)Bsym. Denote by H ′2 the subspace of D(L) generated by the eigenfunctions
of K + (1 + κ)Bsym associated with positive eigenvalues of this operator. According to
Theorem 2.2, this space H ′2 is finite dimensional.

Theorem 2.3 The operator L : D(L) 7→ H2(Ω
c
) generates an analytic semigroup on

H2(Ω).

Proof: See [44, p. 32]. Alternatively, this theorem follows from [26, Theorem I.3.4],
Lemma 8.5 and Corollary 8.6. �

The operator given at time t ∈ (0,∞) by the analytic semigroup generated by L will be
denoted by eL t. The theorem from [44] mentioned in Section 1 as being the starting point
of our stability theory may now be stated as follows.

〈theoremT2.40〉
Theorem 2.4 ([44, Theorem 1 and p. 42]) Let R ∈ (0,∞) be so large that Ω ⊂ BR
and such that ‖U |Bc

R‖3 ≤ C0 (see (1.5)) for some constant C0 independent of U . Suppose
there is a function ϕ ∈ L1(0,∞) ∩ L2(0,∞) such that

‖∇eL tφ|ΩR‖2 ≤ ϕ(t) ‖φ‖2 for t ∈ (0,∞), φ ∈ H ′2. (2.3) T2.40.10

Then there is some number δ > 0 such that for any u0 ∈ H2(Ω
c
)∩D1,2

0,σ(Ω
c
) with ‖u0‖1,2 ≤

δ, there is a unique function u ∈ L2
loc

(
[0,∞), D(L)

)
∩W 1,2

loc

(
[0,∞), H2(Ω

c
)
)

which solves
(1.8), (1.9) in the sense that

u′(t) = L
(
u(t)

)
+ P2

[
−τ
(
u(t) · ∇x

)
u(t)

]
, u(0) = u0. (2.4) T2.40.20

This function satisfies (1.10), that is, ‖∇u(t)‖2 → 0 for t→∞.

As indicated in Section 1, we will show that our conditions on the spectrum of L imply
(2.3). This will lead to the following theorem, which is our main result on stability.

〈theoremT2.50〉
Theorem 2.5 Suppose that <λ < 0 for any eigenvalue λ of L, and that any function
V ∈ D1,2

0 (Ω
c
)3 ∩W 2,1

loc (Ω
c
)3 with D2V ∈ L2(Ω

c
)27 and satisfying the equations

divV = 0, P2

(
∆V − τ ∂1V + B(V )

)
= 0 (2.5) T2.50.10

vanishes. Then there is δ > 0 such that for any u0 ∈ H2(Ω
c
) ∩D1,2

0,σ(Ω
c
) with ‖u0‖1,2 ≤ δ,

there exists a unique function u ∈ L2
loc

(
[0,∞), D(L)

)
∩W 1,2

loc

(
[0,∞), H2(Ω

c
)
)

such that
(2.4) holds. This function satisfies (1.10).

In view of Lemma 4.1, we have B(V ) ∈ L2(Ω
c
)3 for a function V as in (2.5), so that

the expression P2

(
∆V − τ ∂1V + B(V )

)
is well defined. However, such a function need

not belong to D(L) because it is not required to be in L2(Ω)3. Therefore, in view of the
definition of L, if there were a nonvanishing solution V to (2.5) with properties as stated
in Theorem 2.5, the value λ = 0 might be considered as a generalized eigenvalue of L
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Let us indicate the structure of the work at hand. The next section (Section 3) consists of
a collection of auxiliary results, most of them well known and stated for the convenience
of the reader. When we cannot give a direct reference for a known result, we will in some
cases sketch a proof, again for the convenience of the reader. There are three theorems
(Theorem 3.10, 3.11 and 3.13) which provide results that are new as far as we know.
Section 4 also deals with auxiliary results, but is focused on issues related to problem
(1.18) and (1.19). Again most results, but not all, are well known. The new results in this
section, however, are just technical observations adapting known theory to our purposes.
Next (Section 5) we consider regularity of the Oseen resolvent system in the whole space
R3. In Section 6, we derive a rather general uniqueness theorem for solutions to (1.18)
(Theorem 6.2). Once uniqueness is established, we are able to derive estimates of solutions
to (1.18) for small values of |λ| (Section 7). These Oseen resolvent estimates (Theorem 7.1
– 7.3) are the key element of our theory. They are exploited in Section 8 in order to derive
upper bounds for solutions of the perturbed Oseen resolvent problem (1.19). Once these
bounds are available, we are able to rerun the functional analytic mechanism already used
in [12], which reduces Theorem 2.5 to Theorem 2.4 (Section 9).

3. Various auxiliary results.

We start by indicating some properties of Sobolev spaces.
〈theoremT3.10〉

Theorem 3.1 ([24, Lemma II.6.1]) Let p ∈ (1,∞), A ⊂ R3 open, bounded, with Lip-
schitz boundary. Let B ∈ {A, Ac, R3}, and V ∈ W 1,1

loc (B) with ∇V ∈ Lp(B)3. Then

V ∈ W 1,p(A) in the case B = A, V ∈ W 1,p
loc (R3) in the case B = R3, and V |Ac ∩ BR ∈

W 1,p(A
c ∩BR) for any R ∈ (0,∞) with A ⊂ BR if B = A

c
.

〈lemmaL3.10〉
Lemma 3.1 Let p, q ∈ (1,∞). If V ∈ Lq(R3)∩Lp(R3), there is a sequence (φn) in C∞0 (R3)
with ‖V − φn‖s → 0 for s ∈ {p, q}.
Let V ∈W 1,1

loc (R3)∩Lp(R3) with ∇V ∈ Lq(R3)3. Then there is a sequence (ψn) in C∞0 (R3)
such that ‖V − ψn‖p → 0 and ‖∇V −∇ψn‖q → 0

Proof: Use Friedrich’s mollifier. �
〈theoremT3.20〉

Theorem 3.2 ([23, p. 149-150]) Let p ∈ (1,∞) and V ∈ W 1,p
0 (Ω

c
)3 with divV = 0.

Then there is a sequence (φn) in C∞0 (Ω
c
)3 with divφn = 0 for n ∈ N and ‖φn−V ‖1,p → 0.

It is perhaps not so well known that Lq is compactly imbedded in W−1,q:
〈theoremT3.30〉

Theorem 3.3 ([24, Theorem II.5.3]) Let A ⊂ R3 be open and bounded, q ∈ (1,∞),
and (Vn) a bounded sequence in Lq(A). Then there is V ∈ Lq(A) and a subsequence (Wn)
of (Vn) such that ‖Wn − V ‖−1,q → 0.

〈lemmaL3.20〉
Lemma 3.2 Let V ∈ H2(Ω

c
) ∩W 1,1

loc (Ω
c
)3. Then divV = 0.

Proof: Take a sequence (φn) in C∞0 (Ω
c
)3 with divφn = 0 for n ∈ N and ‖φn − V ‖2 → 0.

Let ϕ ∈ C∞0 (Ω
c
). Then

∫
Ω

c divV ϕdx = −
∫

Ω
c V ∇ϕdx = limn→∞−

∫
Ω

c φn∇ϕdx = 0. �
〈theoremT3.40〉
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Theorem 3.4 Let A ⊂ R3 be either an open bounded nonempty set with Lipschitz bound-
ary, or A = ∅. Let q ∈ (1, 3) and V ∈W 1,1

loc (A
c
) with ∇V ∈ Lq(Ac)3. Then there is V ∗ ∈ R

such that V − V ∗ ∈ L3q/(3−q)(A
c
), and the following five assertion are equivalent:

1.) V ∈ Lr(Ac) for some r ∈ (1,∞); 2.) V ∈ L3q/(3−q)(A
c
); 3.)

∫
∂B1
|V (Rx)|q dox →

0 (R→∞); 4.)
∫
∂B1
|V (Rx)| dox → 0 (R→∞); 5.) V ∗ = 0.

If one – and therefore everyone – of these assertions holds, the ensuing inequality is valid:

‖V ‖3q/(3−q) ≤ C(q, A) ‖∇V ‖q. (3.1) T3.40.5

Proof: According to [24, Lemma II.6.3], the relation ∇V ∈ Lq(A
c
)3 implies there is

V ∗ ∈ R with
∫
∂B1
|(V (Rx) − V ∗|q dox → 0 (R → ∞). Moreover, by [24, Theorem II.6.1],

we have V − V ∗ ∈ L3q/(3−q)(A
c
). Starting from these relations, we showed elsewhere ([10,

Lemma 2.4], [11, Lemma 2.1]) that assertion 2.) follows from 1.). Suppose that assertion
3.) holds. Then we get from the convergence relation at the beginning of this proof that
V ∗ = 0, so assertion 2.) holds because V −V ∗ ∈ L3q/(3−q)(A

c
). If assertion 2.) is valid, we

may deduce from the preceding relation that V ∗ = 0, so 3.) follows from the convergence
result at the beginning of this proof. Suppose that assertion 4.) holds. Then we may
choose a sequence (Rn) in (0,∞) such that Rn → ∞ and V (Rn x) → 0 (n → ∞) for a.
e. x ∈ ∂B1. But again by the convergence result at the beginning of this proof, there is
a subsequence (Sn) of (Rn) such that |V (Sn x) − V ∗|q → 0 for a. e. x ∈ ∂B1. Recalling
the choice of (Rn), we may conclude that V ∗ = 0, so assertion 3.) follows by referring
once more to the beginning of this proof. Obviously 3.) implies 4.). Inequality (3.1) holds
according to [24, Theorem II.6.1]. �

As a consequence of the preceding theorem, we get that C∞0 (R3)3 ⊂ D̃
−1,p

0 (R3)3 if p > 3/2:
〈corollaryC3.15〉

Corollary 3.1 Let p ∈ (3/2, ∞) and φ ∈ C∞0 (R3)3. Then φ ∈ D̃
−1,p

0 (R3)3.

Proof: Let R ∈ (0,∞) with supp(φ) ⊂ BR. Since p′ ∈ (1, 3), we get with (3.1) that∣∣∫
R3 φγ dx

∣∣ ≤ ‖φ‖(1/3+1/p)−1 ‖γ‖3p′/(3−p′) ≤ ‖φ‖(1/3+1/p)−1 ‖∇γ‖p′ for γ ∈ C∞0 (R3)3. �
〈lemmaL3.30〉

Lemma 3.3 Let q, r ∈ (1,∞), R0 ∈ (0,∞). Then

R−1 ‖V |B2R\R‖q ≤ C(q, r, R0) (‖V |Bc
R‖r + ‖∇V |Bc

R‖q +R−1 ‖V ‖r +R−1 ‖∇V ‖q)

for R ∈ (R0,∞), V ∈W 1,1
loc (BR0

c
) ∩ Lr(BR0

c
) with ∇V ∈ Lq(BR0

c
)3.

Proof: We proceed as in [23, p. 177-178]. Take R and V as in the lemma. First suppose
that q < 3. Then Hölder’s inequality yields ‖V |B2R\BR‖q ≤ CR ‖V |Bc

R‖3q/(3−q). On the
other hand, a scaling argument and Theorem 3.4 with A = BR0 imply

‖V |Bc
R‖3q/(3−q) = (R/R0)(3−q)/q ‖V

(
(R/R0) ·

)
|BR0

c‖3q/(3−q)

≤ C(R0, q) (R/R0)(3−q)/q ‖∇
[
V
(

(R/R0) ·
)
|BR0

c ]‖q = C(R0, q) ‖∇V |Bc
R‖q.

Thus, in the case q < 3, we have found that ‖V |B2R\BR‖q ≤ C(R0, q)R ‖∇V |Bc
R‖q. Next

suppose that q ≥ 3 and q ≤ r. Since we then have 1/q − 1/r ≥ 0, we get by Hölder’s
inequality that ‖V |B2R\BR‖q ≤ C R3 (1/q−1/r) ‖V |Bc

R‖r. But q ≥ 3 and R ≥ R0, so we

may conclude that ‖V |B2R\BR‖q ≤ C R3 (1/q−1/r−1/3)
0 R ‖V |Bc

R‖r.
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Finally suppose tha q ≥ 3 and q > r. Then a := (1/q − 1/r)/(1/q − 1/r − 1/3) ∈ (0, 1).
Obviously 1/q = a (1/q − 1/3) + (1 − a)/r, so by [23, Lemma 2.2′], we obtain ‖W‖q ≤
C(q, r) ‖∇W‖aq ‖W‖1−ar ≤ C(q, r) (‖∇W‖q + ‖W‖r) for W ∈ W 1,1

loc (R3) ∩ Lr(R3) with

∇W ∈ Lq(R3)3. Now we split V into a sum of a W 1,1
loc -function on R3 and a W 1,1

loc -function
on a bounded domain. To this end, we set B := BR0+1\BR0 , and take ϕ ∈ C∞(R3) with
ϕ|Bc

R0+3/4 = 1 and ϕ|BR0+1/4 = 0. Obviously ϕV ∈ W 1,1
loc (R3) ∩ Lr(R3). According to

Theorem 3.1, we have V |B ∈ W 1,q(B), so ∇(ϕV ) ∈ Lq(B). Now the above inequality
involving the parameter a yields ‖ϕV ‖q ≤ C(q, r, R0) (‖∇V ‖q + ‖V |B‖q + ‖V ‖r). Hence

‖V ‖q ≤ ‖ϕV ‖q + ‖(1− ϕ)V ‖q ≤ C(q, r, R0) (‖∇V ‖q + ‖V |B‖q + ‖V ‖r). (3.2) L3.30.20

But the term ‖V |B‖q my be estimated by Poincaré’s inequality for functions with mean
value zero. In fact, abbreviate m := |B|−1

∫
B V dx. Then ‖V |B‖q ≤ ‖(V − m)|B‖q +

|m| |B|1/q, with ‖(V − m)|B‖q bounded by C(q,R0) ‖∇V |B‖q, whereas |m| |B|1/q may
be estimated by |B|−1+1/q ‖V |B‖1, and thus by C(q, r, R0) ‖V ‖r. Therefore from (3.2),
‖V ‖q ≤ C(r,R0) (‖∇V ‖q + ‖V ‖r). The lemma follows from the preceding inequality and
from our estimates of ‖V |B2R\BR‖q in the cases q < 3 and q ≥ 3, q ≤ r, respectively. �

Next we collect some properties of D1,2
0 (Ω

c
) and D−1,2

0 (Ω
c
).

〈theoremT3.60〉
Theorem 3.5 The mapping (V,W ) 7→

∫
Ω

c ∇V · ∇W dx is a scalar product on D1,2
0 (Ω

c
),

and D1,2
0 (Ω

c
) equipped with this scalar product is a Hilbert space, with associated norm

V 7→ ‖∇V ‖2. Moreover the inequality ‖V ‖6 ≤ C ‖∇V ‖2 holds for V ∈ D1,2
0 (Ω

c
), and the

set C∞0 (Ω
c
) is dense in D1,2

0 (Ω
c
).

Proof: For the Hilbert space property, we refer to [24, p. 105] or [49, Theorem I.2.2,
I.2.8]. The inequality ‖V ‖6 ≤ C ‖∇V ‖2 holds according to (3.1). As concerns density of
C∞0 (Ω

c
) in D1,2

0 (Ω
c
), we refer to Theorem 3.4 and [23, Theorem II.7.1], or to [49, Theorem

I.2.8]. �
〈theoremT3.70〉

Theorem 3.6 Let g ∈ L1
loc(Ω

c
)3 and put Gg(ϕ) :=

∫
Ω

c g ·ϕdx for ϕ ∈ C∞0 (Ω
c
)3. Suppose

that ‖g‖∗−1,2 := sup{Gg(ϕ)/‖∇ϕ‖2 : ϕ ∈ C∞0 (Ω
c
)3, ϕ 6= 0} < ∞. Then there is a unique

element Fg ∈ D−1,2
0 (Ω

c
)3 with Fg|C∞0 (Ω

c
)3 = Gg, and the relation ‖g‖∗−1,2 = ‖Fg‖−1,2

holds. In this case, we write g instead of Fg, and g ∈ D−1,2
0 (Ω

c
)3 instead of ‖g‖∗−1,2 <∞.

If g ∈ L6/5(Ω
c
)3, then g ∈ D−1,2

0 (Ω
c
)3, Fg(ϕ) =

∫
Ω

c g · ϕdx for any ϕ ∈ D1,2
0 (Ω

c
)3, and

‖g‖−1,2 ≤ C(Ω) ‖g‖6/5.

For any h ∈ D−1,2
0 (Ω

c
)3, there is a sequence (ϕn) in C∞0 (Ω

c
)3 with ‖h− ϕn‖−1,2 → 0.

Proof: Hahn-Banach’s theorem, the density of C∞0 (Ω
c
) in D1,2

0 (Ω
c
) (Theorem 3.5) and

the definition of ‖g‖∗−1,2 yield existence of Fg ∈ D−1,2
0 (Ω

c
)3 with Fg|C∞0 (Ω

c
)3 = Gg.

Uniqueness of Fg follows again from the density of C∞0 (Ω
c
) in D1,2

0 (Ω
c
). By Hölder’s

inequality and the estimate ‖ϕ‖6 ≤ C ‖∇ϕ‖2 (Theorem 3.5), we get that
∫

Ω
c |g · ϕ| dx ≤

‖g‖6/5 ‖∇ϕ‖2 for ϕ ∈ C∞0 (Ω
c
)3, so the claim of the theorem related to the case g ∈

L6/5(Ω
c
)3 is true. The last statement of the theorem follows by [23, Theorem II.6.5]. �

〈lemmaL8.50〉
Lemma 3.4 Let G ∈ C∞0 (Ω

c
)3. Then ‖G‖−1,2 ≤ C ‖G|Ωc‖∗.
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Proof: Let ϕ ∈ C∞(R3) with ϕ|BS = 0, ϕ|Bc
S+1 = 1 and 0 ≤ ϕ ≤ 1. Let γ ∈

C∞0 (R3)3. Then ϕγ ∈ C∞0 (Ω
c
)3, so by splitting G into the sum (1− ϕ)G+ ϕG, , we get

|
∫
R3 G · γ dx| ≤ ‖G|ΩS+1‖2 ‖(1 − ϕ) γ‖2 + ‖G|Ωc‖−1,2 ‖∇(ϕγ)‖2. Put B := BS+3/4\BS .

Then by Poincaré’s inequality on BS+1, we see that ‖(1 − ϕ) γ‖2 ≤ C (‖γ|B‖2 + ‖∇γ‖2).
Moreover ‖∇(ϕγ)‖2 ≤ C (‖γ|B‖2 + ‖∇γ‖2). But the estimate ‖γ|B‖2 ≤ C(S) ‖γ|B‖6 and
Theorem 3.4 with A = BS

c
imply ‖γ|B‖2 ≤ C ‖∇γ‖2. Collecting the previous estimates

yields the lemma. �

We turn to the boundary value problem divV = G in B, V |∂B = 0, for annular domains
B ⊂ R3.

〈theoremT3.80〉
Theorem 3.7 ([6, Theorem 2.4]) Let R, R̃ ∈ (0,∞) with R < R̃, and put B :=
B
R̃
\BR. Then, for any q ∈ (1,∞) and m ∈ {0, 1}, there is a linear operator D :=

D(q,m,R, R̃) from
{
g ∈Wm,q

0 (B) :
∫
B g dx = 0

}
into Wm+1,q

0 (B)3 such that divD(g) =

g and ‖D(g)‖m+1, q ≤ C(q,m,R, R̃) ‖g‖m,q for g ∈Wm,q
0 (B) with

∫
B g dx = 0.

Moreover, for p, m as before, and for g ∈ C∞0 (B) with
∫
B g dx = 0, the function D(g) (or

more precisely: the zero extension of D(g|B) to R3) belongs to C∞0 (B)3.

Finally, if p, q ∈ (1,∞), m, n ∈ {0, 1} and g ∈ C∞0 (B) with
∫
B g dx = 0, then the

functions D(p,m,R, R̃)(g) and D(q, n,R, R̃)(g) coincide.

The ensuing lemma deals with solutions to the boundary value problem divV = G in
B, V |∂B = 0, with B belonging to the set {B2n\Bn :, n ∈ N} of annular domains. The
lemma indicates how the Lp-norm of these solutions depends on n.

〈lemmaL3.50〉
Lemma 3.5 Let q ∈ (1,∞), ν ∈ {0, 1}, C0 > 0, Wn := {g ∈ W ν,q

0 (B2n\Bn) :∫
B2n\Bn

g dx = 0} for n ∈ N, D :W1 7→W ν+1,q
0 (B2\B1)3 a mapping such that divD(g) =

g and ‖D(g)‖1+ν, q ≤ C0 ‖g‖ν,q for g ∈ W1. For n ∈ N, g ∈ Wn, x ∈ B2n\Bn, set
Dn(g)(x) := nD

(
g(n · )

)(
(1/n)x

)
.

Then, for n ∈ N, g ∈ Wn, we have Dn(g) ∈ W ν+1,q
0 (B2n\Bn)3, divDn(g) = g and

‖∂αDn(g)‖q ≤ C0 n
1−|α| ‖g‖q for α ∈ N3

0 with |α| ≤ 1 in the case ν = 0, as well as
‖∂l∂mDn(g)‖q ≤ C0 ‖g‖1,q for l,m ∈ {1, 2, 3} in the case ν = 1.

Proof: Direct calculation, via scaling. �

Next we recall some results related to Poisson’s equation ∆V = G.
〈theoremT3.90〉

Theorem 3.8 (Weyl’s lemma) Let A ⊂ R3 be open and V ∈ L1
loc(A) such that the

integral
∫
A V ∆ϕdx vanishes for any ϕ ∈ C∞0 (A). Then V ∈ C∞(A) and ∆V = 0.

Proof: An elementary proof may be found in [49, Appendix]. �

The consequence of Theorem 3.8 we have in mind is the ensuing corollary, which in princi-
ple is well known, but which we state and prove because we do not know a direct reference.

〈corollaryC3.20〉
Corollary 3.2 Let A ⊂ R3 be open and connected, Π ∈ W 1,1

loc (A) with ∇Π = 0. Then
there is c ∈ R with Π(x) = c for a. e. x ∈ A.

Proof: Theorem 3.8 yields Π ∈ C∞0 (A). �

The ensuing theorem deals with the Newton potential. Since some subtleties of this
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potential play an important role in what follows, we state them here. Concerning proofs,
they are, of course, well known. We only mention for completeness that the relations in
(3.3) follow by some integration by parts and Lebesgue’s theorem, the estimates in (3.5)
and (3.6) are a consequence of Hardy-Littlewood-Sobolev’s inequality, whereas inequality
(3.4) may deduced from Calderon-Zygmund’s inequality. The other claims of the theorem
follow from these inequalities via density arguments. Lemma 3.1 is useful in this context.

〈theoremT3.100〉
Theorem 3.9 Let φ ∈ C∞0 (R3). Then the integral

∫
R3 |∂αN(x− y) ∂βφ(y)| dy is finite for

x ∈ R3, α ∈ N3
0 with |α| ≤ 1, β ∈ N3

0, and

N ∗ φ ∈ C∞(R3), ∂β(N ∗ φ) = N ∗ ∂β(φ) for β ∈ N3
0, (3.3) T3.100.10

∂l(N ∗ φ) = (∂lN) ∗ φ for 1 ≤ l ≤ 3, ∆(N ∗ φ) = 0,

‖∂l∂m(N ∗ φ)‖q ≤ C(q) ‖φ‖q for 1 ≤ l,m ≤ 3, q ∈ (1,∞). (3.4) T3.100.20

Let q ∈ (1, 3/2), φ ∈ Lq(R3). Then

‖N ∗ |φ|‖3 q/(3−2 q) ≤ C(q) ‖φ‖q, (3.5) T3.100.30

in particular N ∗ φ ∈ L3 q/(3−2 q)(R3) and
∫
R3 |N(x − y)φ(y)| dy < ∞ for a. e. x ∈ R3.

Moreover N ∗ φ ∈W 2,1
loc (R3)

Let q ∈ (1, 3), φ ∈ Lq(R3). Then

‖|∂lN | ∗ |φ|‖3 q/(3−q) ≤ C(q) ‖Φ‖q for 1 ≤ l ≤ 3, (3.6) T3.100.40

in particular ∂lN ∗φ ∈ L3 q/(3−q)(R3) and
∫
R3 |∂lN(x− y)| |φ(y)| dy <∞ for a. e. x ∈ R3.

Moreover (∂lN) ∗ φ ∈W 1,1
loc (R3) and div

(
(∂lN) ∗ φ

)
1≤l≤3

= φ.

If q ∈ (1, 3/2), φ ∈ Lq(R3), then ∂l(N ∗ φ) = (∂lN) ∗ φ (1 ≤ l ≤ 3). If q ∈ (1, 3), p ∈
(1,∞), φ ∈ Lq(R3) ∩ Lp(R3), then

‖∂m
(

(∂lN) ∗ φ
)
‖p ≤ C(p) ‖φ‖p (1 ≤ l,m ≤ 3). (3.7) T3.100.50

In addition ∂l(N ∗ φ) ∈ Lr(R3) for any r ∈ (3/2, ∞) if φ ∈ Lq(R3) for any q ∈ (1, 3), and
∂m∂l(N ∗ φ) ∈ Lr(R3) for any r ∈ (1,∞) if φ ∈ Lq(R3) for any q ∈ (1,∞).

〈corollaryC3.30〉
Corollary 3.3 Let p ∈ (1,∞), φ ∈ ∪q∈(1,3)L

q(R3) ∩ D̃
−1, p

0 (R3), l ∈ {1, 2, 3}. Then
‖(∂lN) ∗ φ‖p ≤ C(p) ‖φ‖−1,p.

Proof: We simplify the argument from [23, p. 394-396]. By the assumptions on φ, we
may choose q ∈ (1, 3) with φ ∈ Lq(R3), so (∂lN) ∗ φ ∈ L3 q/(3−q)(R3) (Theorem 3.9). Let
ψ ∈ C∞0 (R3). In view of (3.6), we may apply Fubini’s theorem, to obtain

∫
R3

(
(∂lN) ∗

φ
)
ψ dx =

∫
R3

(
(∂lN) ∗ψ

)
φdx. Since q < 3, we have q′ > 3/2, so (∂lN) ∗ψ ∈ Lq′(R3) and

also ∇
(

(∂lN) ∗ ψ
)
∈ Lp′(R3) by (3.3) and the last two assertions of Theorem 3.9. Thus,

by Lemma 3.1, we may choose a sequence (γn) in C∞0 (R3) such that ‖(∂lN)∗ψ−γn‖q′ → 0
and ‖∇

(
(∂lN) ∗ ψ

)
−∇γn‖p′ → 0. We now find∣∣∣∫

R3

(
(∂lN) ∗ φ

)
ψ dx

∣∣∣ ≤ lim sup
n→∞

∣∣∣∫
R3

γn φdx
∣∣∣ ≤ lim sup

n→∞
‖φ‖−1,p ‖∇γn‖p′

≤ ‖φ‖−1,p ‖∇
(

(∂lN) ∗ ψ
)
‖p′ ≤ ‖φ‖−1,p ‖ ‖ψ‖p′ ,
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where the last inequality follows from (3.7). �

We now show that a function from H2(R3)∩ D̃
−1,2

0 (R3)3 may be approximated simultane-

ously in L2(R3)3 and D̃
−1,2

0 (R3)3 by smooth solenoidal functions. This is a generalization
of [23, Lemma VII.4.3], although only for the case q = 2, but it seems to be new.

〈theoremT3.110〉
Theorem 3.10 Let φ ∈ H2(R3) ∩ D̃

−1,2

0 (R3)3. Then there is a sequence (φn) in C∞0 (R3)
with divφn = 0 (n ∈ N) and ‖φ− φn‖2 → 0 and ‖φ− φn‖−1,2 → 0.

Proof: Since φ ∈ L2(R3)3, we may define vjl := (∂lN) ∗ φj for 1 ≤ j ≤ 3; see Theorem

3.9. By the same reference, in particular (3.5), we get vjl ∈W 1,1
loc (R3) ∂mvjl ∈ L2(R3) (1 ≤

j, l,m ≤ 3),
∑3

l=1 ∂lvjl = φj (1 ≤ j ≤ 3). Corollary 3.3 yields vjl ∈ L2(R3), so we
have vjl ∈ W 1,2(R3) (1 ≤ j, l ≤ 3). Since φ ∈ H2(R3), we may choose a sequence (ψn) in
C∞0 (R3)3 with divψn = 0 for n ∈ N and ‖φ− ψn‖2 → 0. It follows with (3.7) that

‖∂mvjl − ∂m
(

(∂lN) ∗ ψn,j
)
‖2 → 0 (1 ≤ j, l,m ≤ 3). (3.8) T3.110.20

Next we observe that ∂j
(

(∂lN) ∗ ψn,j
)

= ∂j∂l(N ∗ ψn,j) = ∂l(N ∗ ∂jψn,j) for 1 ≤ j, l ≤
3, n ∈ N, as follows again by Theorem 3.9, in particular (3.3). Thus div

(
(∂lN)∗ψn,j

)
= 0

for l, n as before, hence from (3.8)

div (vjl)1≤j≤3 = 0 for 1 ≤ l ≤ 3. (3.9) T3.110.30

Let ϕ ∈ C∞0 (B1) with ϕ ≥ 0,
∫
B1
ϕdx = 1, and define ϕε(x) := ε−3 ϕ(ε x) for x ∈

R3, wε := ϕε ∗ w for ε > 0, w ∈ L1
loc(R3) (Friedrich’s mollifier). By standard properties

of this mollifier, by (3.9) and because vjl ∈W 1,2(R3), we get (vj,l)ε ∈ C∞(R3)∩W 1,2(R3),

div
(

(vrl)ε
)

1≤r≤3
= 0 for ε > 0, ‖∂αvjl − ∂α(vjl)ε‖2 → 0 (ε ↓ 0) (3.10) T3.110.45

(1 ≤ j, l ≤ 3, α ∈ N3
0 with |α| ≤ 1). Choose some γ ∈ C∞0 (B7/4) with γ|B5/4 =

1, 0 ≤ γ ≤ 1. Define γn(x) = γ
(

(1/n)x
)

for x ∈ R3 n ∈ N. Note that γ|B5n/4 = 1

for n ∈ N. We recall that
∑3

l=1 ∂lvjl = φj . Thus the idea now is to approximate φ by
a solenoidal version of

(∑3
l=1 ∂l[γn (vjl)ε]

)
1≤j≤3

, with n ∈ N and ε > 0 as independent
parameters. In order to introduce such a solenoidal version, take n ∈ N, ε > 0 and
l ∈ {1, 2, 3}. Then ∇γn

(
(vjl)ε

)
1≤j≤3

∈ C∞0 (B2n\Bn). This observation and (3.10) yield∫
B2n\Bn

∇γn
(

(vjl)ε
)

1≤j≤3
dx = 0. Thus, in view of Theorem 3.7, we may define Dl,n,ε

as abbreviation of the function nD(2, 0, 1, 2)
(
−[∇γn

(
(vjl)ε

)
1≤j≤3

](n · )
)(

(1/n) ·
)
, and

then put ψl,n,ε := γn
(

(vjl)ε
)

1≤j≤3
+Dl,n,ε (1 ≤ l ≤ 3, n ∈ N, ε > 0). By Theorem 3.7 and

Lemma 3.5, we have ψl,n,ε ∈ C∞0 (R3)3 and divψl,n,ε = 0. Finally put φn,ε :=
∑3

l=1 ∂lψl,n,ε
for ε > 0, n ∈ N. Then φn,ε ∈ C∞0 (R3)3 and divφn,ε = 0 for ε, n as before, as follows from
corresponding properties of ψl,n,ε. Using the equation

∑3
l=1 ∂lvjl = φj (1 ≤ j ≤ 3), we

split the difference φn,ε,j − φj into a sum of twelve parts: φn,ε,j − φj =
∑4

i=1

∑3
l=1 A

(i)
n,ε,j,l

for n ∈ N, ε > 0, 1 ≤ j ≤ 3, with A
(1)
n,ε,j,l := ∂lγn (vjl)ε, A

(2)
n,ε,j,l := ∂lDl,n,ε,j , A

(3)
n,ε,j,l :=

γn
(
∂l(vjl)ε − ∂lvjl

)
, A

(4)
n,ε,j,l := (γn − 1) ∂lvjl for 1 ≤ l ≤ 3. Similarly, since ψl,n,ε ∈

C∞0 (R3)3, we get for ζ ∈ C∞0 (R3)3, after an integration by parts,∫
R3

(φn,ε,j,l − φj) ζj dx =

∫
R3

3∑
i=1

3∑
l=1

B
(i)
n,ε,j,l ∂lζj dx for ε > 0, n ∈ N, 1 ≤ j ≤ 3,
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with B
(1)
n,ε,j,l := γn

(
(vjl)ε − vjl

)
, B

(2)
n,ε,j,l := Dl,n,ε,j , B

(3)
n,ε,j,l := (γn − 1) vjl for 1 ≤ l ≤ 3.

Let κ ∈ (0,∞). Due to second relation in (3.10), we may choose ε0 > 0 so small that

‖A(3)
n,ε0,j,l

‖2 + ‖B(1)
n,ε0,j,l

‖2 ≤ κ for 1 ≤ j, l ≤ 3, n ∈ N. Moreover, since vjl ∈ W 1,2(R3)

and (1 − γn)|Bn = 0 for j, l, n as before, we may choose n1 ∈ N such that ‖A(4)
n,ε0,j,l

‖2 +

‖B(3)
n,ε0,j,l

‖2 ≤ κ for 1 ≤ j, l ≤ 3, n ∈ N, n ≥ n1. In addition, with Theorem 3.7,

Lemma 3.5 and because |∇λ|∞ ≤ C/n for n ∈ N, we get that ‖A(2)
n,ε0,j,l

‖2 + ‖B(2)
n,ε0,j,l

‖2
is bounded by Cn ‖∇γ

(
(vkl)ε0

)
1≤k≤3

‖2, and hence by Cmax{‖(vkl)ε0 |Bc
n0
‖2 : 1 ≤ k ≤

3} for n ∈ N, 1 ≤ j, l ≤ 3. Thus, since (vj,l)ε0 ∈ L2(R3), there is n2 ∈ N such that

‖A(2)
n,ε0,j,l

‖2 + ‖B(2)
n,ε0,j,l

‖2 ≤ κ for n ∈ N, n ≥ n2, 1 ≤ j, l ≤ 3. Finally, using again

that |∇λ|∞ ≤ C/n and (vj,l)ε0 ∈ L2(R3), we may choose n3 ∈ N with ‖A(1)
n,ε0,j,l

‖2 ≤ κ
for n ∈ N, n ≥ n3 and 1 ≤ j, l ≤ 3. The preceding estimates taken together yield

‖φ− φn,ε0,j‖2 ≤ 12κ and
∣∣∣∫R3(φ− φn,ε0,j) ζj dx

∣∣∣ ≤ 9κ ‖∇ζ‖2 for 1 ≤ j ≤ 3, ζ ∈ C∞0 (R3)3

and n ∈ N sufficiently large. Theorem 3.10 follows. �

A simplified version of the preceding proof yields a somewhat more direct access to [23,
Lemma VII.4.3], which we will also need in the case q = 2, and therefore state as

〈corollaryC3.40〉
Corollary 3.4 Let φ ∈ L2(R3) ∩ D̃

−1,2

0 (R3). Then there is a sequence (φn) in C∞0 (R3)
with ‖φ− φn‖2 → 0 and ‖φ− φn‖−1,2 → 0.

The purpose of Theorem 3.10 and Corollary 3.4 is to serve as tools in order to establish
analogous results for the exterior domain case. We elaborate the proof of the analogue of
Theorem 3.10.

〈theoremT3.120〉
Theorem 3.11 Let G ∈ H2(Ω

c
)∩D−1,2

0 (Ω
c
)3. Then there is a sequence (Φn) in C∞0 (R3)3

such that div Φn = 0 for n ∈ N, ‖G− Φn‖2 → 0 and ‖G− Φn‖−1,2 → 0.

Proof: Fix some function ϕ ∈ C∞0 (BS+7/4) with ϕ|BS+5/4 = 1 . Choose a sequence

(φn) in C∞0 (Ω
c
)3 with divφn = 0 for n ∈ N and ‖G − φn‖2 → 0. Abbreviate B :=

BS+2\BS+1. Then
∫
B∇ϕφn dx = 0 for n ∈ N, hence

∫
B∇ϕGdx = 0. Therefore, following

Theorem 3.7, we may consider the functions D := D(2, 0, S + 1, S + 2)(−∇ϕ · G|B) and
Dn := D(2, 0, S + 1, S + 2)(−∇ϕ · φn|B) for n ∈ N. This means in particular that
D ∈ W 1,2

0 (B)3 and Dn ∈ C∞0 (B)3. We further get with Theorem 3.7 that ϕφn + Dn ∈
C∞0 (Ω

c
)3, div (ϕφn+Dn) = 0 for n ∈ N. In addition, since ‖D−Dn‖2 ≤ C ‖∇ϕ·(G−φn)‖2

by Theorem 3.7, we obtain ‖ϕG + D − (ϕφn + Dn)‖2 → 0. Moreover, observing that
supp

(
ϕG+ D− (ϕφn + Dn) ⊂ BS+2, we get∣∣∣∫
Ω

c

(
ϕG+ D− (ϕφn + Dn)

)
· γ dx

∣∣∣ ≤ C ‖ϕG+ D− (ϕφn + Dn)‖2 ‖∇γ‖2

for γ ∈ C∞0 (Ω
c
)3, where we applied Poincaré’s inequality to γ|ΩS+2. Since the term ‖ϕG+

D−(ϕφn+Dn)‖2 tends to zero (see above), it follows that ‖ϕG+D−(ϕφn+Dn)‖−1,2 → 0.

Let G̃ denote the zero extension of G to R3. Note that (1− ϕ) G̃|BS+5/4 = 0. Reasoning

as above, we find that ‖(1 − ϕ) G̃ − D −
(

(1 − ϕ)φn − Dn

)
‖2 → 0, so (1 − ϕ) G̃ − D ∈

H2(R3)3. Take γ ∈ C∞(R3)3. Then (1 − ϕ) γ ∈ C∞0 (Ω
c
)3. Moreover, using (3.1), we get
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‖γ|B‖2 ≤ C ‖γ|B‖6 ≤ C ‖γ|Bc
S+1‖6 ≤ C ‖∇γ‖2. Therefore ‖∇(1 − ϕ) · γ‖2 ≤ C ‖∇γ‖2, so

we may conclude that
∣∣∫

R3(1−ϕ) G̃ ·γ dx
∣∣ ≤ ‖G‖−1,2 ‖∇

(
(1−ϕ) γ

)
‖2 ≤ C ‖G‖−1,2 ‖∇γ‖2.

Similarly,
∣∣∫

R3 D · γ dx
∣∣ ≤ ‖D‖2 ‖γ|B‖2 ≤ C ‖D‖2 · ‖∇γ‖2. Thus we see that (1 − ϕ) G̃ −

D ∈ D̃
−1,2

0 (R3)3. Therefore by Theorem 3.10, there is a sequence (ψn) in C∞0 (R3)3 with
divψn = 0 for n ∈ N and

‖(1− ϕ) G̃−D− ψn‖2 → 0, ‖(1− ϕ) G̃−D− ψn‖−1,2 → 0. (3.11) T3.120.40

Choose ϕ̃ ∈ C∞(R3) with ϕ|Bc
S+3/4 = 1, ϕ|BS+1/4 = 0, 0 ≤ ϕ̃ ≤ 1. Recalling that

supp(1−ϕ)∪ supp(D) ⊂ Bc
S+1, we obtain (1−ϕ)G−D = ϕ̃

(
(1−ϕ)G−D

)
. Obviously∫

BS+1\BS
∇ϕ̃ ·ψn dx = 0, so the function D̃n := D(2, 0, S, S+1)(−∇ϕ̃ ·ψ|BS+1\BS) for n ∈

N, is well defined; see Theorem 3.7. This theorem and the relations Ω ⊂ BS , ϕ̃|BS+1/4 = 0

imply ϕ̃ ψn + D̃n ∈ C∞0 (Ω
c
)3 and div (ϕ̃ ψn + D̃n) = 0 for n ∈ N, as well as ‖D̃n‖2 ≤

C ‖∇ϕ̃ · ψn‖2 ≤ C ‖ψn|ΩS+1‖2. Since (1− ϕ)G−D|ΩS+1 = 0, we may conclude from the
preceding inequality that

‖D̃n‖2 ≤ C · ‖(1− ϕ)G−D− ψn|ΩS+1‖2 ≤ ‖(1− ϕ)G−D− ψn‖2. (3.12) T3.120.60

Now we find with the relation (1− ϕ)G−D = ϕ̃
(

(1− ϕ)G−D
)

that ‖(1− ϕ)G−D−
(ϕ̃ ψn+ D̃n)‖2 ≤ ‖ϕ̃

(
(1−ϕ)G−D−ψn

)
‖2 +‖D̃n‖2 ≤ C ‖(1−ϕ)G−D−ψn‖2. Therefore

from (3.11), ‖(1− ϕ)G−D− (ϕ̃ ψn + D̃n)‖2 → 0.

This leaves us to prove convergence of the sequence (ϕ̃ ψn + D̃n|Ω
c
) with respect to the

norm ‖ ‖−1,2. To this end, take n ∈ N and γ ∈ C∞0 (Ω
c
)3. Then, with the relation

(1− ϕ)G−D = ϕ̃
(

(1− ϕ)G−D
)
,

An :=
∣∣∣∫

Ω
c

(
(1− ϕ)G−D− (ϕ̃ ψn + D̃n)

)
· γ dx

∣∣∣ (3.13) T3.120.80

≤
∣∣∣∫

R3

ϕ̃
(

(1− ϕ) G̃−D− ψn
)
· γ dx

∣∣∣+ ‖D̃n‖2 ‖γ|BS+1\BS‖2

≤ ‖(1− ϕ) G̃−D− ψn‖−1,2 ‖∇(ϕ̃ γ)‖2 + C ‖(1− ϕ)G−D− ψn‖2 ‖γ|BS+1\BS‖2,

where we used (3.12) in the last inequality. But ‖∇(ϕ̃ γ)‖2 ≤ C (‖γ|BS+1\BS‖2 + ‖∇γ‖2)
and ‖γ|BS+1\BS‖2 ≤ C ‖γ|BS+1\BS‖6 ≤ C ‖γ|BS

c‖6 ≤ C ‖∇γ‖2, with the last inequality
following from (3.1). This estimate allows us to deduce from (3.13) that the quantity
An is bounded by C

(
‖(1 − ϕ) G̃ − D − ψn‖−1,2 + ‖(1 − ϕ) G̃ − D − ψn‖2

)
‖∇γ‖2. Now

we may conclude from (3.11) that ‖(1 − ϕ)G − D − (ϕ̃ ψn + D̃n)‖−1,2 → 0. In view of
the fact that the terms ‖ϕG + D − (ϕφn + Dn)‖2, ‖ϕG + D − (ϕφn + Dn)‖−1,2 and

‖(1−ϕ)G−D− (ϕ̃ ψn+ D̃n)‖2 tend to zero for n→∞, as previously shown, the theorem
is proved. �

〈corollaryC3.41〉
Corollary 3.5 Let G ∈ L2(Ω

c
) ∩ D−1,2

0 (Ω
c
). Then there is a sequence (φn) in C∞0 (Ω

c
)

such that ‖G− φn‖2 → 0 and ‖G− φn‖−1,2 → 0.

Proof: This corollary may be proved by the same type of argument as Theorem 3.11, this
time based on Corollary 3.4 instead of Theorem 3.10. But the details are considerably less
involved. �
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In the rest of this section, we deal with the Helmholtz projection, starting with the whole
space case. The special feature of that case is that the projection in question applied to a
smooth function is given in an explicit way.

〈theoremT3.150〉
Theorem 3.12 Let q ∈ (1,∞). Then there are linear operators Pq : Lq(R3)3 7→ Hq(R3)

and Qq : Lq(R3) 7→ W 1,q
loc (R3) such that P 2

q = Pq, G = Pq(G) + ∇Qq(G), ‖Pq(G)‖q +
‖∇Qq(G)‖q ≤ C(q) ‖G‖q (in particular ∇Qq(G) ∈ Lq(R3)3 and Pq

(
∇Qq(G)

)
= 0) for

G ∈ Lq(R3)3, and Qq(G) = N ∗divG, Pq(G) = G−
(

(∂lN)∗divG
)

1≤l≤3
for G ∈ C∞0 (R3)3.

Proof: See [24, Section III.1, in particular p. 147-148 and Theorem III.1.2]. �
〈corollaryC3.50〉

Corollary 3.6 Let p, q ∈ (1,∞) and G ∈ Lp(R3)3 ∩ Lq(R3)3. Then Pp(G) = Pq(G).

Proof: See [12, Theorem 5] or use Lemma 3.1 and Theorem 3.12. �

As a supplement to Theorem 2.1, we state some additional properties of the Helmholtz
projection on Lp(Ω

c
)3.

〈corollaryC3.60〉
Corollary 3.7 Let p, q ∈ (1,∞). Then Pp(G) = Pq(G) for G ∈ Lp(Ω

c
)3 ∩ Lq(Ωc

)3.

Moreover (Pp)′ = Pp′ and Pp(∇Π) = 0 for Π ∈W 1,p
loc (Ω

c
) with ∇Π ∈ Lp(Ωc

)3.

Proof: The first claim of the corollary follows from Lemma 3.1, (2.1) and the last equation
in Theorem 2.1. Concerning the proof of the second statement, let G ∈ Lp(Ω

c
)3, H ∈

Lp
′
(Ω

c
)3. We may choose a sequence (φn) in C∞0 (Ω

c
)3 with divφn = 0 for n ∈ N and

‖φn−Pp′(H)‖p′ → 0. Then, since∇Qp(G) ∈ Lp(Ωc
)3 (Theorem 2.1), we have

∫
Ω

c ∇Qp(G)·
Pp′(H) dx = limn→∞

∫
Ω

c ∇Qp(G) ·φn dx = 0, so
∫

Ω
c G ·Pp′(H) dx =

∫
Ω

c Pp(G) ·Pp′(H) dx
by Theorem 2.1. An analogous equation holds with Pp(G) ·H in the place of G · Pp′(H)
on the left-hand side. The second claim of the theorem follows. The third follows from
the second by the same type of argument. �

〈theoremT3.160〉
Theorem 3.13 Let G ∈ D−1,2

0 (Ω
c
)3 ∩ L2(Ω

c
)3. Then P2(G) ∈ D−1,2

0 (Ω
c
)3 ∩H2(Ω

c
) and

‖P2(G)‖−1,2 ≤ C ‖G‖∗.

Proof: Obviously we have P2(G) ∈ H2(Ω
c
) (Theorem 2.1). Let γ ∈ C∞0 (Ω

c
)3. We are

going to show that
∣∣ ∫

Ω
c P2(G) · γ dx

∣∣ ≤ C ‖G‖∗ ‖∇γ‖2. This proves Theorem 3.13; see

Theorem 3.6. In order to establish the preceding estimate, we construct functions γ(1) ∈
C∞(R3)3, γ(2) ∈ C∞0 (BS+1)3 with γ(1)|Ωc ∈ W 1,2

0 (Ω
c
)3 ∩ H2(Ω

c
), ‖∇γ(i)‖2 ≤ C ‖∇γ‖2

for i ∈ {1, 2}, and
∫

Ω
c P2(G) · γ dx =

∫
Ω

c P2(G) · (γ(1) + γ(2)) dx. These relations will

yield the estimate we look for. We start by setting N :=
(∑3

l=1 ∂j∂l(N ∗ γl)
)

1≤j≤3
.

Then N ∈ C∞(R3)3 ∩ L2(R3)3 according to (3.3) and (3.4). Moreover, again referring to
(3.3), we note that ∂mNj = ∂m∂j(N ∗ div γ) for 1 ≤ j,m ≤ 3, so ∇Nj ∈ L2(R3)3 and
‖∇Nj‖2 ≤ C ‖div γ‖2 ≤ C ‖∇γ‖2 for 1 ≤ j ≤ 3 by (3.4). It further follows with (3.3) that
divN = ∆(N ∗ div γ) = div γ. Thus we have found that

γ −N ∈ C∞(R3)3 ∩W 1,2(R3)3, div (γ −N) = 0, ‖∇(γ −N)‖2 ≤ C ‖∇γ‖2. (3.14) T3.160.30

Put B := BS+1\BS , and take ϕ ∈ C∞(R3) with 0 ≤ ϕ ≤ 1, ϕ|BS+1/4 = 0, ϕ|Bc
S+3/4 = 1.

Then ∇ϕ · (γ − N) ∈ C∞(B) and
∫
B∇ϕ · (γ − N) dx = 0, so we may consider D :=

D(2, 0, S, S + 1)
(
−∇ϕ · (γ −N)|B

)
; see Theorem 3.7. Note that by that latter theorem,
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we have D ∈ C∞0 (B)3 and

‖D‖1,2 ≤ C ‖∇ϕ · (γ −N)‖2 ≤ C ‖γ −N|B‖6 ≤ C ‖γ −N|Bc
S‖6 ≤ C ‖∇(γ −N)‖2, (3.15) T3.160.40

where the last inequality follows from (3.1). Now put γ(1) := ϕ (γ −N) + D. Then γ(1) ∈
C∞(R3)3 ∩W 1,2(R3)3, γ(1)|BS = 0, div γ(1) = 0, in particular γ(1)|Ωc ∈ W 1,2

0 (Ω
c
)3. Due

to (3.14) and (3.15), we have ‖∇γ(1)‖2 ≤ C ‖∇(γ −N)‖2 ≤ C‖∇γ‖2, where we used that
(3.15) yields an estimate of ‖D‖2 as well as of ‖∇ϕ ·(γ−N)‖2 against C ·‖∇(γ−N)‖2. Put
γ(2) := (1−ϕ) (γ−N)−D = γ−N−γ(1). Then γ(2) ∈ C∞0 (BS+1)3, so we get by Poincaré’s
inequality that ‖γ(2)‖ ≤ C ‖∇γ(2)‖2. Hence by the inequality ‖∇γ(1)‖ ≤ C ‖∇γ‖2 shown
above and by (3.14), the estimate ‖γ(2)‖ ≤ C ‖∇(γ−N−γ(1))‖2 ≤ C ‖∇γ‖2 holds. We recall
that N ∈ L2(R3)3. Moreover (3.3) yields N = ∇(N ∗div γ) and N ∗div γ ∈ C∞(R3), so by
the second and third equation in Corollary 3.7,

∫
Ω

c P2(G) ·N dx =
∫

Ω
c G · P2(N) dx = 0.

Now we get∫
Ω

c
P2(G) · γ dx =

∫
Ω

c
P2(G) · (γ −N) dx =

∫
Ω

c
P2(G) · (γ(1) + γ(2)) dx. (3.16) T3.160.60

But γ(1)|Ωc ∈ W 1,2
0 (Ω

c
)3 and div γ(1) = 0, as mentioned above, so γ(1)|Ωc ∈ H2(Ω

c
)3 by

Theorem 3.2. Thus
∫

Ω
c P2(G) · γ(1) dx =

∫
Ω

c G · γ(1) dx. Now we may conclude from the

relations ‖∇γ(1)‖2 ≤ C ‖∇γ‖2 and ‖γ(2)‖2 ≤ C ‖∇γ‖2 established previously, and from
(3.16) that

∣∣ ∫
Ω

c P2(G) · γ dx
∣∣ ≤ ‖G‖−1,2 ‖∇γ(1)‖2 + ‖P2(G)‖2 ‖γ(2)‖2 ≤ C

(
‖G‖−1,2 +

‖P(G)‖2) ‖∇γ‖2. The looked-for inequality
∣∣ ∫

Ω
c P2(G)·γ dx

∣∣ ≤ C ‖G‖∗ ‖∇γ‖2 now follows
with (2.1). �

4. The Stokes and Oseen system and associated resolvent
problems: some known results.

Our theory relies heavily on existence and regularity results for the Stokes and Oseen
system, and on resolvent estimates related to these systems. For the convenience of the
reader, we specify in this section what exactly will be relevant in this respect. We begin
by considering the Stokes resolvent problem.

〈theoremT4.10〉
Theorem 4.1 Let p ∈ (1,∞), λ ∈ (0,∞), V ∈ D(L) (see (1.11)), Π ∈ W 1,2

loc (Ω
c
), G ∈

L2(Ω
c
)3 ∩ Lp(Ωc

)3 with −∆V + λV + ∇Π = G, divV = 0. Then V ∈ W 2,p(Ω
c
)3 and

‖V ‖2,p ≤ C(p) ‖G‖p

Proof: According to [25], [5] or [7], [8], there are functions W ∈W 2,p(Ω
c
)3 ∩W 1,p

0 (Ω
c
)3 ∩

Hp(Ω
c
), Π̃ ∈ W 1,p

loc (Ω
c
)3 such that −∆W + λW + ∇Π̃ = G, divW = 0 and ‖W‖2,p ≤

C(p) ‖G‖p. Then V = W by [11, Lemma 2.5], so the theorem follows. �

Next we observe that for any weak solution of the Oseen or the Oseen resolvent system,
there exists an associate pressure.

〈theoremT4.20〉
Theorem 4.2 Let A ⊂ R3 be open, q ∈ (1,∞), λ ∈ C, G ∈ Lqloc(A), V ∈ W 1,1

loc (A)3 with
∇V ∈ Lqloc(A)9, divV = 0,∫

A

(
∇V · ∇ψ + (τ ∂1V + λV −G) · ψ

)
dx = 0 for ψ ∈ C∞0 (A)3 with divψ = 0. (4.1) T4.20.10

18



Then there is Π ∈ Lqloc(A) (”pressure associated with V ”) such that∫
A

(
∇V · ∇ψ + (τ ∂1V + λV −G) · ψ)−Π divψ

)
dx = 0 for ψ ∈ C∞0 (A)3. (4.2) T4.20.20

Proof: Let B ⊂ R3 be open and bounded with B ⊂ A. Then −τ ∂1V − λV + G|B ∈
Lq(B)3 (Theorem 3.1), and Poincaré’s inequality yields

∣∣ ∫
B(−τ ∂1V − λV +G) · ψ dx

∣∣ ≤
C(λ) (‖V |B‖1,q + ‖G|B‖q) ‖ψ‖q′ for ψ ∈ W 1,q′

0 (B)3. Now Theorem 4.2 follows from [23,
Lemma IV.1.1] and (4.1). �

We cite a theorem on interior regularity of solutions to the Stokes system.
〈theoremT4.30〉

Theorem 4.3 ([23, Theorem IV.4.1]) Let A ⊂ R3 be open, m ∈ N0, r ∈ (1,∞), G ∈
Wm,r
loc (A)3, V ∈W 1,1

loc (A)3 with ∇V ∈ Lrloc(A)9, divV = 0 and∫
A

(∇V · ∇ψ −G · ψ) dx = 0 for ψ ∈ C∞0 (A)3 with divψ = 0 (4.3) T4.30.10

(V weak solution of the Stokes system). Then V ∈W 2+m,r
loc (A)3. Let Π ∈ Lrloc(A) with∫

A
(∇V · ∇ψ −Π divψ −G · ψ) dx = 0 for ψ ∈ C∞0 (A)3 (4.4) T4.30.20

(pressure associated with V ). Then Π ∈W 1+m,r
loc (A) and −∆V +∇Π = G.

The preceding theorem implies interior regularity for solutions of the Oseen resolvent
problem (if λ = 0: Oseen system). For the convenience of the reader, we indicate a proof.

〈corollaryC4.10〉
Corollary 4.1 Let A ⊂ R3 be open, q, s ∈ (1,∞), λ ∈ C, G ∈ Lqloc(A)3, V ∈ W 1,1

loc (A)3

with ∇V ∈ Lsloc(A)9 and divV = 0. Suppose that (4.1) holds. Then V ∈ W 2,q
loc (A)3. Let

Π ∈ Lsloc(A) be a pressure associated with V (Theorem 4.2). Then Π ∈W 1,q
loc (A) and

−∆V + τ ∂1V + λV +∇Π = G, divV = 0. (4.5) C4.10.10

Proof: Theorem 3.1 yields V ∈ W 1,s
loc (A)3. Abbreviate H := −τ ∂1V − λV + G. Put

r1 := min{q, s}. Then H and ∇V are Lr1loc-functions in A, so Theorem 4.3 implies that

V ∈ W 2,r1
loc (A)3, Π ∈ W 1,r1

loc (A) and (4.5) holds. If q ≤ s, Corollary 4.1 is proved. Else we

apply a Sobolev inequality to obtain V ∈W 1,3/2
loc (A)3. Put r2 := min{q, 3/2}. Then we may

conclude that ∇V and H are Lr2loc-functions in A, so V ∈ W 2,r2
loc (A)3 and Π ∈ W 1,r2

loc (A)

by Theorem 4.3. Thus we are done if q ≤ 3/2, otherwise V ∈ W 2,3/2
loc (A)3 ⊂ W 1,3

loc (A)3.
Setting r3 := min{q, 3}, we thus have ∂lV, H ∈ Lr3loc(A)3 (1 ≤ l ≤ 3). Another reference to

Theorem 4.3 yields V ∈ W r3,2
loc (A)3 and Π ∈ W 1,r3

loc (A). This settles the case q ≤ 3. Else

V ∈ W 3,2
loc (A)3 ⊂ W 1,q

loc (A)3, hence H ∈ Lqloc(A)3, so Corollary 4.1 follows by once more
referring to Theorem 4.3. �

Concerning regularity near the boundary, in many situations we again rely on a result
about Stokes flows:
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〈theoremT4.40〉
Theorem 4.4 ([24, Lemma IV.6.1]) Let A ⊂ R3 be open and bounded, with C2-boun-
dary, r ∈ (1,∞), G ∈ Lr(A)3, V ∈ W 1,1

loc (A)3 with ∇V ∈ Lr(A)9 (hence V ∈ W 1,r(A)3

by Theorem 3.1), V |∂A ∈ W 2−1/r,r(∂A)3, divV = 0, and with V satifying (4.3) (weak
solution of the Stokes system). Then V ∈W 2,r(A)3. Let Π ∈ Lrloc(A) be such that (4.4) is
satisfied (associated pressure). Then Π ∈W 1,r(A) and −∆V +∇Π = G.

〈corollaryC4.20〉
Corollary 4.2 Let A ⊂ R3 be open and bounded, with C2-boundary, s, q ∈ (1,∞), λ ∈
C, G ∈ Lq(A)3, V ∈ W 1,1

loc (A)3 with ∇V ∈ Ls(A)9 (hence V ∈ W 1,s(A)3 by Theorem
3.1), V |∂A ∈ W 2−1/q,q(∂A)3, divV = 0, and with V satifying (4.1) (V weak solution of
(4.5)). Then V ∈ W 2,q(A)3. Let Π ∈ Lsloc(A) be a pressure associated with V (Theorem
4.2). Then Π ∈W 1,q(A) and equation (4.5) holds.

Proof: We have V |∂A ∈ W 2−1/r,r(∂A)3 for r ∈ [1, q]. Thus we may proceed in the same
iterative way as in the proof of Corollary 4.1, but with the references to Theorem 4.3
replaced by ones to Theorem 4.4. �

〈corollaryC4.30〉
Corollary 4.3 Let s, q ∈ (1,∞), λ ∈ C, G ∈ Lqloc(R

3)3, V ∈ W 1,1
loc (Ω

c
)3 with ∇V |ΩR ∈

Ls(ΩR)9 (hence V |ΩR ∈ W 1,s(ΩR)3 by Theorem 3.1) for any R ∈ (0,∞) with Ω ⊂
BR, V |∂Ω ∈W 2−1/q,q(∂Ω)3, divV = 0. Further suppose that V satifies (4.1) with A = Ω

c
.

Then V |ΩR ∈ W 2,q(ΩR)3 for R as above. Let Π ∈ Lsloc(Ω
c
) be a pressure associated with

V (Theorem 4.2). Then Π|ΩR ∈W 1,q(ΩR) for R as above, and equation (4.5) holds.

Proof: Corollary 4.1 yields V ∈W 2,q
loc (Ω

c
)3, Π ∈W 1,q

loc (Ω
c
) as well as (4.5). Let R ∈ (0,∞)

with Ω ⊂ BR. Since V ∈ W 2,q
loc (Ω

c
)3, we have V |∂BR ∈ W 2−1/q,q(∂BR)3. Thus, recalling

the assumption on V |∂Ω, we obtain V |∂ΩR ∈ W 2−1/q,q(∂ΩR)3. Now Corollary 4.2 yields
V |ΩR ∈W 2,q(ΩR)3, Π|ΩR ∈W 1,q(ΩR). �

Next we present a criterion on C∞-regularity.
〈corollaryC4.40〉

Corollary 4.4 Let A ⊂ R3 be open, q ∈ (1,∞), λ ∈ C, G ∈ C∞(A)3, V ∈ W 1,1
loc (A)3

with ∇V ∈ Lq(A)9, divV = 0, and with V satisfying (4.1). Let Π ∈ Lqloc(A) be a pressure
associated with V (Theorem 4.2). Then V ∈ C∞(A)3, Π ∈ C∞(A) and equation (4.5)
holds.

Proof: In the case λ = 0, we may refer to [23, Theorem VII.1.1]. But both the case
λ = 0 and λ 6= 0 may be reduced to Theorem 4.3. In fact, by Corollary 4.1, we have
V ∈ W 2,q

loc (A)3, Π ∈ W 1,q
loc (A), and equation (4.5) holds. Suppose that n ∈ N0 and

V ∈ W 2+n,q
loc (A)3, Π ∈ W 1+n,q

loc (A). Then −τ ∂1V − λV + G ∈ W 1+n,q
loc (A)3, so Theorem

4.3 implies V ∈ W 3+n,q
loc (A)3 and Π ∈ W 2+n,q

loc (A). Therefore it follows by induction that

V ∈ Wm,q
loc (A)3 and Π ∈ Wm−1,q

loc (A) for any m ∈ N, m ≥ 2. Corollary 4.4 follows by
applying a Sobolev inequality to V |Bε(x) and Π|Bε(x), where x is an arbitrary point in A
and ε > 0 is chosen in such a way that Bε(x) ⊂ A. �

We cite an existence result for weak solutions of the Oseen system ((4.5) with λ = 0).
〈theoremT4.50〉

Theorem 4.5 ([1, Proposition 4.2]) Let A ⊂ R3 be open and bounded, with C2-boun-
dary, p ∈ (1,∞), G ∈ W−1,p

0 (A)3. Then there is a unique function V ∈ W 1,p
0 (A)3 and
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a function Π ∈ Lq(A), unique up to a constant, such that divu = 0, and such that (4.2)
holds with λ = 0 (Oseen system) and

∫
AG · ψ dx replaced by G(ψ).

We are going to exploit this theorem in order to obtain weak solutions of the resolvent
problem (4.5). These weak solutions have the special feature that the pressure belongs to
a uniqueness class that will be convenient in what follows. A proof of this result is well
known in principle: it makes use of the fact that on bounded domains, the resolvent term
λV may be considered as a compact perturbation of the Laplace operator. However, since
some details are perhaps less evident, and for the convenience of the reader, we indicate
the main elements of this proof.

〈corollaryC4.50〉
Corollary 4.5 Let A ⊂ R3 be open and bounded, with C2-boundary. Let ζ ∈ C∞0 (A) with
ζ ≥ 0,

∫
A ζ dx > 0. Let p ∈ (1,∞), λ ∈ Kτ , G ∈ W−1,p

0 (A)3. Then there is a unique pair

of functions (V,Π) ∈W 1,p
0 (A)3 ×Lp(A) such that

∫
A ζ Π dx = 0, divV = 0, and such that

(4.2) holds with
∫
AG ·ψ dx replaced by G(ψ). Moreover ‖V ‖1,p + ‖Π‖p ≤ C(p, λ) ‖G‖−1,p.

If p < 3, s ∈ [p, 3 p/(3− p)], we additionally have ‖V ‖s ≤ C(p, λ) ‖G‖−1,p.

Proof: Put W 1,p
0,σ := {W ∈ W 1,p

0 (A)3 : divW = 0}, Lpζ := {ϕ ∈ Lp(A) :
∫
A ϕ ζ dx =

0}, Wp := W 1,p
0,σ × Lpζ , ‖|(V,Π)‖| := ‖V ‖1,p + ‖Π‖p for (V,Π) ∈ Wp. Then Wp is a

vector space, and the mapping ‖| ‖| is a norm which turns Wp into a Banach space.

Define F : Wp 7→ W−1,p
0 (A)3 by F(V,Π)(ψ) :=

∫
A(∇V · ∇ψ + τ ∂1V · ψ − Π divψ) dx

for ψ ∈ W 1,p′

0 (A)3, (V,Π) ∈ Wp. Obviously the operator F is well defined, linear and
bounded, and by Theorem 4.5, it is onto. In addition, due to this theorem and because
the zero function is the only constant function in Lpζ , this operator is one-to-one. Thus
F is bijective, so the open mapping theorem implies there is a constant C0 > 0 with
‖V ‖1,p+‖Π‖p ≤ C0 ‖F(V,Π)‖−1,p for (V,Π) ∈Wp. For % ∈ C, define K% : Wp 7→W−1,p

0 (A)3

by K%(V,Π)(ψ) :=
∫
A % V ·ψ dx for (V,Π) ∈Wp, ψ ∈W 1,p′

0 (A)3. This operator K% is linear,
bounded and compact. As concerns compactness, we note that the operator (V,Π) 7→ % V
from Wp into Lp(A)3 is bounded, and then refer to Theorem 3.3. Let % ∈ C\{0} with
<% ≥ 0. If p ≥ 2, it may be shown by some partial integrations that <(F+K%)(V,Π)(V ) > 0
for (V,Π) ∈ Wp with V 6= 0. Thus we get with Corollary 3.2 that the operator F + K%
is one-to-one if p ≥ 2. Suppose that p < 2 and the pair (V,Π) ∈ Wp satisfies the
equation (F + K%)(V,Π) = 0. Then Corollary 4.2 yields V ∈ W 2,p′(A)3, Π ∈ W 1,p′(A).
Therefore the term (F + K%)(V,Π)(V ) is well defined, and again by partial integration we
may conclude this term is strictly positive if V 6= 0. As a consequence, the operator F+K%
is one-to-one in the case p < 2, too. On the other hand, since F is linear, bounded and
bijective and K% is linear and compact, the sum F + K% is Fredholm with index zero. All
these observations taken together imply that F + K% is bijective, so by the open mapping
theorem, there is a constant C% > 0 with ‖V ‖1,p + ‖Π‖p ≤ C% ‖(F + K%)(V,Π)‖−1,p for
(V,Π) ∈ Wp. This is true for any % ∈ C\{0} with <% ≥ 0. Recall that in the case
% = 0, the preceding inequality was proved further above. As a consequence of these
estimates, we get for %, %̃ ∈ C with <% ≥ 0, (V,Π) ∈ Wp that ‖(F + K%̃)(V,Π)‖−1,p ≥
‖(F+K%)(V,Π)‖−1,p−|%− %̃| ‖V ‖p ≥ (C−1

% −|%− %̃|) (‖V ‖1,p+‖Π‖p). Thus, for any %0 ∈ C
with <%0 ≥, there is some ε(%0) such that for any % ∈ C with |% − %0| ≤ ε(%0), we have
‖V ‖1,p + ‖Π‖p ≤ 2C% ‖(F + K%)(V,Π)‖−1,p for (V,Π) ∈Wp. Now the first estimate at the
end of Corollary 4.5 follows by an open covering argument, whereas the second may be

21



deduced from the first by a Sobolev inequality. �

We turn to strong solutions of (4.5) on bounded domains.
〈theoremT4.60〉

Theorem 4.6 Let A ⊂ R3 be open and bounded, with C2-boundary, q ∈ (1,∞), ε >
0, λ ∈ C with <λ ≥ 0 and |λ| ≤ ε, G ∈ Lp(A)3. Then there is a unique pair of functions
(V,Π) ∈W 2,q(A)3×W 1,q(A) with V ∈W 1,q

0 (A)3, divV = 0,
∫
A Π dx = 0, and with (V,Π)

satisfying (4.5). This pair satifies the estimate ‖V ‖2,q + ‖Π‖1,q ≤ C(q, ε) ‖G‖q.

Proof: A direct reference is [32, Proposition 2.6], where a much more detailed result is
provided. But Theorem 4.6 may also be deduced by starting with an existence and a
uniqueness result for strong solutions of the Oseen system on bounded domains (see [1,
Proposition 4.3] for example), and then proceed to a perturbation argument as in the
proof of Corollary 4.5. �

〈corollaryC4.60〉
Corollary 4.6 In the situation of the preceding theorem, we have ‖V ‖p ≤ C(p, q, ε) ‖G‖q
for p ∈ [1, (1/q − 2/3)−1] if q < 3/2; ‖∇V ‖p ≤ C(p, q, ε) ‖G‖q for p ∈ [1, (1/q − 1/3)−1]
if q < 3, and for p ∈ [1,∞) if q = 3. Moreover, if λ 6= 0, q ≤ 2, p ∈ [q, 2], the estimate
‖V ‖p ≤ C(p, q, ε) |λ|2−4 (1−1/q+1/p) ‖G‖q is valid.

Proof: The corollary follows from Theorem 4.6 and Sobolev estimates. Concerning the
last estimate in the corollary, we note that 2− 4 (1− 1/q+ 1/p) ≤ 0 if q ≤ 2, p ∈ [q, 2], so
that in the case λ 6= 0, we have 1 ≤ C(p, q, ε) |λ|2−4 (1−1/q+1/p). �

In the ensuing three theorems, we consider problem (1.18) (Oseen resolvent system in Ω
c
,

with Dirichlet boundary conditions), first for λ = 0 (Oseen system), and then for λ 6= 0.
〈theoremT4.70〉

Theorem 4.7 ([23, Theorem VII.7.1]) Let r ∈ (1, 2), G ∈ Lr(Ω
c
)3. Then there are

functions V ∈ W 2,r
loc (Ω

c
)3 ∩ L2 r/(2−r)(Ω

c
)3, Π ∈ W 1,r

loc (Ω
c
) such that the relations ∇V ∈

L4 r/(4−r)(Ω
c
)9, ∂jVk, ∂jΠ ∈ Lr(Ω

c
) (1 ≤ j, k ≤ 3) hold, the pair (V, Π) satisfies (1.18)

with λ = 0, and ‖V ‖2 r/(2−r) + ‖∇V ‖4 r/(4−r) + ‖D2V ‖r + ‖∇Π‖r ≤ C(r) ‖G‖r.
〈theoremT4.90〉

Theorem 4.8 Put W2 := {W ∈ D1,2
0 (Ω

c
)3 : divW = 0, ∂1W ∈ D−1,2

0 (Ω
c
)3}. Then

the operator R : W2 × L2(Ω
c
) 7→ D−1,2

0 (Ω
c
)3, R(V,Π)(ψ) :=

∫
Ω

c(∇V · ∇ψ + τ ∂1V · ψ −
Π divψ) dx for ψ ∈ C∞0 (Ω

c
)3, V ∈ W2, Π ∈ L2(Ω

c
), is well defined, linear and bijective,

and ‖∇V ‖2 + ‖V ‖4 + ‖∂1V ‖−1,2 + ‖Π‖2 ≤ C ‖R(V,Π)‖−1,2 for V ∈W2, Π ∈ L2(Ω
c
).

Proof: The operator R is well defined due to the definition of W2. Let G ∈ D−1,2
0 (Ω

c
)3.

By [23, Theorem VII.7.2], there is V ∈ D1,2
0 (Ω

c
)3, Π ∈ L2(Ω

c
) such that divV = 0 and

(4.2) holds with λ = 0 and with
∫

Ω
c −G ·ψ dx replaced by −G(ψ). Since ∂jVk, Π ∈ L2(Ω

c
)

for 1 ≤ j, k ≤ 3, this implies ∂1V ∈ D−1,2
0 (Ω

c
)3, so it follows that V ∈W2, R(V,Π) = G.

The inequality stated at the end of Theorem 4.8 holds by [23, Theorem VII.7.2], and –
concerning the term ‖∂1V ‖−1,2 – because R(V,Π) = G. �

〈theoremT4.80〉
Theorem 4.9 Let p ∈ (1,∞), λ ∈ C\{0} with <λ ≥ 0, G ∈ Lp(Ωc

)3. Then there is a
unique function V ∈W 2,p(Ω

c
)3 ∩W 1,p

0 (Ω
c
)3 and a function Π ∈W 1,p

loc (Ω
c
), unique up to a

constant, such that ∇Π ∈ Lp(Ωc
)3, the pair (V,Π) fulfills (1.18), and ‖V ‖2,p + ‖∇Π‖p ≤

C(p, λ) ‖G‖p.
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Proof: See [32, Theorem 4.4] and the proof of this theorem on [32, p. 29]. �

In the rest of this section, we are going to show that if problem (2.5) only admits the
trivial solution, then problem (1.19) with λ = 0 (perturbed Oseen system with Dirichlet
boundary conditions) possesses a L2-weak solution for any G ∈ D−1,2

0 (Ω
c
)3. Recall that

the operator B was introduced in (1.12).
〈lemmaL8.10〉

Lemma 4.1 Let V ∈ D1,2
0 (Ω

c
)3. Then B(V ) ∈ Lq(Ωc

)3 for q ∈ [6/5, 2], ‖Pq
(
B(V )

)
‖q ≤

C(q) ‖B(V )‖q ≤ C(q) ‖∇V ‖2, and

‖χBc
R
B(V )‖q ≤ C(q) (‖U |Bc

R‖(1/q−1/2)−1 + ‖∇U |Bc
R‖(1/q−1/6)−1) ‖∇V ‖2

for q ∈ [6/5, 2], R ∈ (0,∞) with Ω ⊂ BR. Note that (1/q − 1/2)−1 ∈ [3,∞] and (1/q −
1/6)−1 ∈ [3/2, 3] for q as before, so the right-hand side of the preceding estimate is finite;
see (1.5). Moreover P2

(
B(V )

)
∈ D−1,2

0 (Ω
c
)3 ∩H2(Ω

c
).

Proof: Hölder’s inequality, the estimate in Theorem 3.5 and Theorem 2.1 yield the lemma.
Note that the relation B(V ) ∈ Lq(Ωc

)3 for q ∈ [6/5, 2] implies Pq
(
B(V )

)
= P2

(
B(V )

)
for such q (Corollary 3.7), and that L6/5(Ω

c
)3 ⊂ D−1,2

0 (Ω
c
)3 (Theorem 3.6). For additional

details we refer to [12, proof of Lemma 8]. �

Now we exploit Lemma 4.1 and Theorem 4.8 in order to construct L2-weak solutions to
(1.19) with λ = 0.

〈theoremT4.100〉
Theorem 4.10 Define R̃ : W2 ×L2(Ω

c
) 7→ D−1,2

0 (Ω
c
)3 by R̃(V,Π)(ψ) :=

∫
Ω

c(∇V · ∇ψ +

τ ∂1V ·ψ−B(V ) ·ψ−Π divψ) dx for ψ ∈ C∞0 (Ω
c
)3, V ∈W2, Π ∈ L2(Ω

c
), with W2 defined

in Theorem 4.8. Then R̃ is well defined, linear, bounded and Fredholm with index zero.

Proof: By Lemma 4.1, we have B(V ) ∈ D−1,2
0 (Ω

c
)3 for V ∈ D1,2

0 (Ω
c
)3, so R̃ is well

defined. Due to Theorem 4.8, there is C0 > 0 such that ‖∇V ‖2 + ‖∂1V ‖−1,2 + ‖Π‖2 ≤
C0 ‖R(V,Π)‖−1,2 for V, Π as in the definition of R̃. For R ∈ (0,∞), define HR : W2 ×
L2(Ω

c
) 7→ D−1,2

0 (Ω
c
)3 by HR(V,Π)(ψ) :=

∫
Ω

c −χBc
R
B(V ) · ψ dx for ψ, V, Π as in the

definition of R̃. Due to (1.5), we have ‖∇U |Bc
R‖3/2 + ‖U |Bc

R‖3 → 0 for R → ∞.
Since ‖HR(V,Π)‖−1,2 ≤ C ‖χBc

R
B(V )‖6/5 (Theorem 3.6), we may thus conclude from

Lemma 4.1 with q = 6/5 that we may choose R0 ∈ (0,∞) so large that Ω ⊂ BR0

and ‖HR0(V,Π)‖−1,2 ≤ (2C0)−1 ‖∇V ‖2 for V, Π as in the definition of R̃. Therefore
from our preceding estimate of ‖∇V ‖2 + ‖∂1V ‖−1,2 + ‖Π‖2, we get ‖∇V ‖2 + ‖∂1V ‖−1,2 +
‖Π‖2 ≤ 2C0 ‖(R + HR0)(V,Π)‖−1,2 for V, Π as before. In particular R + HR0 is one-
to-one. Moreover the preceding estimates and a simple fixed point argument yield that
R + HR0 is onto, and therefore bijective. Note in this respect that W2 equipped with
the mapping V 7→ ‖∇V ‖2 + ‖∂1V ‖−1,2 is a Banach space; see Theorem 3.5. Define

H̃R0 : W2 × L2(Ω
c
) 7→ D−1,2

0 (Ω
c
)3 by H̃R0(V,Π)(ψ) :=

∫
Ω

c −χBR0
B(V ) · ψ dx for ψ, V, Π

as in the definition of R̃. Obviously H̃R0 is linear and bounded. Moreover we find with
(3.1) that ‖B(V )|ΩR0‖2 ≤ C (‖∇V ‖2 ‖U |ΩR0‖2 + ‖V ‖6 ‖∇U |ΩR0‖6/5) ≤ C(R0) (‖U‖3 +
‖∇U‖3) ‖∇V ‖2 ≤ C(R0) ‖∇V ‖2, where we used that ‖U‖3 + ‖∇U‖3 < ∞; see (1.5). It
follows with Theorem 3.3 that H̃R0 is compact. Obviously R+ H̃R0 is linear and bounded,
so that by the bijectivity of the latter operator, we may conclude that R + H̃R0 + HR0 is
Fredholm with index zero. Since R̃ = R + H̃R0 + HR0 , the theorem is proved. �
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〈corollaryC4.70〉
Corollary 4.7 Suppose that any function V ∈ D1,2

0 (Ω
c
)3 satisfying

∫
Ω

c

[
∇V ·∇ψ+τ ∂1V ·

ψ − P2

(
B(V )

)
· ψ
)
] dx = 0 for ψ ∈ C∞0 (Ω

c
)3 with divψ = 0 vanishes. Then, for any

G ∈ D−1,2
0 (Ω

c
)3, there is a function V ∈W2 such that∫

Ω
c

[
∇V · ∇ψ + τ ∂1V · ψ − P2

(
B(V )

)
· ψ
)
] dx = G(ψ) for ψ as before. (4.6) C4.70.10

Proof: Let (V,Π) ∈ W2 × L2(Ω
c
)3 with R̃(V,Π) = 0, where W2 is defined in Theorem

4.8, and R̃ in Theorem 4.10. Then, by the definition of R̃, by Theorem 2.1 and Corollary
3.7, and because B(V ) ∈ L2(Ω

c
)3 for V ∈ D1,2

0 (Ω
c
)3 (Lemma 4.1), we see that V satisfies

the relation stated at the beginning of Corollary 4.7, so V = 0 by the assumptions in that
corollary. It follows with Corollary 4.4 and 3.2 that Π = 0. Thus we have shown that
R̃ is one-to-one. We may conclude with Theorem 4.10 that R̃ is bijective. So there is
(V,Π) ∈W2 × L2(Ω

c
) with R̃(V,Π) = G. This implies (4.6). �

5. Oseen resolvent estimates in the whole space R3.

In this section, we extend some results from [12] concerning solutions to the Oseen re-
solvent (4.5) in the whole space R3. As in [12], our theory is based on the use of the
fundamental solution E(λ) (see Section 2) of the scalar Oseen system. This approach has
the inconvenient feature that the Helmholtz projection Pq (Theorem 3.12) is involved when
we represent solutions to (4.5) by means of convolutions with E(λ). However, although a
fundamental solution to (4.5) is available ([32, p. 19-20]), we were not able to estimate it
in a satisfactory way. We begin by stating some basic facts about convolutions with E(λ),
most of them taken from [12].

〈theoremT5.10〉
Theorem 5.1 Let λ ∈ Kτ . Suppose that H ∈ Lp(R3) for some p ∈ (3,∞) and for some
p ∈ (1, 3/2). Let α ∈ N3

0 with |α| ≤ 1. Then
∫
R3 |∂αE(λ)(x − y)| |H(y)| dy < ∞ for

any x ∈ R3. Let q ∈ [1, 2) and p ∈
(

(1/q − 1/2)−1, ∞
]

if q ≥ 3/2, or p ∈
(

(1/q −
1/2)−1, (1/q − 2/3)

)
if q < 3/2, or p = 6 if q = 6/5. Then ‖|E(λ)| ∗ |G|‖p ≤ C(p, q) ‖G‖q

for G ∈ Lq(R3). In particular, the function |Eλ(x − y)| ∗ |G(y)| is integrable with respect
to y ∈ R3, for a. e. x ∈ R3.

Let q ∈ [1, 3], p ∈
(

(1/q − 1/4)−1, (1/q − 1/3)
)

if q < 3/2, or p = 2 if q = 6/5, and let

l ∈ {1, 2, 3}. Then ‖|∂lE(λ)| ∗ |G|‖p ≤ C(p, q) ‖G‖q for G ∈ Lq(R3). In particular, the
function |∂lEλ(x− y)| ∗ |G(y)| is integrable with respect to y ∈ R3, for a. e. x ∈ R3.

If λ 6= 0, q ∈ [1, 2], p ∈ [q, 2] and q > 1 or p < 2, then

‖|E(λ)| ∗ |G|‖p ≤ C(p, q) |λ|2−4 (1−1/q+1/p) ‖G‖q for G ∈ Lq(R3). (5.1) ?T5.10.30?

So also for such p and q,the function |Eλ(x − y)| ∗ |G(y)| is integrable with respect to
y ∈ R3, for a. e. x ∈ R3.

Let φ ∈ C∞0 (R3), and put V := E(λ) ∗ φ. Then V ∈ C∞(R3), ∂βV = E(λ) ∗ ∂βφ for
β ∈ N3

0, ∂lV = (∂lE
(λ)) ∗ φ for 1 ≤ l ≤ 3, −∆V + τ ∂1V + λV = φ, and ‖D2V |BR‖q ≤

C(R, q) ‖φ‖q for q ∈ (1,∞), R ∈ (0,∞).
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Proof: We have |∂αE(λ)(z)| ≤ C(τ)
(
χ(0,1)(|z|) |z|−1−|α| + χ[1,∞)(|z|) |z|−1−|α|/2 for z ∈

R3\{0}, α ∈ N3
0 with |α| ≤ 1 by [12, Theorem 9]. Let x ∈ R3, and take α as before.

Then, by Hölder’s inequality and the preceding estimate, the function |∂αE(λ)| |H(y)| is
integrable with respect to y ∈ B1(x) because H ∈ Lp(R3) for some p ∈ (3,∞), and with
respect to y ∈ B1(x)c since H ∈ Lp(R3) for some p ∈ (1, 3/2). The inequalities stated in
the theorem, except the last one, hold according to [12, Theorem 10]. As for the last part
of the theorem, pertaining to the function V , we refer to [12, Theorem 11].

〈theoremT5.20〉
Theorem 5.2 Let λ ∈ Kτ and q ∈ (1,∞). Then ‖D2(E(λ) ∗ φ)‖q ≤ C(q) ‖φ‖q for φ ∈
C∞0 (R3) if λ = 0 or if q = 2. This means in particular that in the case q = 2, the constant
C(q) does not depend on λ. If λ 6= 0, we further have ‖E(λ) ∗ φ‖1,q ≤ C(q, λ) ‖φ‖q for
φ ∈ C∞0 (R3).

Proof: For f ∈ L1(R3), define f̂(ξ) := (2π)−3/2
∫
R3 e

−i ξ·η f(η) dη for ξ ∈ R3 (Fourier

transform of f). Let φ ∈ C∞0 (R3), l,m ∈ {1, 2, 3}. Then ∂l∂m(E(%) ∗ φ) = E(%) ∗ (∂l∂mφ)
for % ∈ C with <% ≥ 0, |%| ≤ (τ/2)2 by Theorem 5.1, so we get from [14, proof of
Corollary 4.1], [13, Theorem 2.1] that (E(%) ∗ φ)(x) =

∫
R3 e

−i ξ·η (2π)−3/2 (% + |η|2 +

i τ η1)−1 ηl ηm φ̂(η) dη for x ∈ R3, % as before. In this situation it shown in [23, p. 383-386]
(in particular see [23, (VII.4.12)]), on the basis of Lizorkin’s multiplier theorem, that the
first estimate in Theorem 5.2 is valid in the case λ = 0. As already noted in the proof of
[12, proof of Theorem 13], we have |ηl ηm (%+ |η|2 + i τ η1)−1| ≤ C for η ∈ R3\{0} because
<λ ≥ 0. Thus, if q = 2, the above equation for (E(%) ∗ φ)(x) and Plancherel’s theorem
yield the first estimate in Theorem 5.2, both in the case λ = 0 and λ 6= 0. Now suppose
that λ 6= 0. According to [12, (3.2)], we have |∂αE(λ)(z)| ≤ C(τ, λ)

(
χ(0,1)(|z|) |z|−1−|α| +

χ[1,∞)(|z|) e−σ |λ|
2 |z| ) for z ∈ R3\{0}, α ∈ N3

0 with |α| ≤ 1, where σ > 0 is a constant in-

dependent of z and λ. It follows that ∂αE(λ) ∈ L1(R3) for α as before. Thus, by Young’s
inequality ([40, Part I, Theorem I.2]), we get ‖(∂αE(λ)) ∗ φ‖q ≤ C(τ, λ) ‖φ‖q, for α as
before and for φ ∈ C∞0 (R3), so ‖E(λ) ∗ φ‖1,q ≤ C(τ, λ) ‖φ‖q. �

〈corollaryC5.10〉
Corollary 5.1 Let λ ∈ Kτ and G ∈ C∞0 (R3)3. Then P2(G) ∈ Lp(R3)3 for p ∈ (1,∞),
so we may define V := E(λ) ∗ P2(G). Put Π := Q2(G) (Theorem 3.12). Then V ∈
C∞(R3)3, Π ∈ C∞(R3), and (4.5) holds. In addition ‖V ‖p ≤ C(p, q) ‖G‖q, ‖∇V ‖p ≤
C(p, q) ‖G‖q, with the range of p and q being the same as in the corresponding estimates in
Theorem 5.1, ‖D2V |BR‖q ≤ C(q,R) ‖G‖q, for q ∈ (1,∞), R ∈ (0,∞), ‖D2V ‖2 ≤ C ‖G‖2.
If λ = 0, we further have ‖D2V ‖q ≤ C(q) ‖G‖q for q ∈ (1,∞). If λ 6= 0, the inequalities
‖V ‖1,q ≤ C(q, λ) ‖G‖q for q ∈ (1,∞) and |λ|−2+4 (1−1/q+1/p) ‖V ‖p ≤ C(p, q) ‖G‖q for p, q
as in the corresponding estimate in Theorem 5.1 hold. Finally ‖∇Π‖q ≤ C(q) ‖G‖q for
q ∈ (1,∞).

Proof: By Theorem 3.12 and (3.3), we have P2(G), Q2(G) ∈ C∞(R3). It further follows
from Theorem 3.12 and Corollary 3.6 that P2(G) ∈ Hq(R3) and ‖∇Q2(G)‖q ≤ C(q) ‖G‖q
for q ∈ (1,∞). In particular the last inequality in Corollary 5.1 is valid. Let p ∈ (1,∞).
By Lemma 3.1, we may choose a sequence (φn) in C∞0 (R3)3 with ‖P2(G) − φn‖6/5 → 0
and ‖P2(G) − φn‖p → 0. By Theorem 5.1 with q = 6/5, we have ‖V − φn‖6 → 0. The
same reference yields ‖(∂lE(λ)) ∗ P2(G) − ∂l(E(λ) ∗ φn)‖2 → 0 for 1 ≤ l ≤ 3. Again by
Theorem 5.1, we see that the sequence

(
D2(E(λ) ∗φn)|BR

)
n≥0

converges in Lp(BR)27, for

any R ∈ (0,∞). These relations imply that V ∈ W 2,1
loc (R3)3, ∂lV = (∂lE

(λ)) ∗ P2(G) for
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1 ≤ l ≤ 3, and ‖D2V −D2(E(λ) ∗ φn)|BR‖p → 0 (n → ∞) for any R ∈ (0,∞). Now we
may conclude from Theorem 5.1 that −∆V + τ ∂1V + λV = P2(G). The first equation
in (4.5) now follows by Theorem 3.12 and the definition of Π. Since P2(G) ∈ H6/5(R3)
(Corollary 3.6), we may choose a sequence (ψn) in C∞0 (R3)3 with divψn = 0 for n ∈ N
and ‖P2(G) − ψn‖6/5 → 0. But ∂lV = (∂lE

(λ)) ∗ P2(G) (see above), so we may deduce

from Theorem 5.1 with q = 6/5 that ‖∂lV − (∂lE
(λ)) ∗ ψn‖2 → 0 for 1 ≤ l ≤ 3. We again

refer to Theorem 5.1 to obtain div (E(λ) ∗ ψn) = E(λ) ∗ divψn = 0 for n ∈ N. Thus we get
divV = 0, so (4.5) is proved. Corollary 4.4 now yields V ∈ C∞(R3). Now the estimates
of ‖V ‖p and ‖∇V ‖p claimed in the corollary follow from Theorem 5.1, 3.12 and Corollary
3.6. As concerns the estimates of ‖D2V |BR‖q, ‖D2V ‖2 and ‖D2V ‖q, we refer to Theorem
5.1, 5.2, 3.12 and Corollary 3.6. Finally, if λ 6= 0, the estimate of ‖V ‖1,q follows from
Theorem 5.2, 3.12 and Corollary 3.6. �

〈corollaryC5.20〉
Corollary 5.2 Let λ ∈ Kτ and q ∈ (1,∞). Suppose that λ = 0 or q = 2. Let p ∈
(1, 2), φ ∈ W 1,1

loc (R3) ∩ Lq(R3) with ∇φ ∈ Lp(R3)3, l ∈ {1, 2, 3}. Then E(λ) ∗ ∂lφ ∈
W 1,1(R3) and ‖∂m(E(λ) ∗ ∂lφ)‖q ≤ C(q) ‖φ‖q (1 ≤ m ≤ 3). If q < 3, we additionally have
E(λ) ∗ ∂lφ = (∂lE

(λ)) ∗ φ.

Proof: By Lemma 3.1, we may choose a sequence (φn) in C∞0 (R3) such that ‖φn−φ‖q → 0
and ‖∇(φn − φ)‖p → 0. Fix some r ∈

(
(1/p− 1/2)−1, ∞) with r < (1/p− 2/3)−1 in the

case p < 3/2. Then ‖E(λ) ∗ ∂lφ − E(λ) ∗ ∂lφn‖r → 0 by Theorem 5.1, and ‖∂m∂l(E(λ) ∗
φn − E(λ) ∗ φk)‖q ≤ C(q) ‖φn − φk‖q for n, k ∈ N, 1 ≤ m ≤ 3 by Theorem 5.2. The
latter inequality implies that the sequence

(
∂m∂l(E

(λ) ∗ φn)
)
n≥0

converges in Lq(R3), for

1 ≤ m ≤ 3. Moreover ∂m∂l(E
(λ) ∗ φn) = ∂m(E(λ) ∗ ∂lφn) for n ∈ N, 1 ≤ m ≤ 3, again by

Theorem 5.1. Thus we may conclude that E(λ)∗∂lφ ∈W 1,1
loc (R3), ∂m(E(λ)∗∂lφn) ∈ Lq(R3)

and ‖∂m∂l(E(λ) ∗φn)− ∂m(E(λ) ∗ ∂lφ)‖q → 0. Since ‖∂m∂l(E(λ) ∗φn)‖q ≤ C(q) ‖φn‖q (n ∈
N, 1 ≤ m ≤ 3) by Theorem 5.2, we obtain the estimate stated in Corollary 5.2. Now
suppose that q < 3. Choose s ∈

(
(1/q − 1/4)−1, (1/q − 1/3)−1

)
. By Theorem 5.1, we get

‖(∂lE(λ)) ∗ φ − (∂lE
(λ)) ∗ φn‖s → 0. On the other hand, (∂lE

(λ)) ∗ φn = E(λ) ∗ ∂lφn for
n ∈ N by Theorem 5.1. Since E(λ) ∗∂lφn → E(λ) ∗∂lφ in Lr(R3)3, as noted above, we thus
obtain the equation stated at the end of Corollary 5.2. �

For the proof of the ensuing theorem, we adapt an approach from [23, p. 391-393].
〈theoremT5.30〉

Theorem 5.3 Let λ ∈ Kτ and q ∈ (1,∞), with λ = 0 or q = 2. Let G ∈ C∞0 (R3)3 ∩
D̃
−1,q

0 (R3)3. (According to Corollary 3.1, in the case q > 3/2, it suffices to require G ∈
C∞0 (R3)3). Then ‖∂k

(
E(λ) ∗ P2(G)

)
‖q ≤ C(q, τ) ‖G‖−1,q. If q < 3 and s ∈

(
(1/q −

1/4)−1, (1/q − 1/3)−1
)
, we further have ‖E(λ) ∗ P2(G)‖s ≤ C(q, s, τ) ‖G‖−1,q.

Proof: Corollary 3.6 yields P2(G) ∈ Lp(R3)3 for any p ∈ (1,∞). By referring to (3.3) and
to Corollary 3.3, we get for ψ ∈ C∞0 (R3)3, 1 ≤ l ≤ 3 that∣∣∣∫

R3

(
(∂lN) ∗ divG

)
ψ dx

∣∣∣ =
∣∣∣∫

R3

(
(∂lN) ∗G

)
· ∇ψ dx

∣∣∣ ≤ ‖(∂lN) ∗G‖q ‖∇ψ‖q′

≤ C(q) ‖G‖−1,q ‖∇ψ‖q′ .

Hence ‖(∂lN) ∗ divG‖−1,q ≤ C(q) ‖G‖−1,q for 1 ≤ l ≤ 3. Thus we may conclude from
Theorem 3.12 that ‖P2(G)‖−1,q ≤ C(q) ‖G‖−1,q. Again referring to Corollary 3.3, we then
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arrive at the estimate

‖(∂lN) ∗ P2(G)‖q ≤ C(q, τ) ‖G‖−1,q (1 ≤ l ≤ 3). (5.2) T5.30.10

By the first sentence of this proof and by Theorem 3.9, we know that N ∗ P2(G) ∈
W 2,1
loc (R3)3, (∂lN) ∗ P2(G) = ∂l

(
N ∗ P2(G)

)
, D2

(
N ∗ P2(G)

)
∈ Lp(R3)27 for p > 1, and

div
(

(∂lN) ∗ P2(G)
)

1≤l≤3
= P2(G). (5.3) T5.30.20

In particular with the estimate of ‖(∂lN)∗P2(G)‖q shown further above, we may conclude
that

(∂lN) ∗ P2(G) ∈W 1,1
loc (R3)3 ∩ Lq(R3)3, ∇

(
(∂lN) ∗ P2(G)

)
∈ Lp(R3)9 (5.4) T5.30.30

for any p ∈ (1,∞). Thus we may apply Corollary 5.2 with φ replaced by (∂lN) ∗ P2(G).
By (5.3), (5.2) and this corollary, we get

‖∂m
(
E(λ) ∗ P2(G)

)
‖q ≤

3∑
l=1

‖∂m
[
E(λ) ∗ ∂l

(
(∂lN) ∗ P2(G)

) ]
‖q

≤ C(q)

3∑
l=1

‖(∂lN) ∗ P2(G)‖q ≤ C(q) ‖G‖−1,q.

Thus the first estimate in Theorem 5.3 is proved. Now suppose that q < 3 and s ∈
(

(1/q−
1/4)−1, (1/q − 1/3)−1

)
. Then Corollary 5.2 and (5.4) yield E(λ) ∗ ∂l

(
(∂lN) ∗ P2(G)

)
=

(∂lE
(λ)) ∗

(
(∂lN) ∗ P2(G)

)
, so the last inequality in Theorem 5.3 follows from Theorem

5.1 and the estimate ‖(∂lN) ∗ P2(G)‖q ≤ C(q, τ) ‖G‖−1,q shown above. �
〈lemmaL5.10〉

Lemma 5.1 Let q ∈ (1,∞), G ∈ C∞0 (R3)3∩D̃
−1,q

0 (R3)3. Then ‖Q2(G)‖q ≤ C(q) ‖G‖−1,q.

Proof: Combine Theorem 3.12, the equation N ∗ divφ =
∑3

l=1(∂lN) ∗G (see (3.3)) and
Corollary 3.3. �

The results of this section imply the following existence results for solutions to the Oseen
system and to the Oseen resolvent system (4.5), and to the system adjoint to (4.5).

〈corollaryC5.40〉
Corollary 5.3 Let λ ∈ Kτ and G ∈ C∞0 (R3)3. Put V := E(λ) ∗ P2(G), Π := Q2(G).
Then V ∈ C∞(R3)3, Π ∈ C∞(R3), and the pair (V,Π) solves (4.5). Moreover, if λ 6= 0,
we have V ∈ W 1,p(R3) for any p ∈ (1,∞), and D2V ∈ L2(R3)27. If λ = 0, we have
V ∈ Lp(R3)3 for p ∈ (2,∞), ∇V ∈ Lp(R3)9 for p ∈ (4/3,∞), and D2V ∈ Lp(R3)27 for
p ∈ (1,∞).

If λ = 0 and G ∈ C∞0 (R3)3 ∩ D̃
−1,p

0 (R3)3 for any p ∈ (1,∞), we get V ∈ Lp(R3)3 for
p ∈ (4/3,∞) and ∇V ∈ Lp(R3)9 for p ∈ (1,∞). In all cases we have Π ∈ Lp(R3) for

p ∈ (3/2,∞) and ∇Π ∈ Lp(R3)3 for p ∈ (1,∞). If G ∈ C∞0 (R3)3 ∩ D̃
−1,p

0 (R3)3 for any
p ∈ (1,∞), we get Π ∈ Lp(R3) for any p ∈ (1,∞).

Put Ṽ (x) := V (−x), Π̃(x) := Π(−x) for x ∈ R3. Then all the preceding statements remain
valid with Ṽ , Π̃ in the role of V and Π, respectively, except that the factor τ in (4.5) has
to be replaced by −τ .
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Proof: According to Corollary 5.1, we have Vj , Π ∈ C∞(R3) for 1 ≤ j ≤ 3, and the
pair (V,Π) solves (4.5). If λ 6= 0, Corollary 5.1 yields that V ∈ W 1,p(R3)3 for p ∈ (1,∞)
and D2V ∈ L2(R3)27. In the case λ = 0, the integrability relations stated for V, ∇V and

D2V follow from Corollary 5.1, and if G ∈ C∞0 (R3)3 ∩ D̃
−1,p

0 (R3)3 for p ∈ (1,∞), from
Theorem 5.3. Due to Theorem 3.12, (3.3) and the second last statement of Theorem 3.9,

we know that Π ∈ Lp(R3) for p ∈ (3/2,∞). In the case G ∈ C∞0 (R3)3 ∩ D̃
−1,p

0 (R3)3 for
p ∈ (1,∞), Lemma 5.1 yields Π ∈ Lp(R3) for this range of p. Lp-integrability of ∇Π for
any p ∈ (1,∞) holds according to Corollary 5.1. �

6. Uniqueness theorems for solutions to (1.18).

We first consider the whole space case, then exploit the results we obtain for this case
to determine a uniqueness class for weak solutions of (1.18) (exterior domain case). Our
results are more general than what is available in literature because we do not suppose
that the gradient of the velocity is an Lp-function for a single p ∈ (1,∞). Instead it may
be split into a sum of gradients each of which is Lpi-integrable with respect to a different
exponent pi ∈ (1,∞). Unfortunately this seemingly small generalization complicates the
argument considerably. For technical reasons, we first consider a splitting into a sum of
three terms (whole space case), and then into a sum of two terms (exterior domain case).

〈theoremT6.10〉
Theorem 6.1 Let λ ∈ Kτ . For i ∈ {1, 2, 3}, let qi, ri ∈ (1,∞), Ri ∈ (0,∞) and V (i) ∈
W 1,1
loc (R3)3 with V (i)|Bc

Ri
∈ Lri(Bc

Ri
)3, ∇V (i) ∈ Lqi(R3)9. Suppose that div (

∑3
i=1 V

(i)) = 0

and (4.1) is satisfied with A = R3, G = 0, V =
∑3

i=1 V
(i). Then

∑3
i=1 V

(i) = 0.

Proof: Abbreviate V :=
∑3

i=1 V
(i), q := min{q1, q2, q3}. Then V ∈ W 1,1

loc (R3)3, ∇V ∈
Lq̃loc(R

3)9, divV = 0, and (4.1) is satisfied with A = R3, G = 0. Corollary 4.4 yields that
V ∈ C∞(R3)3, and that there is Π ∈ C∞(R3) such that (4.5) is valid with G = 0.

Fix some function ϕ ∈ C∞0 (B7/4)3 with ϕ|B5/4 = 1, 0 ≤ ϕ ≤ 1, and put ϕn(x) :=
ϕ
(

(1/n)x
)

for n ∈ N, x ∈ R3. Note that ϕn ∈ C∞0 (B7n/4), 0 ≤ ϕn ≤ 1, ϕ|B5n/4 = 1,

|∇ϕ|∞ ≤ Cn−1, |∂l∂mϕ|∞ ≤ Cn−2 for n ∈ N, 1 ≤ l,m ≤ 3. (6.1) T6.10.10

Let l ∈ {1, 2, 3}, φ ∈ C∞0 (R3)3. Obviously ∂lφ ∈ C∞0 (R3)3∩D̃
−1,p

0 (R3)3 for any p ∈ (1,∞).
Therefore, according to Corollary 5.3, we may choose functions W ∈ C∞(R3)3, Γ ∈
C∞(R3) such that the pair (W,Γ) solves (4.5) withW, Γ, ∂lφ,−τ in the place of V, Π, G, τ ,
respectively, and such that ∂jWk, Γ ∈ Lp(R3) for p ∈ (1,∞), 1 ≤ j, k ≤ 3. In the case
λ 6= 0, we may require W ∈ Lp(R3)3 even for any p ∈ (1,∞). On taking account of the
fact that φ has compact support, we get

∫
R3

∂lV · φdx = −
∫
R3

V · ∂lφdx = − lim
n→∞

∫
R3

V · ∂lφϕn dx (6.2) T6.10.20

= − lim
n→∞

∫
R3

V · (−∆W − τ∂1W + λW +∇Γ)ϕn dx.
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Let n ∈ N, and abbreviate An := B2n\Bn. Since divW = 0 and supp(∇ϕn) ⊂ An, we
have ∇ϕn ·W ∈ C∞0 (An) and

∫
An
∇ϕn ·W dx = 0. Thus we may refer to Theorem 3.7 to

define Dn := nD(2, 1, 1, 2)
[
( (−∇ϕn ·W )(n · )|An

](
(1/n)x

)
for x ∈ R3. Theorem 3.7 and

Lemma 3.5 yield that Dn ∈ C∞0 (An)3 and div (ϕn ·W + Dn) = 0. It further follows from
Theorem 3.7, in particular its last statement, and from Lemma 3.5 and (6.1) that

‖Dn‖p ≤ C(p) ‖W |An‖p, ‖∂αDn‖p ≤ C(p)n−1 ‖W |An‖1,p, (6.3) T6.10.30

for any α ∈ N3
0 with 1 ≤ |α| ≤ 2, and for any p ∈ (1,∞). On the other hand, since

Vj , Π ∈ C∞(R3) for 1 ≤ j ≤ 3, equation (4.5) is valid with G = 0. Observing that
ϕnW +Dn ∈ C∞0 (B2 n)3, and recalling that div (ϕnW +Dn) = 0 for n ∈ N, we may thus
deduce from (6.2) by some integrations by parts that

∫
R3 ∂lV · φdx = limn→∞An, with

An := −
∫
R3

V ·
(

2

3∑
k=1

∂kϕn ∂kW + ∆ϕnW + τ ∂1ϕnW + ∆Dn − τ ∂1Dn

−λDn − Γ∇ϕn
)
dx for n ∈ N.

Since the support of any derivative of ϕn is a subset of An, and because of (6.1), we get
for n ∈ N with n ≥ R0 := max{R1, R2, R3} that

|An| ≤ C
3∑
i=1

‖V (i)|Bc
n‖ri

(
‖∇W |An‖r′i + n−1 ‖W |An‖r′i +

∑
α∈N3

0, 1≤|α|≤2

‖∂αDn‖r′i

+|λ| ‖Dn‖r′i + ‖Γ|An‖r′i
)
.

Next we apply (6.3) to obtain

|An| ≤ C(q1, q2, q3)

3∑
i=1

‖V (i)|Bc
n‖ri

(
‖∇W |An‖r′i + n−1 ‖W |An‖1,r′i (6.4) T6.10.40

+|λ| ‖W |An‖r′i + ‖Γ|An‖r′i
)

(n ∈ N, n ≥ R0).

Lemma 3.3 yields that n−1 ‖W |An‖r′i is bounded by C(r′i) (‖W |Bn
c‖3 + ‖∇W |Bn

c‖r′i +

n−1 ‖W‖3 + n−1 ‖∇W‖q′i for n ∈ N, n ≥ R0. So we may deduce from (6.4) that

|An| ≤ C(q1, q2, q3)
3∑
i=1

‖V (i)|Bc
n‖ri

(
‖W |Bc

n‖3 + ‖∇W |Bc
n‖r′i + n−1 ‖W‖3 (6.5) T6.10.50

+n−1 ‖∇W‖r′i + |λ| ‖W |An‖r′i + ‖Γ|Bc
n‖r′i

)
(n ∈ N, n ≥ R0).

As the reader may recall, we have W ∈ Lp(R3)3 for p ∈ (4/3, ∞), ∇W ∈ Lp(R3)3

for p > 1. Thus we may conclude that ‖∇W |Bc
n‖r′i + ‖W |Bc

n‖3 → 0 and n−1 ‖W‖3 +

n−1 ‖∇W‖r′i → 0 (n → ∞) for 1 ≤ i ≤ 3. Similarly, recalling that Γ ∈ Lp(R3) for
p ∈ (1,∞), we get ‖Γ|Bc

n‖r′i → 0 (n → ∞, 1 ≤ i ≤ 3). Finally, if λ 6= 0, we have

W ∈ Lp(R3)3 for p > 1, so |λ| ‖W |An‖r′i → 0 (n → ∞, 1 ≤ i ≤ 3). Therefore inequality

(6.5) implies that |An| → 0. Since
∫
R3 ∂V · φdx = limn→∞An, as observed above, this

29



means that
∫
R3 ∂lV · φdx = 0. But the function φ was arbitrarily chosen in C∞0 (R3)3, so

∂lV = 0. This is true for any l ∈ {1, 2, 3}. We thus see there is c ∈ C3 with V = c
(Corollary 3.2). But for ε > 0, i ∈ {1, 2, 3}, the relation |{x ∈ Bc

R0
: |V (i)(x)| ≥ ε}| <∞

holds because otherwise the assumption V |Bc
Ri
∈ Lri(Bc

Ri
)3 could not be true. Now

suppose that c 6= 0. Then {x ∈ Bc
R0

: V (x) = c} ⊂ ∪3
i=1{x ∈ Bc

R0
: |V (i)(x)| ≥ |c|/6}. On

the other hand, the equation V = c means that {x ∈ Bc
R0

: V (x) = c} = Bc
R0

, so there

must be a number i ∈ {1, 2, 3} with |{x ∈ Bc
R0

: |V (i)(x)| ≥ |c|/6}| =∞, a contradiction!
Therefore c = 0, so the theorem is proved. �

Now we consider the exterior domain case (weak solutions to problem (1.18)).
〈theoremT6.20〉

Theorem 6.2 Let λ ∈ Kτ and R0 ∈ (0,∞) with Ω ⊂ BR0. For i ∈ {1, 2}, let qi, si ∈
(1,∞), V (i) ∈ W 1,1

loc (Ω
c
)3 with ∇V (i) ∈ Lqi(Ω

c
)9, and V (i)|Bc

R0
∈ Lsi(Bc

R0
)3. Further

suppose that div (V (1) − V (2)) = 0, V (1) − V (2)|∂Ω = 0, and that (4.1) holds with A =
Ω
c
, G = 0, V = V (1) − V (2). Then V (1) − V (2) = 0.

Proof: Put V := V (1)−V (2), q := min{q1, q2}. Then V ∈W 1,1
loc (Ω

c
)3, ∇V ∈ Lqloc(Ω

c
)9, V

is solenoidal, and equation (4.1) holds with A = Ω
c
, G = 0. In particular, there is a

pressure Π ∈ Lqloc(Ω
c
) associated with V (Theorem 4.2). From Corollary 4.4, we may

conclude that Vj , Π ∈ C∞(Ω
c
) (1 ≤ j ≤ 3), and equation (4.5) is valid with G = 0. In

addition, Corollary 4.3 yields that

V |ΩR ∈W 2,p(ΩR)3, Π|ΩR ∈W 1,p(ΩR)3, for R ∈ (0,∞) with Ω ⊂ BR, p ∈ (1,∞). (6.6) T6.20.10

Fix a function ϕ ∈ C∞(R3) with 0 ≤ ϕ ≤ 1, ϕ|BR0+1/4 = 0, ϕ|Bc
R0+3/4 = 1, and

abbreviate B := BR0+1\BR0 . By Theorem 3.1 and our assumptions on V (i), we get

∇(ϕV (i)) ∈ Lqi(R3)9, ϕ V (i)|Bc
R0+1 = V (i)|Bc

R0+1 ∈ Lsi(Bc
R0+1)3 (i ∈ {1, 2}). (6.7) T6.20.20

Since ∇ϕ · V ∈ C∞0 (B) and divV = 0, we have
∫
B∇ϕ · V dx = 0. Thus we may apply

Theorem 3.7, setting D := D(2, 1, R0, R0 + 1)(−∇ϕ · V |B). Note that D ∈ C∞0 (B)3.

We further define Ṽ , Π̃, F̃ as the zero extension to R3 of (1 − ϕ)V + D, (1 − ϕ) Π and
−2

∑3
k=1 ∂kϕ∂kV −∆ϕV +τ ∂1ϕV −∆D+τ ∂1D+λD+Π∇ϕ, respectively. By the choice

of D and Theorem 3.7, we have div Ṽ = 0. Moreover Ṽj , Π̃ ∈ C∞(R3) (1 ≤ j ≤ 3), F̃ ∈
C∞0 (B)3, the pair (Ṽ , Π̃) satisfies (4.5) with V, Π, G replaced by Ṽ , Π̃, F̃ , respectively.

Since F̃ ∈ C∞0 (B)3, we may apply Corollary 4.5, allowing us to choose functions W ∈
C∞(R3)3, Γ ∈ C∞(R3) such that the pair (W,Γ) solves (4.5) with V, Π, G replaced by
W, Γ, F̃ , respectively, and such that in addition W ∈ W 2,2(R3)3 in the case λ 6= 0, and
W ∈ Lp(R3)3 for p ∈ (2,∞), ∇W ∈ Lp(R3)9 for p ∈ (4/3, ∞), D2W ∈ Lp(R3)27 for
p ∈ (1,∞) if λ = 0. At this point we may conclude that ϕV (1) − ϕV (2) − W + D =
Ṽ − W ∈ W 1,1

loc (R3)3, div (Ṽ − W ) = 0, and the function Ṽ − W satisfies (4.1) with

A = R3, G = 0, V = Ṽ − W . Recalling (6.7) and the relations D ∈ C∞0 (B), W ∈
C∞(R3)3 ∩ Lp(R3) for p > 2, we see we may apply Theorem 6.1 with V (1), V (2), V (3)

replaced by ϕV (1), −ϕV (2), −W + D, respectively. This theorem yields that ϕV (1) −
ϕV (2) −W + D = 0, that is, Ṽ −W = 0. As a consequence, in view of (6.6), we have
V |Bc

R0+1 = Ṽ |Bc
R0+1 = W |Bc

R0+1. This equation, (6.6) and the integrability properties

of W listed above yield that V ∈ W 2,2(Ω
c
)3 if λ 6= 0, as well as V ∈ Lp(Ω

c
)3 for p ∈
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(2,∞), ∇V ∈ Lp(Ωc
)9 for p ∈ (4/3, ∞), D2V ∈ Lp(Ωc

)27 for p ∈ (1,∞) if λ = 0. Now
choose p = 2 in the case λ 6= 0, and p = 3 if λ = 0. Then, by the integrability properties of
V we have just proved, it follows that V ∈W 1,p(Ω

c
)3 and ∇V ∈ Lp′(Ωc

)9 Since V |∂Ω = 0
by our assumptions, we get V ∈ W 1,p

0 (Ω
c
)3. But divV = 0 also by our assumptions, so

Theorem 3.2 yields there is a sequence (φn) in C∞0 (Ω
c
)3 with divφn = 0 for n ∈ N and

‖V − φn‖1,p → 0. Using φn as test function in (4.1), letting n tend to infinity, and taking
account of the fact that ∇V ∈ Lp′(Ω)9, we arrive at an equation whose real part is given
by ‖V ‖22 + <

∫
Ω

c ∂1V · V dx + γ(V ) = 0, where γ(V ) = 0 if λ = 0, and γ(V ) := <λ ‖V ‖22
else. Fix some function ψ ∈ C∞0 (B2) with ψ|B1 = 1, and define ψn(x) := ψ(n−1 x) for
x ∈ R3, n ∈ N. Then ψn ∈ C∞0 (B2n), ψn|Bn = 1, and |∇ψn|∞ ≤ Cn−1. On the other
hand, since ∂1V ∈ Lp

′
(Ω

c
)3, V ∈ Lp(Ωc

)3 by our choice of p, hence ∂1V · V ∈ L1(Ω
c
)3, we

have
∫

Ω
c ∂1V · V dx = limn→∞

∫
Ω

c ∂1V · V ψn dx. But V ∈ C∞(R3)3, so obviously

<
∫

Ω
c
∂1V · V ψn dx = <

∫
Ω

c

[
∂1(<V ) · <V + ∂1(=V ) · =V

]
ψn dx = −

∫
Ω

c
|V |2 ∂1ψ dx/2.

It is also obvious that |V |2 ∈ Lr(Ω
c
) for any r ∈ (1,∞), and

( ∫
Ω

c |∂1ψn|s dx
)1/s ≤

Cn−1+3/s for s ∈ (1,∞). Therefore
∫

Ω
c |V |2 ∂1ψ dx→ 0 for n→∞, so we obtain ‖∇V ‖22 +

γ(V ) = 0. As a consequence ∇V = 0, and we may conclude with Corollary 3.2 that V = 0.
�

7. Oseen resolvent estimates.

In this section, we derive some estimates of solutions to (1.18), with upper bounds depend-
ing on λ in an explicit way (”resolvent estimates”). We begin by presenting two corollaries
where we collect some features of these solutions following immediately from the existence
results in Theorem 4.7 and 4.9, and from the uniqueness properties stated in Theorem 6.2
and Corollary 3.2. The notation we introduce for these solutions in the two corollaries in
question will be used frequently in the rest of this paper.

〈corollaryC7.10〉
Corollary 7.1 Let λ ∈ Kτ\{0}. For any G ∈ ∪q∈(1,∞)L

q(Ω
c
)3 or G ∈ ∪q∈(1,∞)L

q(R3)3,

there is a unique function V := V(λ,G) ∈ ∪q∈(1,∞)W
2,q(Ω

c
)3 and a unique function

Π := Π(λ,G) ∈ ∪q∈(1,∞)W
1,q
loc (Ω

c
) such that

∫
ΩS+1

Π dx = 0 and the pair (V,Π) solves

(1.18), with G|Ωc
instead of G if G ∈ ∪q∈(1,∞)L

q(R3)3. If p ∈ (1,∞) and G ∈ Lp(Ωc
)3 ∪

Lp(R3)3, then V ∈W 2,p(Ω
c
)3 and ∇Π ∈ Lp(Ωc

)3. In particular, if G ∈ C∞0 (Ω
c
)3, we have

V ∈W 2,p(Ω
c
)3 and ∇Π ∈ Lp(Ωc

)3 for any p ∈ (1,∞).

〈corollaryC7.20〉
Corollary 7.2 For any G ∈ ∪q∈(1,2)L

q(Ω
c
)3 or G ∈ ∪q∈(1,2)L

q(R3)3, there is a unique

function V := V(0, G) ∈ W 2,1
loc (Ω

c
)3 and a unique function Π := Π(0, G) ∈ W 1,1

loc (Ω
c
)

such that
∫

ΩS+1
Π dx = 0, V ∈ ∪q∈(2,∞)L

q(Ω
c
)3, ∇V ∈ ∪q∈(4/3,∞)L

q(Ω
c
)9, D2V ∈

∪q∈(1,∞)L
q(Ω

c
)27, ∇Π ∈ ∪q∈(1,∞)L

q(Ω
c
)3, and such that (1.18) holds with λ = 0, and with

with G|Ωc
instead of G if G ∈ ∪q∈(1,2)L

q(R3)3. If p ∈ (1, 2) and G ∈ Lp(Ωc
)3 ∪ Lp(R3)3,

then V ∈ L2 p/(2−p)(Ω
c
)3, ∇V ∈ L4 p/(4−p)(Ω

c
)9, D2V ∈ Lp(Ω

c
)27, ∇Π ∈ Lp(Ω

c
)3, in

particular V |ΩR ∈ W 2,p(ΩR)3 for R > 0 with Ω ⊂ BR. Moreover, if G ∈ C∞0 (Ω
c
)3, then
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V ∈ Lp(Ω
c
)3 for p ∈ (2,∞), ∇V ∈ Lp(Ω

c
)9 for p ∈ (4/3, ∞), D2V ∈ Lp(Ω

c
)27 and

∇Π ∈ Lp(Ωc
)3 for p ∈ (1,∞).

The inequalities stated in the next theorem are preliminary versions of our resolvent esti-
mates. In these first versions, the unknowns still appear on the right-hand side.

〈corollaryC7.30〉
Corollary 7.3 Let λ ∈ Kτ and G ∈ C∞0 (Ω

c
)3. Put V := V(λ,G), Π := Π(λ,G). Then

V ∈ C∞(Ω
c
)3 and Π ∈ C∞(Ω

c
). There is c0 ∈ C such that Π + c0 ∈ Lp(Ω

c
) for p ∈

(3/2, ∞). Abbreviate B := BS+1\BS , Kq(G,V,Π) := ‖G‖q + ‖∇V |ΩS+1‖q + ‖Π|ΩS+1‖q
for q ∈ (1,∞). Then ‖V ‖p ≤ C(p, q)Kq(G,V,Π) for q ∈ (1, 2), p ∈

(
(1/q − 1/2)−1, ∞

)
if q ≥ 3/2, p ∈

(
(1/q − 1/2)−1, (1/q − 2/3)−1

)
if q < 3/2, and p = 6 if q = 6/5.

Moreover ‖∇V ‖p ≤ C(p, q, c0)Kq(G,V,Π) for q ∈ (1, 3], p ∈
(

(1/q − 1/4)−1, (1/q −
1/3)−1

)
, and p = 2 if q = 6/5. Furthermore ‖D2V |ΩR‖q ≤ C(q,R)Kq(G,V,Π) for q ∈

(1,∞), R ∈ (0,∞) with Ω ⊂ BR, and ‖D2V ‖2 ≤ CK2(G,V,Π). In addition, if λ 6= 0, we
have |λ|2+4 (−1/q+1/p) ‖V ‖p ≤ C(p, q)Kq(G,V,Π) for q ∈ (1, 2], p ∈ [q, 2]. We further have
‖∇Π‖q ≤ C(q)Kq(G,V,Π) for q ∈ (1,∞). Finally

‖∇V ‖2 + ‖Π + c0‖2 ≤ C (‖G|Ωc‖−1,2 + ‖V |B‖2 + ‖Π|B‖−1,2), (7.1) C7.30.60

with c0 as above, and

‖V ‖p ≤ C(p) (‖G|Ωc‖−1,2 + ‖V |B‖2 + ‖Π|B‖−1,2) for p ∈ (4, 6). (7.2) C7.30.70

Proof: By Corollary 4.4, we have V ∈ C∞(Ω
c
)3 and Π ∈ C∞(Ω

c
). Moreover Corollary

4.3 yields

V |ΩR ∈W 2,p(ΩR)3, Π|ΩR ∈W 1,p(ΩR) for p ∈ (1,∞), R ∈ (0,∞) with Ω ⊂ BR. (7.3) C7.30.100

Recall that B = BS+1\BS . Choose some function ϕ ∈ C∞0 (R3) satisfying the relations
0 ≤ ϕ ≤ 1, ϕ|BS+1/4 = 1, ϕ|Bc

S+3/4 = 0. Then ∇ϕ · V ∈ C∞0 (B). Recalling that the pair

(V,Π) is a solution to (1.18), we note that V |∂Ω = 0 and divV = 0, so
∫
B∇ · V dx = 0.

Therefore we may apply Theorem 3.7, setting D := D(2, 1, S, S + 1)(∇ϕ · V |B). This
means in particular that D ∈ C∞0 (B)3. Moreover, taking account of the last statement of
Theorem 3.7, we get

‖D‖2,p ≤ C(p) ‖∇ϕ · V ‖1,p ≤ C(p) ‖V |B‖1,p for p ∈ (1,∞). (7.4) C7.30.110

Let Ṽ , Π̃, H denote the zero extension to R3 of (1−ϕ)V+D, (1−ϕ) Π and 2
∑3

k=1 ∂kϕ∂kV
+∆ϕV − τ ∂1ϕV − ∆D + τ ∂1D + λD − Π∇ϕ, respectively. By Theorem 3.7 and the
choice of D, we have div Ṽ = 0. Thus the pair (Ṽ , Π̃) solves (4.5) with V, Π, G replaced
by Ṽ , Π̃ and (1 − ϕ)G + H, respectively. In view of Corollary 7.1 and 7.2, we know
that V ∈ Lp(Ω

c
)3 and ∇V ∈ Lr(Ω

c
)9 for certain p, r ∈ (1,∞). Therefore, and be-

cause of the relations D ∈ C∞0 (B)3 and (7.3), an analogous property is true for Ṽ and

∇Ṽ , respectively. On the other hand, since (1 − ϕ)G + H ∈ C∞0 (R3)3, the functions
V := E(λ) ∗P2

(
(1−ϕ)G+H

)
, Π := Q2

(
(1−ϕ)G+H

)
, satisfy all the properties listed

in Corollary 5.3, with V , Π, (1− ϕ)G+H in the place of V, Π, G, respectively. Thus we
may apply Theorem 6.1 to obtain Ṽ = V . Corollary 3.2 then implies there is c0 ∈ C with
Π̃ + c0 = Π. In view of the choice of ϕ, and because D ∈ C∞0 (B)3, we may conclude that

V |Bc
S+1 = Ṽ |Bc

S+1 = V |Bc
S+1, Π + c0|Bc

S+1 = Π̃ + c0|Bc
S+1 = Π|Bc

S+1. (7.5) C7.30.120
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From (7.3), (7.5) and the fact that Π possesses all the properties stated for Π in Corollary
5.3, we may conclude that Π + c0 ∈ Lp(Ω

c
) for p ∈ (3/2, ∞), which is the first claim of

Corollary 7.3. Due to (7.4), we get

‖H‖p ≤ C(p) (‖V |‖1,p + ‖Π|B‖p) for p ∈ (1,∞). (7.6) C7.30.80

Since V |∂Ω = 0, Poincaré’s inequality applied on ΩS+1 yields

‖G‖p + ‖V |B‖1,p + ‖Π|B‖p ≤ C(p)Kp(G,V,Π) for p ∈ (1,∞). (7.7) C7.30.130

At this point we observe that the functions V and Π may be estimated by applying Corol-
lary 5.1 with G replaced by (1− ϕ)G+H, and then referring to (7.6) and (7.7). Taking
account of the equations V = Ṽ and Π = Π̃+c0, we thus see that the inequalities in Corol-
lary 7.3 up to but excluding (7.1), with Ṽ , Π̃ in the role of V and Π, respectively, follow
from Corollary 5.1. Put W := ϕV − D, Γ := ϕΠ. Then W ∈ C∞(Ω

c
)3, Γ ∈ C∞(Ω

c
),

and the equations in (4.5) hold with V, Π, G replaced by W, Γ, ϕG − H, respectively.
From (7.3), we conclude that W |ΩS+1 ∈ W 2,q(ΩS+1)3 and Π|ΩS+1 ∈ W 1,q(ΩS+1) for any
q ∈ (1,∞). Moreover, since D ∈ C∞0 (B)3 and by the choice of ϕ and G, we have ϕG−H ∈
C∞0 (ΩS+1)3, W |Bc

S+3/4 = 0, Γ|Bc
S+3/4 = 0 and W |∂Ω = V |∂Ω = 0. This means in par-

ticular that W |ΩS+1 ∈ W 1,q
0 (ΩS+1)3 for any q ∈ (1,∞). Thus we see that we may apply

Theorem 4.6, in particular the estimate at the end of this theorem, as well as Corollary 4.6
with A = ΩS+1 and with V, Π, G replaced by W |ΩS+1, Γ|ΩS+1, ϕG −H|ΩS+1, respec-
tively. Again taking account of (7.6) and (7.7), and recalling that W and Γ vanish outside
BS+1, we see that the first, second and fifth (if λ 6= 0) inequality in Corollary 7.3 with
V replaced by W on the left-hand side follow from Corollary 4.6. Inequalities (7.6) and
(7.7) and the estimate at the end of Theorem 4.6 yield that ‖D2W‖q + ‖∇Π‖q is bounded
by C(q)Kq(G,V,Π) for q ∈ (1,∞). This means that the third, forth and sixth estimate in
Corollary 7.3 hold with V, Π replaced by W, Γ, respectively, on the left-hand side. Since
V = Ṽ +W, Π = Π̃ + c0 + Γ, we have thus proved the estimates up to but excluding (7.1)
in Corollary 7.3.

In order to derive (7.1) and (7.2), take γ ∈ C∞0 (R3)3. With (3.1), we get ‖γ|B‖2 ≤
C ‖γ|B‖6 ≤ C ‖γ|BS

c‖6 ≤ C ‖∇γ‖2. Moreover, by Theorem 3.7, in particular by its last
statement, we obtain ‖D‖1,2 ≤ C ‖∇ϕ · V ‖2 ≤ ‖V |B‖2. Using these estimates, as well as
the relations D ∈ C∞0 (B)3 and supp(∇ϕ) ⊂ B, we get∣∣∣∫

R3

∆D · γ dx
∣∣∣ ≤ C ‖∇D‖2 ‖∇γ‖2 ≤ C ‖V |B‖2 ‖∇γ‖2,

∣∣∣λ ∫
R3

D · γ dx
∣∣∣ ≤ C ‖D‖2 ‖γ|B‖2 ≤ C ‖V |B‖2 ‖∇γ‖2,

∣∣∣∫
R3

3∑
k=1

∂kϕ∂kV · γ dx
∣∣∣ =

∣∣∣∫
R3

(∆ϕγ +
3∑

k=1

∂kϕ∂kγ) · V dx
∣∣∣ ≤ C ‖V |B‖2 ‖∇γ‖2,

∣∣∣∫
R3

Π∇ϕ · γ dx
∣∣∣ ≤ ‖Π|B‖−1,2 ‖∇ϕ · γ‖1,2 ≤ C ‖Π|B‖−1,2 ‖∇γ‖2.

It is obvious how to handle the remaining terms of the integral
∫
R3 H ·γ dx. Thus, collecting

the preceding estimates, we arrive at the inequality ‖H‖−1,2 ≤ C (‖V |B‖2 + ‖Π|B‖−1,2).
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Noting that supp(1 − ϕ) ⊂ BS+1/4
c

and Ω ⊂ BS , we obtain (1 − ϕ) γ ∈ C∞0 (Ω
c
)3 for

γ ∈ C∞0 (R3)3. On recalling that supp(∇ϕ) ⊂ B and ‖γ|B‖2 ≤ C ‖∇γ‖2, we further find
that ‖∇

(
(1 − ϕ) γ

)
‖2 ≤ C ‖∇γ‖2. As a consequence ‖(1 − ϕ)G‖−1,2 ≤ C ‖G|Ωc‖−1,2. In

view of the estimate of ‖H‖−1,2 given further above, this means

‖(1− ϕ)G+H‖−1,2 ≤ C (‖G|Ωc‖−1,2 + ‖V ‖2 + ‖Π|B‖−1,2). (7.8) C7.30.140

Next we remark that the functions V and Π may be estimated by making use of Theorem
5.3 and Lemma 5.1 with G replaced by (1 − ϕ)G + H. Again recalling that V = Ṽ and
Π = Π̃ + c0, we may then conclude that inequalities (7.1) and (7.2) with V, Π replaced by
Ṽ , Π̃, respectively, follow from Theorem 5.3, Lemma 5.1 and (7.8).

In order to estimate W and Γ, we fix a function ζ ∈ C∞0 (B) with ζ ≥ 0 and
∫
B ζ dx > 0.

Put cζ :=
(∫

B ζ dx)−1
∫
B Γ ζ dx. Corollary 4.5 with A = ΩS+1 and with G replaced by

ϕG−H|ΩS+1 imply that

‖W‖1,2 + ‖W‖p + ‖Γ− cζ |ΩS+1‖2 ≤ C(p) ‖ϕG−H|ΩS+1‖−1,2 for p ∈ (4, 6).

Obviously ‖ϕG−H|ΩS+1‖−1,2 ≤ ‖ϕG−H|Ω
c‖−1,2, so we may conclude with the estimate

of ‖H‖−1,2 we derived above that for p ∈ (4, 6),

‖W‖1,2 + ‖W‖p + ‖Γ− cζ |ΩS+1‖2 ≤ C(p) (‖G|Ωc‖−1,2 + ‖V |B‖2 + ‖Π|B‖−1,2).

Since V = Ṽ +W, Π = Π̃+c0+Γ, we arrive at inequalities (7.1) and (7.2), but we still have
to add the term C · ‖cζ |ΩS+1‖2 on the right-hand side of (7.1). However, since ζ ∈ C∞0 (B),
hence ϕ ζ ∈ C∞0 (B), we get with Poincaré’s inequality on B and the definition of Γ that

‖cζ |ΩS+1‖2 ≤ C |cζ | ≤ C
∣∣∣∫
B

Πϕ ζ dx
∣∣∣ ≤ C ‖Π|B‖−1,2 ‖ϕ ζ‖1,2 ≤ C ‖Π|B‖−1,2. (7.9) C7.30.150

In the last inequality, we subsumed the term ‖ϕ ζ‖1,2 in the constant C. Estimate (7.9)
completes the proof of (7.1). �

The ensuing two theorems are the key elements of the proof of our resolvent estimates.
〈theoremT7.10〉

Theorem 7.1 Let λ ∈ Kτ , q ∈ (1, 2), G ∈ Lq(Ωc
)3. Then ‖V(λ,G)‖p1 ≤ C(p1, q) ‖G‖q

for p1 ∈
(

(1/q − 1/2)−1, ∞
)

if q ≥ 3/2, p1 ∈
(

(1/q − 1/2)−1, (1/q − 2/3)−1
)

in the
case q < 3/2, and p1 = 6 if q = 6/5. Moreover ‖∇V(λ,G)‖p2 ≤ C(p2, q) ‖G‖q for
p2 ∈

(
(1/q−1/4)−1, (1/q−1/3)−1

)
, and p2 = 2 if q = 6/5. In addition, if λ 6= 0, we have

|λ|2+4 (−1/q+1/p) ‖V(λ,G)‖p3 ≤ C(3, q) ‖G‖q for p3 ∈ [q, 2]. Finally ‖D2V(λ,G)|ΩR‖q ≤
C(q,R) ‖G‖q for q ∈ (1,∞), R ∈ (0,∞) with Ω ⊂ BR, and ‖∇Π(λ,G)‖q ≤ C(q) ‖G‖q for
q ∈ (1,∞).

Proof: We proceed by contradiction, similarly to the approach by Kozono, Sohr [33] and
Borchers, Sohr [5]. Take p1, p2, p3 as in the theorem, and let R ∈ [S + 1, ∞). Abbreviate
κ := 2 + 4 (−1/q + 1/p3). Suppose there is no constant C0 > such that

‖V(%, φ)‖p1 + ‖∇V(%, φ)‖p2 + sup
T>0
|%|κ ‖χBT

V(%, φ)‖p3 + ‖D2V(%, φ)|ΩR‖q (7.10) T7.10.60

+‖∇Π(%, φ)‖q ≤ C0 ‖φ‖q for φ ∈ C∞0 (Ω
c
)3, % ∈ Kτ .
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Then, for any n ∈ N, there is some %n ∈ Kτ and some function φn ∈ C∞0 (Ω
c
)3 with γn ≥

n ‖φn‖q, where γn := ‖V(%n, φn)‖p1 + ‖∇V(%n, φn)‖p2 + supT>0 |%n|κ ‖χBT
V(%n, φn)‖p3 +

‖D2V(%n, φn)|ΩR‖q+‖∇Π(%n, φn)‖q. Note that by the regularity properties listed in Corol-
lary 7.1 (%n 6= 0) or (7.2) (%n = 0), we have γn < ∞ for n ∈ N. This is true even
if %n = 0 for some n ∈ N, in which case the function V(%n, φn) need not belong to
Lp3(Ω

c
)3. However the term supT>0 |%n|κ ‖χBT

V(%n, φn)‖p3 then vanishes. We do not
use the expression |%n|κ ‖V(%n, φn)‖p3 for % ∈ Kτ , φ ∈ C∞0 (Ω

c
)3 because in the case

% = 0, it might lead to products of the form 0 · ∞, which we want to avoid. Define
vn := γ−1

n V(%n, φn), σn := γ−1
n Π(%n, φn), gn := γ−1

n φn for n ∈ N. Then Corollary 7.1 –
7.3 yield vn ∈ C∞(Ω

c
)3, σn ∈ C∞(Ω

c
)3, vn|ΩR ∈W 2,q(ΩR)3,

−∆vn + τ ∂1vn + %n vn +∇σn = gn, div vn = 0, vn|∂Ω = 0 for n ∈ N. (7.11) T7.10.70

Since γn ≥ n ‖φn‖q, we further get

‖vn‖p1 + ‖∇vn‖p2 + sup
T>0
|%n|κ ‖χBT

vn‖p3 + ‖D2vn|ΩR‖q + ‖∇σn‖q = 1 ≥ n ‖gn‖q (7.12) T7.10.80

for n ∈ N. As a first consequence of (7.12), we note that ‖gn‖q → 0. By the choice
of Π(%n, φn) (Corollary 7.1 and 7.2), we have

∫
ΩS+1

σn dx = 0, hence by a Poincaré’s

inequality ‖σn|ΩS+1‖q ≤ C(q) ‖∇σn|ΩS+1‖q ≤ C(q) ‖∇σn‖q for n ∈ N. Thus we may
conclude from (7.12) that the sequence (σn|ΩS+1)n≥1 is bounded in W 1,q(ΩS+1). Since
p1 ≥ q, p2 ≥ q, R ≥ S+1, it further follows from (7.12) that the sequencee (vn|ΩS+1)n≥1 is
bounded in W 2,q(ΩS+1)3. We may conclude from (7.12) and from the preceding remarks on
(σn|ΩS+1)n≥1 that there is a subsequence of

(
(vn, σn, %n)

)
, also denoted by

(
(vn, σn, %n)

)
,

with the following properties: vn ⇀ V in Lp1(Ω
c
)3 for some V ∈ Lp1(Ω

c
)3, ∂lvn ⇀ V (l) in

Lp2(Ω
c
)3 for some V (l) ∈ Lp2(Ω

c
)3 (1 ≤ l ≤ 3), ∇σn ⇀ γ in Lq(Ω

c
)3 for some γ ∈ Lq(Ωc

)3,
‖vn|ΩS+1 − Z‖1,q → 0 for some Z ∈ W 1,q(ΩS+1)3, ‖σn|ΩS+1 − Y ‖q → 0 for some Y ∈
Lq(ΩS+1)3, and %n → % in C for some % ∈ Kτ . By considering the sequences (

∫
Ω

c vn·∂lψ dx)

and (
∫

Ω
c ∂lvn · ψ dx) with l ∈ {1, 2, 3}, ψ ∈ C∞0 (Ω

c
)3, we find that V ∈ W 1,1

loc (Ω
c
)3 and

∂lV = V (l) for 1 ≤ l ≤ 3. Similarly we get V |ΩS+1 = Z, Y ∈ W 1,1
loc (ΩS+1), ∇Y =

γ|ΩS+1. Since ∂lV = V (l) (1 ≤ l ≤ 3), we conclude that ∇V ∈ Lp2(Ω
c
)9. The equation∫

ΩS+1
σn dx = 0 for n ∈ N and the fact that ‖σn|ΩS+1−Y ‖q → 0 yield

∫
ΩS+1

Y dx = 0. We

further conclude that ‖vn−V |ΩS+1‖1,q → 0, so V |∂Ω = 0 by (7.11). The latter reference,
the relation ‖gn‖q → 0 and the equation ∂lV = V (l) (1 ≤ l ≤ 3) imply that divV = 0 and
that (4.1) as well as (4.2) hold with A = Ω

c
, G = 0, λ = %, and with the term −Π divψ

in (4.2) replaced by γ · ψ. Recalling that V ∈ Lp1(Ω
c
)3, ∇V ∈ Lp2(Ω

c
)9, we may now

apply Theorem 6.2 to obtain V = 0. Thus (4.2) reduces to the equation
∫

Ω
c γ · ψ dx = 0

for ψ ∈ C∞0 (Ω
c
)3, which means that γ = 0. Since ∇Y = γ|ΩS+1 and

∫
ΩS+1

Y dx = 0, as

mentioned above, we get Y = 0. In this way we arrive at the relations ‖vn|ΩS+1‖1,q → 0
and ‖σn|ΩS+1‖q → 0. On the other hand, referring to Corollary 7.3, with V, Π replaced
by vn = V(%n, γ

−1
n φn), σn = Π(%n, γ

−1
n φn), we see that the left-hand side of (7.12) is

bounded by a constant times ‖gn‖q + ‖vn|ΩS+1‖1,q + ‖σn|ΩS+1‖q, uniformly in n ∈ N.
But by what we have found before, this latter term tends to zero for n → ∞. Thus the
left-hand side of (7.12) must equally tend to zero, which is a contradiction. So we have
shown there is C0 > 0 such that inequality (7.10) holds for φ ∈ C∞0 (Ω

c
)3, uniformly in

% ∈ Kτ . In order to extend this result to G ∈ Lq(Ω
c
)3, fix some such function G, and
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let (φn) be a sequence in C∞0 (Ω
c
)3 with ‖G − φn‖q → 0. Let % ∈ Kτ . If % 6= 0, then the

estimate in Theorem 4.9 yields ‖V −Vn‖2,q → 0 and ‖∇Π−∇Πn‖q → 0, where we used the
abbreviations V = V(%,G), Π = Π(%,G), Vn = V(%, φn) and Πn = Π(%n, φn), for n ∈ N.
If % = 0, we use Theorem 4.7 to obtain ‖V − Vn‖2 q/(2−q) → 0, ‖∇(V − Vn)‖4 q/(4−q) →
0, ‖D2(V − Vn)‖q → 0 and ‖∇(Π − Πn)‖q → 0. On the other hand, since inequality
(7.10) was shown to be valid for φ ∈ C∞0 (Ω

c
)3, we see that the sequence (Vn) converges

in Lp1(Ω
c
)3, (∇Vn) in Lp2(Ω

c
)9, (|%|κ Vn) in Lp3(Ω

c
)3 if % 6= 0, (D2Vn|ΩR) in Lq(ΩR)27

and (∇Πn) in Lq(Ω
c
)3. Since Lp-convergence implies pointwise convergence a. e. of a

subsequence, we may now conclude that the limit functions of the preceding sequences are
V, ∇V, |%|κ V, D2V |ΩR and ∇Π, respectively. Thus inequality (7.10) remains valid when
φ is replaced by G. This proves the theorem. �

〈theoremT7.20〉
Theorem 7.2 Let p ∈ (4, 6), λ ∈ Kτ and G ∈ C∞0 (Ω

c
)3. Then, for some c0 ∈ R, we have

‖V(λ,G)‖p + ‖∇V(λ,G)‖2 + ‖Π(λ,G) + c0‖2 ≤ C(p) ‖G|Ωc‖−1,2. (7.13) ?T7.20.20?

Proof: We again proceed by contradiction. Suppose there is no constant C0 > 0 such
that

‖V(%, φ)‖p + ‖∇V(%, φ)‖2 + ‖Π(%, φ) + c(%, φ)‖2 ≤ C0 ‖φ|Ω
c‖−1,2 (7.14) T7.20.30

for % ∈ Kτ , φ ∈ C∞0 (Ω
c
)3, where c(%, φ) ∈ C is chosen in such a way that Π(%, φ)+c(%, φ) ∈

Lr(Ω
c
) for any r ∈ (3/2, ∞); see Corollary 7.3. Then, for any n ∈ N, there exists

%n ∈ Kτ and φn ∈ C∞0 (Ω
c
)3 such that γn ≥ n ‖φn|Ω

c‖−1,2, where γn := ‖V(%n, φn)‖p +
‖∇V(%n, φn)‖2 + ‖Π(%n, φn) + c(%n, φn)‖2. Note that γn < ∞ for n ∈ N by the choice of
c(%n, φn) and by Corollary 7.1 and 7.2. We define

vn := γ−1
n V(%n, φn), σn := γ−1

n

(
Π(%n, φn) + c(%n, φn)

)
, gn := γ−1

n φn for n ∈ N.

Then, as in the proof of Theorem 7.1, the pair (vn, %n) satisfies (7.11) (n ∈ N). The
regularity properties listed in Corollary 7.1 in the case %n 6= 0 and in Corollary 7.2 if %n = 0
are valid for vn, σn in the place of V and Π, respectively, and the first claim in Corollary
7.3 holds with Π = σn and c0 = 0. Moreover Corollary 7.3 yields vn,j , σn ∈ C∞0 (Ω

c
)3 for

n ∈ N, 1 ≤ j ≤ 3. The inequality γn ≥ n ‖φn|Ω
x‖−1,2 implies that

‖vn‖p + ‖∇vn‖2 + ‖σn‖2 = 1 ≥ n ‖gn|Ω
c‖−1,2 for n ∈ N. (7.15) T7.20.40

As a first consequence of (7.15), we note that ‖gn|Ω
c‖−1,2 → 0. Fix some function

ζ ∈ C∞0 (BS+1) with ζ|BS = 1. Put BS+1\BS . Since vn|∂Ω = 0 according to (7.11), and
because p > 2, vn ∈ Lp(Ω

c
)3, ∇vn ∈ L2(Ω

c
)9, it follows that ζ vn|ΩS+1 ∈ W 1,2

0 (ΩS+1)3

and ‖ζ vn|ΩS+1‖1,2 ≤ C(p) (‖vn‖p + ‖∇vn‖2), and similarly ‖vn|ΩS+1‖1,2 ≤ C(p) (‖vn‖p +
‖∇vn‖2), for n ∈ N. These observations, (7.15) and Theorem 3.3 allow us to choose a
subsequence of

(
(vn, σn, %n)

)
, also denoted by

(
(vn, σn, %n)

)
, with the following prop-

erties: vn ⇀ V in Lp(Ω
c
)3 for some V ∈ Lp(Ω

c
)3, ∂lvn ⇀ V (l) in L2(Ω

c
)3 for some

V (l) ∈ L2(Ω
c
)3 (1 ≤ l ≤ 3), ζ vn|ΩS+1 ⇀ Z in W 1,2

0 (ΩS+1)3 for some Z ∈ W 1,2
0 (ΩS+1)3,

‖vn|B − Y ‖1,2 → 0 for some Y ∈ W 1,2(B)3, σn ⇀ Π in L2(Ω
c
)3 for some Π ∈ L2(Ω

c
)3,

‖σn|B − Γ‖−1,2 → 0 for some Γ ∈ L2(B), and %n → % in C for some % ∈ Kτ . The relation
‖σn|B−Γ‖−1,2 → 0 for some Γ ∈ L2(B) is a consequence of Theorem 3.3. By the reasoning
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indicated in the proof of Theorem 7.1, we may conclude that V ∈ W 1,1
loc (Ω

c
)3, ∂lV = V (l)

for 1 ≤ l ≤ 3, ζ V |ΩS+1 = Z, V |B = Y, Π|B = Γ. Therefore ∇V ∈ L2(Ω
c
)9, ‖vn −

V |B‖2 → 0 and ‖σn − Π|B‖−1,2 → 0. Since ζ V |ΩS+1 = Z ∈ W 1,2
0 (ΩS+1)3, ζ|BS = 1

and Ω ⊂ BS , we get V |∂Ω = 0. Moreover, recalling that ∂lV = V (l) for 1 ≤ l ≤ 3 and
‖gn|Ω

c‖−1,2 → 0, we may deduce from (7.11) that divV = 0 and that (4.1) as well as
(4.2) hold with A = Ω

c
, G = 0 and λ = %. Since V ∈ Lp(Ωc

)3 and ∇V ∈ L2(Ω
c
)9, we

may at this point apply Theorem 6.2 to obtain V = 0. Now (4.2) yields
∫

Ω
c Π divψ = 0

for ψ ∈ C∞0 (Ω
c
)3, implying that Π ∈ W 1,1

loc (Ω
c
)3 with ∇Π = 0. As a consequence Π = c

a. e. for some c ∈ C (Corollary 3.2). But Π ∈ L2(Ω
c
), so Π = 0, in particular Γ = 0.

In this way we arrive at the relations ‖vn|B‖2 → 0 and ‖σn|B‖−1,2 → 0. On the other
hand σn ∈ L2(Ω

c
) by the choice of that function. Thus we may apply (7.1) and (7.2)

with V, Π replaced by vn = V(%n, γ
−1
n φn), %n = Π(%n, γ

−1
n φn) + γ−1

n c(%n, φn), to obtain
‖vn‖p+‖∇vn‖2 +‖σn‖2 ≤ C(p) (‖gn|Ω

c‖−1,2 +‖vn|B‖2 +‖%n|B‖−1,2) for n ∈ N. It follows
that the left-hand side of this estimate tends to zero for n→∞, which is a contradiction
to (7.15). As a consequence, there must be a constant C0 > 0 such that (7.14) holds. This
proves Theorem 7.2. �

〈theoremT7.40〉
Theorem 7.3 Let λ ∈ Kτ and G ∈ D−1,2

0 (Ω
c
)3. Then there is a unique function V :=

Ṽ(λ,G) ∈ D1,2
0 (Ω

c
)3 such that divV = 0,∫

Ω
c
(∇V · ∇ψ + τ ∂1V ψ + λV · ψ) dx = G(ψ) for ψ ∈ C∞0 (Ω

c
)3 with divψ = 0. (7.16) T7.40.10

This function V satisfies the inequality ‖V ‖p + ‖∇V ‖2 ≤ C(p) ‖G‖−1,2 for p ∈ (4, 6].

Proof: Since D1,2
0 (Ω

c
)3 ⊂ L6(Ω

c
)3, ∇W ∈ L2(Ω

c
)9 and W |∂Ω = 0 for W ∈ D1,2

0 (Ω
c
)3,

the uniqueness statement in Theorem 7.3 follows from Theorem 6.2. Concerning existence,
Theorem 3.6 yields a sequence (φn) in C∞0 (Ω

c
)3 with ‖G − φn‖−1,2 → 0. Therefore, by

(7.13), the sequence
(
V(λ, φn)

)
converges in L6(Ω

c
)3, and the sequence

(
∇V(λ, φn)

)
in

L2(Ω
c
)9. Thus there is a function V := Ṽ(λ,G) ∈ L6(Ω

c
)3∩W 1,1

loc (Ω
c
)3 with ∇V ∈ L2(Ω

c
)9

such that ‖V−V(λ, φn)‖6 → 0 and ‖∇V−∇V(λ, φn)‖2 → 0. Then ‖V−V(λ, φn)|ΩS‖1,2 →
0, so V |∂Ω = 0. We thus have found that V ∈ D1,2

0 (Ω
c
)3. The relations ‖V −V(λ, φn)‖6 →

0 and ‖∇V −∇V(λ, φn)‖2 → 0 and the fact that V(λ, φn) satisfies (1.18) with φn in the
place of G imply (7.16). Again referring to (7.13), we get V(λ, φn)‖p + ‖∇V(λ, φn)‖2 ≤
C ‖φn|Ω

c‖−1,2 for n ∈ N and p ∈ (4, 6). In view of the estimate in Theorem 3.5, the
preceding inequality also holds for p = 6. These observations imply the estimate stated in
Theorem 7.3. �

Theorem 7.4 For p ∈ (1,∞), the estimate ‖V(λ,G)‖p ≤ C(p) |λ|−2 ‖G‖p holds for G ∈
Lp(Ω

c
)3, λ ∈ Kτ\{0}.

Proof: Let λ ∈ Kτ\{0}. If p ∈ (1,∞), G ∈ Lp(Ωc
)3, we write V+(λ,G) for the solution

of (1.18) if µ = 1, and V−(λ,G) in the case µ = −1. The notation Π+(λ,G) and Π−(λ,G)
are to be understood in the same way. For p ∈ (1,∞), put Dp := Hp(Ω

c
) ∩W 2,p(Ω

c
)3 ∩

W 1,p
0 (Ω

c
)3, A±p (V ) := Pp(−∆V ±τ ∂1V +λV ) for V ∈ Dp, with Pp introduced in Theorem

2.1. Let p ∈ (1,∞), G ∈ Hp(Ω
c
), and abbreviate V := V±(λ,G), Π := Π±(λ,G). Then

V ∈W 2,p(Ω
c
)3, and the pair (V,Π) is a solution of (1.18) with µ = ±1; see Corollary 7.1.

In particular we have V |∂Ω = 0 (hence V ∈ W 1,p
0 (Ω

c
)3) and divV = 0. Thus Theorem
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3.2 implies that V ∈ Hp(Ω
c
). These observations mean that V ∈ Dp. Since ∇Π ∈ Lp(Ωc

)3

and the pair (V,Π) solves (1.18) with µ = ±1. (Corollary 7.1), it follows with the third
equation in Corollary 3.7 that A±p (V ) = Pp(G). Since G ∈ Hp(Ω

c
), this means A±p (V ) = G.

We have thus shown that A±p : Dp 7→ Hp(Ω
c
) is onto, with

A±p
(
V±(λ,G)

)
= G for G ∈ Hp(Ω

c
). (7.17) T7.30.20

Let V ∈ Dp with A±p (V ) = 0. Obviously −∆V ± τ ∂1V + λV ∈ Lp(Ω
c
)3, so we may

put Π := −Gp(−∆V ± τ ∂1V + λV ). Note that Π ∈ W 1,p
loc (Ω

c
) with ∇Π ∈ Lp(Ω

c
)3 by

Theorem 2.1. This latter reference and the assumption A±p (V ) = 0 imply the pair (V,Π)

is a solution of (4.5) with µ = ±1 and G = 0. Since V ∈ Dp ⊂W 1,p
0 (Ω

c
)3, we additionally

have V |∂Ω = 0, so the pair is a solution of (1.18) with G = 0, µ = ±1. Theorem 6.2
now yields V = 0. Thus the operator A±p is one-to-one. At this point we have found that

A±p : Dp 7→ Hp(Ω
c
) is bijective, with (7.17) implying

(A±p )−1(G) = V±(λ,G) for G ∈ Hp(Ω
c
). (7.18) T7.30.30

This latter equation, the fact that V±(λ,G) ∈ Dp, and Theorem 4.9 yield that (A±p )−1 :

Hp(Ω
c
) 7→ Hp(Ω

c
) is bounded.

Next we observe that by integrations by parts and the second equation in Corollary 3.7,
the equation

∫
Ω

c A+
p (V ) ·W dx =

∫
Ω V · A

−
p (W ) dx holds for V ∈ Dp, W ∈ Dp′ , and for

p ∈ (1,∞). It follows again with the second equation in Corollary 3.7 that the operator
(A−p′)

−1 ◦ Pp′ is dual in Lp(Ω
c
)3 to (A+

p )−1 ◦ Pp
(
p ∈ (1,∞)

)
.

Let the operator norm of linear bounded operators F : Lp(Ω
c
)3 7→ Lp(Ω

c
)3 be denoted by

‖| ‖|p, that is, ‖|F‖|p := sup{‖F(V )‖p/‖V ‖p : V ∈ Lp(Ω
c
)3, V 6= 0}, for p ∈

(
(1,∞).

Then a functional analytical principle allows us to deduce from the preceding result that

‖|(A+
p )−1 ◦ Pp‖|p = ‖|(A−p′)

−1 ◦ Pp′‖|p′
(
p ∈ (1,∞)

)
. (7.19) T7.30.40

Now let p ∈ (2,∞). Then p′ ∈ (1, 2), so by Corollary 7.3 we know that ‖V−(λ,G)‖p′ ≤
C(p′) |λ|−2 ‖G‖p′ for G ∈ Lp′(Ωc

)3. Using (2.1) and (7.18), we may conclude that ‖|(A−p′)
−1◦

Pp′‖|p′ ≤ C(p′) |λ|−2. In view of (7.19), we thus obtain ‖|(A+
p )−1 ◦ Pp‖|p ≤ C(p) |λ|−2.

Here p was arbitrarily taken from (2,∞). If p ∈ (1, 2), the preceding inequality follows
directly from Corollary 7.3, (7.18) and (2.1). In order to handle the case p = 2, we
interpolate between L3(Ω

c
)3 and L3/2(Ω

c
)3. To this end, we note that by (7.18) and

Lemma 7.2, we get (A+
3 )−1

(
P3(G)

)
= V+

(
λ, P3(G)

)
= V+(λ,G) = V+

(
λ, P3/2(G)

)
=

(A+
3/2)−1

(
P3/2(G)

)
for G ∈ L3(Ω

c
)3 ∩ L3/2(Ω

c
)3. Since we showed that the estimate

‖|(A+
p )−1 ◦ Pp‖|p ≤ C(p) |λ|−2 is valid for p ∈ (1,∞)\{2}, we may now conclude by the

Riesz-Thorin interpolation theorem that it holds for p = 2 as well. Thus we have proved
this estimate for any p ∈ (1,∞). Combining it with Lemma 7.2, (7.18) and (2.1), we finally
get ‖V+(λ,G)‖p = ‖V+

(
λ, Pp(G)

)
‖p = (A+

p )−1
(
Pp(G)

)
‖p ≤ C(p) |λ|−2 ‖Pp(G)‖p ≤

C(p) |λ|−2 ‖G‖p for G ∈ Lp(Ωc
)3, p ∈ (1,∞). �

We finish this section by pointing out some technical details about solutions to (1.18).
The first is an immediate consequence of Theorem 6.2 and the regularity properties of
solutions to (1.18) mentioned in Corollary 7.1, 7.2 and in Theorem 7.3.
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〈corollaryC7.50〉
Corollary 7.4 Let λ ∈ Kτ and p ∈ (1,∞), with either λ 6= 0 or p < 2. Let G ∈
Lp(Ω

c
)3 ∩ D−1,2

0 (Ω
c
)3. Then the function V(λ,G), as defined in Corollary 7.1 or 7.2,

and the function Ṽ(λ,G) introduced in Theorem 7.3 coincide. Therefore we will use the
notation V(λ,G) instead of Ṽ(λ,G) also if φ ∈ D−1,2

0 (Ω
c
)3.

〈corollaryC7.60〉
Corollary 7.5 Let p ∈ (1, 2], r ∈ (1, min{p, 6/5}). Put γ := (1/r − 1/3)−1. (Note that
γ ∈ (3/2, 2).) Let λ ∈ Kτ\{0}, L ∈ (0,∞), φ ∈ C∞0 (Ω

c
)3. Then |λ| ‖V(λ, χBL

φ)‖γ ≤
C(r, L) |λ|1/3 ‖φ‖p.

Proof: The estimate of the term |λ|2+4 (−1/q+1/p) ‖V(λ,G)‖p3 in Theorem 7.1, with q, p3

replaced by r and γ, respectively, implies |λ| ‖V(λ, χBL
φ)‖γ ≤ C(r) |λ|1/3 ‖χBL

φ‖r. Since
r ≤ p, we further have ‖χBL

φ‖r ≤ C(L) ‖φ‖p. �
〈corollaryC7.70〉

Corollary 7.6 Let G ∈ D−1,2
0 (Ω

c
)3 ∩ L2(Ω

c
)3 (hence V(0, G) ∈ D1,2

0 (Ω
c
)3; see Theorem

7.3). Then V(0, G) ∈ W 1,1
loc (Ω

c
)3, D2V(0, G) ∈ L2(Ω

c
)27, ∂1V(0, G) ∈ D−1,2

0 (Ω
c
)3, and

there exists a function Π(G) ∈ W 1,2(Ω
c
) such that (1.18) holds with V = V(0, G), Π =

Π(G) and λ = 0.

Proof: By Corollary 3.5, there is a sequence (φn) in C∞0 (Ω
c
)3 such that ‖G−φn‖−1,2 → 0

and ‖G− φn‖2 → 0. Then by Theorem 7.3,

‖V(0, G)−V(0, φn)‖6 + ‖∇
(
V(0, G)−V(0, φn)

)
‖2 → 0. (7.20) C7.70.10

Let m,n ∈ N. By Corollary 7.3, there are constants cn, cm, cm,n ∈ C such that the
functions Π(0, φn) + cn, Π(0, φm) + cm and Π(0, φn − φm) + cn,m belong to L2(Ω

c
). By

Corollary 7.2, we know that (1.18) with λ = 0 is satisfied with V(0, φi), Π(0, φi)+ ci, φi in
the role of V, Π, G, respectively, for i ∈ {m, n}, and also by V(0, φn−φm), Π(0, φn−φm)+
cn,m, φn−φm instead of V, Π, G, respectively. In view of the regularity properties listed in
Corollary 7.2, we may now apply Theorem 6.2 and Corollary 3.2 to obtain that V(0, φn)−
V(0, φm) = V(0, φn−φm), and Π(0, φn)+cn−

(
Π(0, φm)+cm

)
= Π(0, φn−φm)+cn,m. On

the other hand, we have ‖∇V(0, φn−φm)‖2 + ‖Π(0, φn−φm) + cn,m‖2 ≤ C ‖φn−φm‖−1,2

by Theorem 7.2. Moreover ‖∇
(

Π(0, φn − φm) + cn,m
)
‖2 ≤ C ‖φn − φm‖2 according to

Theorem 7.1, and the term ‖D2V(0, φn − φm)‖2 is bounded by

C (‖φn − φm‖2 + ‖∇V(0, φn − φm)|ΩS+1‖2 + ‖Π(0, φn − φm) + cn,m|ΩS+1‖2,

as follows from Corollary 7.3. Bringing all this together, we get

‖D2V(0, φn)−D2V(0, φm)‖2 + ‖Π(0, φn) + cn −
(

Π(0, φm) + cm
)
‖1,2

≤ C (‖φn − φm‖2 + ‖φn − φm‖−1,2).

Thus we see that the sequence
(
D2V(0, φn)

)
converges in L2(Ω

c
)27, and the sequence(

Π(0, φn)+cn
)

in W 1,2(Ω
c
). Let Π(G) denote the limit function of that latter sequence. It

follows with (7.20) that V(0, G) ∈ W 2,1
loc (Ω

c
)3, D2V(0, G) ∈ L2(Ω

c
)27, and ‖D2V(0, G) −

D2V(0, φn)‖2 → 0. Thus we may further conclude with (7.20) and Corollary 7.2 that
(1.18) is satisfied with V = V(0, G), Π = Π(G), λ = 0. It follows that ∂1V(0, G) =
∆V(0, G) − ∇Π(G) + G. Since ∂jV(0, G)k, Π(G) ∈ L2(Ω

c
) (1 ≤ j, k ≤ 3), it is obvious

that ∆V(0, G)−∇Π(G) +G ∈ D−1,2
0 (Ω

c
)3, so ∂1V(0, G) ∈ D−1,2

0 (Ω
c
)3. �

39



〈lemmaL7.20〉
Lemma 7.1 Let q ∈ (3/2, 2), G ∈ Lq(Ωc

)3. Then |V(0, G)|∞ ≤ C(q) ‖G‖q.

Proof: Since 2 q/(2 − q) ≥ q and 4 q/(4 − q) ≥ q, we may deduce from Corollary 7.2,
Theorem 4.7 and 6.2 that

‖V(0, G)|ΩS+1‖2,q ≤ C(q) (‖V(0, G)‖2 q/(2−q) + ‖∇V(0, G)‖4 q/(4−q) + ‖D2V(0, G)‖q)

≤ C(q) ‖G‖q.

It follows by a Sobolev inequality that |V(0, G)|ΩS+1|∞ ≤ C(q) ‖G‖q. If x ∈ Ω
c\ΩS+1, then

B1(x) ⊂ Ω
c
, so we obtain by an analogous reasoning that |V(0, G)|B1(x)|∞ ≤ C(q) ‖G‖q,

with a constant C(q) independent of x. �
〈lemmaL7.10〉

Lemma 7.2 Let λ ∈ Kτ , p ∈ (1, 2) in the case λ = 0, p ∈ (1,∞) if λ 6= 0, G ∈ Lp(Ωc
)3.

Then V(λ,G) = V
(
λ, P(G)

)
.

Proof: For ψ ∈ C∞0 (Ω
c
)3 with divψ = 0, we have

∫
Ω

c G ·ψ dx =
∫

Ω
c P(G) ·ψ dx (Theorem

2.1). Therefore (4.5) is satisfied with V = V(λ,G) and V = V
(
λ, P(G)

)
, each time

with the function G on the right-hand side. Thus, due to the integrability properties of
V(λ,G) and V

(
λ, P(G)

)
mentioned in Corollary 7.1 (λ 6= 0) and 7.2 (λ = 0), we may

apply Theorem 6.2, which yields V(λ,G) = V
(
λ, P(G)

)
. �

8. Resolvent estimates related to the perturbed Oseen prob-
lem (1.19).

We proceed as in the whole space case ([12, Section 4 and 5]). However, a new difficulty
arises: In the proof of Theorem 8.1, we need rather precise informations on the asymptotic
behaviour of solutions to (1.18) when |x| tends to infinity. In the whole space case, we
could exploit in this context that the velocity part of a solution to (4.5) with A = R3

and with G being solenoidal is given explicitly in the form E(λ) ∗ G. Here, however, we
have to rely on a different representation formula (equation (8.5)), due which our argument
becomes considerably more involved. This additional difficulty manifests itself in the proof
of Theorem 8.1. Otherwise we rather closely follow the reasoning in [12, Section 5 – 7],
often referring to the proofs given there.

〈lemmaL8.40〉
Lemma 8.1 Let λ ∈ Kτ , q ∈ (1, 2), φ ∈ D−1,2

0 (Ω
c
)3, and put V := V(λ, φ). Then B(V ) ∈

L2(Ω
c
)3 ∩ Lq(Ωc

)3 and P2

(
B(V )

)
∈ H2(Ω

c
) ∩ D−1,2

0 (Ω
c
)3 ∩ Lq(Ωc

)3. Let G ∈ Lq(Ω
c
)3

and set W := V(λ,G). Then B(W ) ∈ Lq(Ωc
)3. Moreover ‖P2

(
B(V )

)
‖∗ ≤ C ‖φ‖−1,2 and

‖Pq
(
B(W )

)
‖q ≤ C(q) ‖G‖q. We further have

‖P2

(
χBc

R
B(V )

)
‖∗ ≤ D1(R) ‖φ‖−1,2, ‖Pq

(
χBc

R
B(W )

)
‖q ≤ D2(q,R) ‖G‖q

for R ∈ (0,∞), with D1(R) → 0 and D2(q,R) → 0 for R → ∞. (The norm ‖ ‖∗ was
defined at the beginning of Section 2.)

Proof: Let q̃ ∈ {6/5, q, 2}. If q̃ ≥ 4/3 or if q̃ < 4/3 and (1/q̃− 3/4)−1 > 6, put p := 6. In
the case q̃ < 4/3 and (1/q̃−3/4)−1 ≤ 6, set p := [max{4, 1/q̃−1/3)−1}+(1/q̃−3/4)−1]/2.
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With this choice of p, we have p ∈ (4, 6], (1/q̃ − 1/p)−1 ∈ (4/3, 3] and (1/q̃ − 1/2)−1 ∈
(2,∞]; see the proof of [12, Lemma 9] for more details. The latter proof now yields Lemma
8.1 if we replace [12, (2.14) – (2.16)] by (1.5), [12, (3.39), (3.40)] by Theorem 7.3, and
[12, Theorem 4] by Theorem 2.1 and the first equation in Corollary 3.7. Also note that
L6/5(Ω

c
) ⊂ D−1,2

0 (Ω
c
) (Theorem 3.6). Concerning inequality [12, (4.6)], use Theorem 7.1

instead of [12, (3.16) and (3.17)]. �
〈lemmaL8.30〉

Lemma 8.2 Let q ∈ (1, 2), ε > 0, G ∈ Lq(Ωc
)3, F ∈ D−1,2

0 (Ω
c
)3 ∩ L2(Ω

c
)3. Then there

are functions φ, ψ ∈ C∞0 (Ω
c
)3 such that divφ = 0 = divψ,

‖P2

[
χBR
B
(
V(λ, F )−V(λ, φ)

) ]
‖∗ ≤ ε ‖F‖∗, ‖φ|Ωc‖∗ ≤ 2 ‖F‖∗,

‖Pq
[
χBR
B
(
V(λ,G)−V(λ, ψ)

) ]
‖q ≤ ε ‖G‖q, ‖ψ‖q ≤ 2 ‖G‖q,

for R ∈ (0,∞], λ ∈ Kτ .

Proof: Take R, λ as in the lemma. By Theorem 3.13, we know that P2(F ) ∈ D−1,2
0 (Ω

c
)3∩

H2(Ω
c
)3. Therefore by Theorem 3.11, we may choose a sequence (φn) in C∞0 (Ω

c
)3 with

divφn = 0 and ‖P2(F ) − φn‖∗ ≤ ‖F‖∗/n for n ∈ N. Lemma 7.2 states that V(λ, F ) =
V
(
λ,P2(F )

)
. Therefore by Lemma 8.1, for n ∈ N,

‖P2

[
χBR
B
(
V(λ, F )−V(λ, φn)

) ]
‖∗ ≤ C ‖P2(F )− φn‖−1,2 ≤ C ‖F‖∗/n. (8.1) L8.30.10

Since Pq(G) ∈ Hq(Ω
c
), we may choose a sequence (ψn) in C∞0 (Ω

c
)3 with divψn = 0 and

‖Pq(G)− ψn‖q ≤ C ‖G‖q/n for n ∈ N. Using Lemma 7.2 and 8.1 as in the proof of (8.1),
we further get ‖Pq

[
χBR
B
(
V(λ,G)−V(λ, ψn)

) ]
‖q ≤ C(q) ‖G‖q/n for n ∈ N. Lemma 8.2

follows by a suitable choice of n. �

The next lemma was proved in [12] without being stated explicitly there.
〈lemmaL8.60〉

Lemma 8.3 Let λ ∈ Kτ\{0}, R, R̃ ∈ (0,∞) with R̃ ≥ 2R + 3, q ∈ (1, 2), φ ∈ C∞0 (R3)3.
Take some γ ∈ (3/2, 2), and put s :=

[
(1/γ − 1/4)−1 + (1/γ − 1/3)−1

]
/2. Then

‖E(λ) ∗ (χB
R̃
φ)− E(0) ∗ (χB

R̃
φ)‖∞ + ‖∇

(
E(λ) ∗ (χB

R̃
φ)− E(0) ∗ (χB

R̃
φ)
)
‖s (8.2) L8.60.10

≤ C(γ) |λ|1/3 ‖φ|B
R̃
‖1;∣∣∣∫

Bc
R̃

(∂βE(%))(x− y)φ(y) dy
∣∣∣ ≤ C(R)

[
R̃−1/2 +

(
− ln(1− 1/R̃)

)1/2 ] ‖φ‖∗, (8.3) L8.60.20

∣∣∣∫
Bc

R̃

(∂βE(%))(x− y)φ(y) dy
∣∣∣ ≤ C(q,R) R̃−1−|β|/2+2/q′ ‖φ‖q (8.4) L8.60.30

for x ∈ BR+1, % ∈ {0, λ}, β ∈ N3
0 with |β| ≤ 1.

Proof: See [12, p. 221] for (8.2), and [12, p. 222-223] for (8.3) and (8.4). Note that in
[12, (4.7)] and in [12, p. 222 – 223], by mistake we wrote (1/2) ln

(
R̃/(R̃− 1)

)
instead of(

ln
(
R̃/(R̃− 1)

)1/2
.

〈theoremT8.10〉
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Theorem 8.1 Let R, R̃ ∈ (0,∞) with Ω ⊂ BR, R̃ ≥ 2R + 3. Let λ ∈ Kτ\{0}, q ∈
(1, 2), G ∈ C∞0 (Ω

c
)3 with divG = 0. Then

‖P2

[
χBR
B
(
V(λ,G)−V(0, G)

) ]
‖∗ (8.5) T8.10.10

≤
[
C(R, R̃) |λ|1/3 + C(R) R̃−1/2 + C(R)

(
− ln(1− 1/R̃)

)1/2 ] ‖G‖∗,
‖Pq

[
χBR
B
(
V(λ,G)−V(0, G)

) ]
‖q ≤

(
C(R, R̃, q) |λ|1/3 + C(R, q) R̃−1+2/q′

)
‖G‖q. (8.6) T8.10.20

Proof: Let ψ ∈ C∞0 (R3) with ψ|BR = 0, ψ|Bc
R+1 = 1. Put B := BR+1\BR, W (%) :=

E(%) ∗ G for % ∈ {0, λ}. Note that in particular G ∈ H2(R3), so P2(G) = G, Q2(G) = 0
by Theorem 3.12. Let % ∈ {0, λ}. Since P2(G) = G ∈ C∞(Ω

c
)3, the regularity properties

of W (%) correspond to those listed for V in Corollary 5.3. According to Theorem 5.1 and
because Q2(G) = 0, the equations in (4.5) hold with V = W (%), Π = 0. In particular
divW (%) = 0, ∇ψ · W (%) ∈ C∞0 (B), so that

∫
B∇ψ · W

(%) dx = 0. Thus the function

D(%) := D(2, 1, R,R+ 1)(−∇ψ ·W (%)|B) is well defined and belongs to C∞0 (B)3 (Theorem
3.7). Put Z(%) := ψW (%) + D(%),

F (%) := −∆ψW (%) − 2
3∑

k=1

∂kψ ∂kW
(%) + τ ∂1ψW

(%) −∆D(%) + τ ∂1D
(%) + %D(%).

Then F (%) ∈ C∞0 (B)3, and the function Z(%) inherits all the properties of W (%), as enu-
merated in Corollary 5.3 for V . Since B ⊂ BR

c
, D(%) ∈ C∞0 (B)3 and ψ|BR = 0, we have

Z(%)|BR = 0. There, in view of the definition of F (%), we see that the equations in (1.18)
are satisfied with V, G replaced by Z(%)|Ωc

, F (%) + ψG|Ωc
, respectively, and with Π = 0.

Now put F̃ (%) := −F (%) + (1 − ψ)G. Since F̃ (%) ∈ C∞0 (Ω
c
)3, the regularity properties

of V(%, F̃ (%)) (Corollary 7.1 or 7.2) are identical to those listed for V in Corollary 7.3.
Moreover (1.18) is satisfied with V, G, Π replaced by V(%, F̃ (%)), F̃ (%), Π(%, F̃ (%)), respec-
tively; see Corollary 7.1 or 7.2. (The function Π(%, F̃ (%)) will not be needed here.) In this
situation, Theorem 6.2 yields

V(%,G) = Z(%) + V(%, F̃ (%)) for % ∈ {0, λ}. (8.7) T8.10.25

The preceding equation is the representation formula for V(%,G) on which our proof of
Theorem 8.1 is based. As mentioned at the beginning of this section, the choice of a
suitable representation formula is a difficulty we did not encounter in the whole space case
([12, Theorem 14]). Since the equation Z(%)|BR = 0 implies χBR

B(Z(λ) − Z(0)) = 0, we
may deduce from (8.7) that

‖P2

[
χBR
B
(
V(λ,G)−V(0, G)

) ]
‖∗ = ‖P2

[
χBR
B
(
V(λ, F̃ (λ))−V(0, F̃ (0))

) ]
‖∗ (8.8) T8.10.26

≤ ‖P2

[
χBR
B
(
V(λ, F̃ (0))−V(0, F̃ (0))

) ]
‖∗ + ‖P2

[
χBR
B
(
V(λ, F (λ) − F (0))

) ]
‖∗.

The equation V(λ, F̃ (λ)) − V(λ, F̃ (0)) = V(λ, F̃ (λ) − F̃ (0)) we used here follows from
Theorem 6.2. Note that F̃ (λ) − F̃ (0) = −F (λ) + F (0). According to Corollary 7.3, we
have V(λ, F̃ (0)) ∈ C∞(Ω

c
)3 ∩ Lp(Ωc

)3 for p ∈ (1,∞). So, by taking account of Corollary
7.1 and 7.2, we may deduce from Theorem 6.2 that

V(λ, F̃ (0))−V(0, F̃ (0)) = V
(

0, −λV(λ, F̃ (0))
)
. (8.9) T8.10.27
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Thus with Theorem 3.6 (continuous imbedding of L6/5(Ω
c
) in D−1,2

0 (Ω
c
)), Lemma 8.1

(B
(
V(λ, F̃ (0)) −V(0, F̃ (0))

)
∈ Lp(Ωc

)3 for p ∈ (1, 2]), the first equation in Corollary 3.7
and (2.1), we arrive at the inequality

A := ‖P2

[
χBR
B
(
V(λ, F̃ (0))−V(0, F̃ (0))

) ]
‖∗ (8.10) T8.10.30

≤ C
∑

p∈{6/5, 2}

‖χBR
B
[
V
(

0, −λV(λ, F̃ (0))
) ]
‖p.

For r ∈ (1, 6/5), we set γ := γ(r) := (1/r − 1/3)−1. Then γ ∈ (3/2, 2). We further set

s := s(r) :=
[ (

1/γ(r)− 1/4
)−1

+
(

1/γ(r)− 1/3
)−1 ]

/2 for r ∈ (1, 6/5). Since γ > 3/2 >
4/3, we have (1/γ − 1/4)−1 > 2, so s > 2 ≥ p for any p ∈ [1, 2]. Choosing r = 11/10, we
may deduce from (8.10) that

A ≤ C(R)
∑

p∈{6/5, 2}

(
‖∇U |ΩR‖p ‖V

(
0, −λV(λ, F̃ (0))

)
‖∞

+‖U |ΩR‖(1/p−1/s)−1 ‖∇V
(

0, −λV(λ, F̃ (0))
)
‖s
)
.

Here it is important that s ≥ p for p ∈ {6/5, 2}. Next we use that ‖∇U |ΩR‖p ≤
C(R) ‖∇U‖3 and ‖U |ΩR‖(1/p−1/s)−1 ≤ C(R) ‖U‖∞ for p ∈ {6/5, 2}, and we apply Lemma
7.1 and Theorem 7.1, to obtain

A ≤ C(R) |λ| ‖V(λ, F̃ (0))‖γ . (8.11) T8.10.40

Here it is essential that γ ∈ (3/2, 2). Next, by the choice of r and γ, by Corollary 7.5 with
p = 2, and because supp(F̃ (0)) ⊂ BR+1, we find |λ| ‖V(λ, F̃ (0))‖γ ≤ C(R) |λ|1/3 ‖F̃ (0)‖2, so
that from (8.11),

A ≤ C(R) |λ|1/3 ‖F̃ (0)‖2. (8.12) T8.10.45

On the other hand, since F (λ) − F (0) ∈ C∞0 (B)3, Lemma 8.1 implies

‖P2

[
χBR
B
(
V(λ, F (λ) − F (0))

) ]
‖∗ ≤ C(R) ‖F (λ) − F (0)|Ωc‖−1,2 (8.13) T8.10.60

≤ C(R) ‖F (λ) − F (0)‖2,

with the last inequality being valid because B ⊂ ΩR+1, so ‖γ|B‖2 ≤ C(R) ‖∇γ‖2 for
γ ∈ C∞0 (Ω

c
)3 by Poincaré’s inequality on ΩR+1. From (8.8), (8.12) and (8.13), we may

conclude

‖P2

[
χBR
B
(
V(λ,G)−V(0, G)

) ]
‖∗ ≤ C(R) (|λ|1/3 ‖F̃ (0)‖2 + ‖F (λ) − F (0)‖2). (8.14) T8.10.70

Let us consider the right-hand side of (8.14). By Theorem 3.7, and because ∇ψ ·W (%) ∈
C∞0 (B)3 for % ∈ {0, λ}, we get ‖D(%)‖2,2 ≤ C(R) ‖∇ψ · W (%)‖1,2 ≤ C ‖W (%)|B‖1,2 and

‖D(λ) − D(0)‖2,2 = ‖D(2, 1, R,R + 1)
(
−∇ψ · (W (λ) − W (0))|B

)
‖2,2 ≤ C(R) ‖W (λ) −

W (0))|B‖1,2. Due to these inequalities and some additional, obvious estimates, we find

that ‖F̃ (0)‖2 ≤ C(R) ‖W (0)|B‖1,2 + ‖G‖2, and

‖F (λ) − F (0)‖2 ≤ C(R) ‖W (λ) −W (0))|B‖1,2. (8.15) T8.10.71
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Therefore from (8.14),

‖P2

[
χBR
B
(
V(λ,G)−V(0, G)

) ]
‖∗ (8.16) T8.10.80

≤ C(R) (|λ|1/3 ‖W (0)|B‖1,2 + |λ|1/3 ‖G‖2 + ‖W (λ) −W (0)|B‖1,2).

Thus we have reduced inequality (8.5) to estimates of W (0)|B and W (λ)−W (0)|B, similar
to the ones arising in the whole space case (Lemma 8.3, [12, proof of Theorem 14]). Since
B ⊂ BR+1, we get

‖W (λ) −W (0)|B‖1,2 ≤ C (A1 + A2 + A3), (8.17) T8.10.90

with A1 := ‖E(λ) ∗ (χB
R̃
G)− E(0) ∗ (χB

R̃
G)|BR+1‖2,

A2 :=
3∑
l=1

‖(∂lE(λ)) ∗ (χB
R̃
G)− (∂lE

(0)) ∗ (χB
R̃
G)|BR+1‖2,

A3 :=
∑

%∈{0, λ}

∑
β∈N3

0, |β|≤1

‖(∂βE(λ)) ∗ (χBc
R̃
G)|BR+1‖2,

where we used Theorem 5.1 in the definition of A2 and A3. We may estimate A1 and A3

in a first step by replacing the L2-norm by the L∞-norm, and A2 by a transition from
the L2- to the Ls-norm, with the exponent s = s(11/10) introduced above. (Recall that
s ≥ 2.) This gives rise to a constant C(R), which does not matter. Then we evaluate
A1 + A2 by inequality (8.2), which yields the upper bound C |λ|1/3 ‖G|B

R̃
‖1, and thus

C(R̃) |λ|1/3 ‖G|Ωc‖∗. Concerning A3, we refer to (8.3), and we use Lemma 3.4 in order to
estimate ‖G‖−1,2 by C ‖G|Ωc‖∗. In this way, we obtain the upper bound C(R)

[
R̃−1/2 +(

− ln(1 − 1/R̃)
)1/2 ] ‖G|Ωc‖ ∗ . Collecting the preceding estimates from (8.17) onwards,

we arrive at the inequality

‖W (λ) −W (0)|B‖1,2 (8.18) T8.10.100

≤
[
C(R, R̃) |λ|1/3 + C(R) R̃−1/2 + C(R)

(
− ln(1− 1/R̃)

)1/2 ] ‖G|Ωc‖ ∗ .

With (3.1), we find that

‖W (0)|B‖2 ≤ C(R) ‖W (0)|B‖6 ≤ C(R) ‖W (0)|BR
c‖6 ≤ C(R) ‖∇W (0)‖2.

But ‖∇W (0)‖2 ≤ C ‖G‖−1,2 by Theorem 5.3 and because P2(G) = G, as mentioned above.
Again using Lemma 3.4, we thus get ‖W (0)|B‖1,2 ≤ C(R) ‖G|Ωc‖∗. From this estimate,
(8.18) and (8.16), we arrive at (8.5).

Concerning (8.6), we start with an analogue of (8.8), that is,

‖Pq
[
χBR
B
(
V(λ,G)−V(0, G)

) ]
‖q

≤ ‖Pq
[
χBR
B
(
V(λ, F̃ (0))−V(0, F̃ (0))

) ]
‖q + ‖Pq

[
χBR
B
(
V(λ, F (λ) − F (0))

) ]
‖q.

As regards the first term on the right-hand side of the preceding inequality, we first apply
(2.1), then use equation (8.9). The second term may be handled by Lemma 8.1, which
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yields the upper bound C(R) ‖F (λ) − F (0)‖q. In this way we get

‖Pq
[
χBR
B
(
V(λ,G)−V(0, G)

) ]
‖q (8.19) T8.10.110

≤ C(q) ‖χBR
B
[
V
(

0, −λV(λ, F̃ (0))
) ]
‖q + C(q,R) ‖F (λ) − F (0)‖q.

In order to evaluate the first term on the right-hand side of (8.19), we choose r := (1 +
min{q, 6/5})/2, and then consider the parameters γ = γ(r), s = s(r) associated with this
value of r according to the definitions given above. Proceeding in the same way as in the
transition from (8.10) to (8.11), but with q in the role of p, we get

‖χBR
B
(
V(0, −λV(λ, F̃ (0))

)
‖q ≤ C(q,R) |λ| ‖V(λ, F̃ (0))‖γ .

Now we use Corollary 7.5 again, with q in the role of p. Due to the preceding choice of
r, this corollary yields |λ| ‖V(λ, F̃ (0))‖γ ≤ C(q,R) |λ|1/3 ‖F̃ (0)‖q. The preceding estimates
from (8.19) onwards lead to the inequality

‖Pq
[
χBR
B
(
V(λ,G)−V(0, G)

) ]
‖q ≤ C(q,R)

(
|λ|1/3 ‖F̃ (0)‖q + ‖F̃ (λ) − F̃ (0)‖q

)
. (8.20) T8.10.120

Since supp(F̃ (λ) − F̃ (0)) ⊂ B ⊂ BR+1, and by (8.15) and (8.17), we get ‖F (λ) − F (0)‖q ≤
C(R) ‖F (λ) − F (0)‖2 ≤ C(R) (A1 + A2 + A3), with A1, A2, A3 defined as in the passage
following (8.17). In order to evaluate these terms, we again change from the L2- to the L∞-
norm (A1 and A3), or to the Ls-norm (A2), but with the value of s = s(r) associated with
the preceding choice of r. On using (8.2) as above, we get A1 +A2 ≤ C(q) |λ|1/3 ‖G|B

R̃
‖1,

then evaluate ‖G|B
R̃
‖1 by C(R̃) ‖G‖q. As for A3, we apply (8.4), obtaining the upper

bound C(q,R) R̃−1+2/q′ ‖G‖q. In this way we arrive at the inequality

‖F̃ (λ) − F̃ (0)‖q ≤
(
C(R, R̃) |λ|1/3 + C(R) R̃−1+2/q′

)
‖G‖q. (8.21) T8.10.130

Theorem 3.7, in particular its last statement, and the relation ∇ψ · W (0) ∈ C∞0 (B),
yield that ‖D(%)‖2,q ≤ C(q,R) ‖∇ψ ·W (0)‖1,q ≤ C(q,R) ‖W (%)|B‖1,q. With this inequality

available, it is obvious that ‖F̃ (0)‖q ≤ C(q,R) ‖W (0)|B‖1,q + ‖G‖q. Now choose s1 :=
2 (1/q − 1/2)−1 if q ≥ 3/2, s1 :=

(
(1/q − 1/2)−1 + (1/q − 2/3)−1

)
/2 if q < 3/2, s2 :=(

(1/q − 1/4)−1 + (1/q − 1/3)−1
)
/2. Then Theorem 5.1 implies

‖W (0)|B‖1,q ≤ C(R) (‖W (0)|BR+1‖s1 + ‖∇W (0)|BR+1‖s2) ≤ C(q,R) ‖G‖q.

Therefore ‖F̃ (0)‖q ≤ C(q,R) ‖G‖q, so inequality (8.6) follows from (8.20), (8.21) and the
preceding estimate. �

〈corollaryC8.10〉
Corollary 8.1 Let R, R̃, λ and q be given as in Theorem 8.1. Then inequality (8.5) holds
for G ∈ L2(Ω

c
)3 ∩ D−1,2

0 (Ω
c
)3, and (8.6) for G ∈ Lq(Ωc

)3.

Proof: Suppose that G ∈ L2(Ω
c
)3 ∩ D−1,2

0 (Ω
c
)3. By Lemma 8.2, we may choose a se-

quence (Gn) in C∞0 (Ω
c
)3 with divGn = 0 and ‖Gn|Ω

c‖∗ ≤ 2 ‖G‖∗ for n ∈ N, as well as
‖P2

[
χBR
B
(
V(%,G) − V(%,Gn)

) ]
‖∗ → 0 (n → ∞), for % ∈ {0, λ}. Since ‖Gn|Ω

c‖∗ ≤
2 ‖G‖∗, and because Theorem 8.1 implies that inequality (8.5) holds with G replaced by
Gn for n ∈ N, we may conclude this latter inequality is even valid for the function G given
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in Corollary 8.1. The same kind of reasoning based on Lemma 8.2 is valid with respect to
(8.6). �

We recall that the space D(L) was introduced in (1.11), the operator BS in (2.2), and the
operator K in (2.2).

〈lemmaL8.70〉
Lemma 8.4 Let q ∈ [1, 6/5]. Then ‖BS(φ)‖q ≤ C(q) ‖φ‖2 for φ ∈ L2(Ω

c
)3. Moreover

BS(φ) ∈ L2(Ω
c
)3 for φ ∈W 2,2(Ω

c
)3.

Proof: See the proof of [12, Lemma 10]; use (1.5) instead of [12, (2.14)]. �
〈theoremT8.20〉

Theorem 8.2 Let ξ ∈ R, and let σ ∈ [0,∞) be an eigenvalue of the operator K+ξ P2◦BS ,
and G an associated eigenfunction (in particular G ∈ H ′2 ⊂ D(L); see the passage following
Theorem 2.2). Then G ∈ W 2,q(Ω

c
)3 for q ∈ (1, 6/5], and ‖∇G‖2 ≤ C(ξ) ‖G‖2, ‖G‖2,q ≤

C(ξ, σ, q) ‖G‖2 for q ∈ (1, 6/5].

Proof: Since G ∈ D(L), the estimate of ‖∇G‖2 follows by the same variational argument
as in the whole space case; see [12, proof of Theorem 15], with Lemma 8.4 in the role of
[12, Lemma 10], inequality (3.1) in that of [12, (2.10)], and Theorem 2.1 and Corollary
3.7 in the one of [12, Theorem 4]. Observing that −∆G − ξ BS(G) ∈ L2(Ω

c
)3 (Lemma

8.4), we may consider Π := G2

(
−∆G − ξ BS(G)

)
. Then Theorem 2.1 and the equation

(K+ξ P2◦BS)(G) = σG yield Π ∈W 1,2
loc (Ω

c
), ∇Π ∈ L2(Ω

c
)3, −∆G+σG+∇Π = ξ BS(G).

The equation divG = 0 follows from Lemma 3.2. Thus Lemma 8.4 and Theorem 4.1 imply
G ∈ W 2,q(Ω

c
)3 and ‖G‖2,q ≤ C(ξ, σ, q) ‖BS(G)‖q for q ∈ (1, 6/5]. The estimate of ‖G‖2,q

stated in Theorem 8.2 now follows from Lemma 8.4. �
〈theoremT8.30〉

Theorem 8.3 Put H := {G ∈ D1,2
0 (Ω

c
)3 ∩ W 1,2

loc (Ω
c
)3 : ∂1G ∈ D−1,2

0 (Ω
c
)3, D2G ∈

L2(Ω
c
)27, divG = 0}, A(G) := P2(−∆G+ τ ∂1G) for G ∈ H.

Then A : H 7→ D−1,2
0 (Ω

c
)3 ∩ H2(Ω

c
) is well defined, linear and bijective, with A−1(φ) =

V(0, φ) for φ ∈ D−1,2
0 (Ω

c
)3 ∩H2(Ω

c
).

Proof: Obviously −∆G + τ ∂1G ∈ L2(Ω
c
)3 for G ∈ H. Moreover, since ∂l∂mGj , ∂mGj ∈

L2(Ω
c
) for 1 ≤ j, l,m ≤ 3, we have ∆G ∈ D−1,2

0 (Ω
c
)3 for G ∈ H, hence −∆G + τ ∂1G ∈

D−1,2
0 (Ω

c
)3. At this point Theorem 3.13 implies that P2(−∆G + τ ∂1G) ∈ D−1,2

0 (Ω
c
)3 ∩

H2(Ω
c
) for G ∈ H. Thus A : H 7→ D−1,2

0 (Ω
c
)3 ∩H2(Ω

c
) is well defined.

Let φ ∈ D−1,2
0 (Ω

c
)3∩H2(Ω

c
). By Theorem 7.3 and Corollary 7.6, we have V(0, φ) ∈ H, and

there is a function Π(φ) ∈ W 1,2(Ω
c
) such that (1.18) holds with V = V(0, φ), Π = Π(φ)

and λ = 0. Since P2

(
∇Π(φ)

)
= 0 (Corollary 3.7), we may conclude from (1.18) that

P2

(
−∆V(0, φ) + τ ∂1V(0, φ)

)
= P2(φ) = φ, with the last equation being valid because

φ ∈ H2(Ω
c
). Hence A

(
V(0, φ)

)
= φ. In particular the operator A is onto.

Let G ∈ H with A(G) = 0. Then, by the properties of P2 (Theorem 2.1, Corollary 3.7), we
get for ψ ∈ C∞0 (Ω

c
)3 with divψ = 0 that

∫
Ω

c(∇G · ∇ψ + τ ∂1G · ψ) dx = 0. In view of the
regularity properties of G and the equation divG = 0, we may now apply Theorem 6.2,
to obtain G = 0. Therefore A is one-to-one. This completes the proof of Theorem 8.3. �

From this point onwards, we suppose that problem (2.5) admits only the solution V = 0
in the space of all functions V ∈ D1,2

0 (Ω
c
)3 ∩W 2,1

loc (Ω
c
)3 with D2V ∈ L2(Ω

c
)27. This is the
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condition required in Theorem 2.5.
〈theoremT8.40〉

Theorem 8.4 The relation P2

(
B(G)

)
∈ D−1,2

0 (Ω
c
)3 ∩ H2(Ω

c
) holds for G ∈ H. Define

Ã(G) := A(G)− P2

(
B(G)

)
for G ∈ H. Then the operator Ã : H 7→ D−1,2

0 (Ω
c
)3 ∩H2(Ω

c
)

is well defined, linear and bijective.

Proof: Let V ∈ D1,2
0 (Ω

c
)3 be a solution to (4.6). We show that V ∈ W 2,1

loc (Ω
c
)3 and

D2V ∈ L2(Ω
c
)27. To this end, we observe that P2

(
B(V )

)
∈ D−1,2

0 (Ω
c
)3 ∩ H2(Ω

c
) by

Lemma 4.1, a reference which also yields the first claim of Theorem 8.4. We further
observe that by (2.5), the function V satisfies the equation divV = 0 as well as (4.1)
with λ = 0 and G = P2

(
B(V )

)
. On the other hand, by Theorem 7.3 and Corollary 7.4,

we know that Ṽ := V
(

0, P2

[
B(V )

] )
∈ D1,2

0 (Ω
c
)3, div (Ṽ ) = 0, and Ṽ satisfies (4.1) in

the role of V , with λ = 0 and G = P2

(
B(V )

)
, Now Theorem 6.2 yields V = Ṽ , so we

may conclude with Corollary 7.6 that D2V ∈ L2(Ω
c
)27. Moreover, by (4.6) and because

V ∈ D1,2
0 (Ω

c
)3, P2

(
B(V )

)
∈ H2(Ω

c
), Corollary 4.1 yields a function Π ∈ W 1,2

loc (Ω
c
) such

that the pair (V,Π) satisfies (4.5) with λ = 0 and G = P2

(
B(V )

)
. Since D2V ∈ L2(Ω

c
)27

and P2

(
B(V )

)
∈ H2(Ω

c
), the first equation in (4.5) with λ = 0 allows to conclude that

∇Π ∈ L2(Ω
c
)3. Thus, due to Theorem 2.1 and Corollary 3.7, we see that (2.5) follows from

(4.5) with λ = 0. At this point the condition introduced in the passage preceding Theorem
8.4 implies V = 0. So the assumptions of Corollary 4.7 are fulfilled, hence we obtain the
existence result constituting its conclusion. Now Theorem 8.4 may be proved in the same
way as [12, Theorem 17], except that we have to refer to Lemma 4.1, Theorem 8.3 and
6.2 instead of [12, Lemma 8, Theorem 16 and Theorem 7], respectively. The existence
assumption being part of [12, (5.1)] is replaced by the conclusion of Corollary 4.7.

〈corollaryC8.20〉
Corollary 8.2 The operator Z̃0 : D−1,2

0 (Ω
c
)3 ∩ H2(Ω

c
) 7→ D−1,2

0 (Ω
c
)3 ∩ H2(Ω

c
) with

Z̃0(G) := G− P2

[
B
(
V(0, G)

) ]
is well defined, linear, bijective and bounded with respect

to the norm ‖ ‖∗

Proof: The bijectivity of Z̃0 follows from Theorem 8.3 and 8.4, via the abstract – but
obvious – operator theoretical equations in [12, Lemma 11]. The boundedness of Z̃0 is a
consequence of the first inequality in Lemma 8.1. �

〈theoremT8.50〉
Theorem 8.5 Let q ∈ (1, 2), and put Z

(q)
0 (G) := G−Pq

[
B
(
V(0, G)

) ]
for G ∈ Lq(Ωc

)3.

Then the operator Z
(q)
0 := Lq(Ω

c
)3 7→ Lq(Ω

c
)3 is well defined, linear, bounded and bijective.

Proof: By the second inequality in Lemma 8.1, Z
(q)
0 as an operator from the space

Lq(Ω
c
)3 into itself is well defined and bounded. In order to prove that Z(0) is bijective,

we consider R ∈ (0,∞) with Ω ⊂ BR and write Z
(q)
0 as a sum GR + SR, with GR(G) :=

G − Pq
[
χBc

R
B
(
V(0, G)

) ]
, SR(G) := Pq

[
χBR
B
(
V(0, G)

) ]
for G ∈ Lq(Ωc

)3. Suppose

we know that SR is compact and GR : Lq(Ω
c
)3 7→ Lq(Ω

c
)3 is bijective for large R. Then

the operator Z
(q)
0 is Fredholm with index zero. The proof of bijectivity of Z

(q)
0 is thus

reduced to showin that Z(q) is one-to-one. With this in mind, we consider φ ∈ Lq(Ωc
)3

with Z
(q)
0 (φ) = 0. Suppose we can deduce from this equation that

φ ∈ D−1,2
0 (Ω

c
)3 ∩H2(Ω

c
) ∩ L6/5(Ω

c
)3. (8.22) T8.50.10
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In this situation, Corollary 7.4 yields Z
(q)
0 (φ) = Z̃0(φ), with Z̃0 from Corollary 8.2. Thus

Z̃0(φ) = 0, so Corollary 8.2 yields φ = 0, a conclusion which completes the proof once
we have explained why SR is compact, GR is bijective for large R, and (8.22) holds for

φ ∈ Lq(Ωc
)3 with Z

(q)
0 (φ) = 0. But for all this we refer to [12, proof of Theorem 18], with

the results from [12] used in that proof replaced by corresponding results from the work
at hand. More precisely, the first two estimates in Theorem 7.1 are substituted for [12,
(3.16) – (3.18)], whereas assumptions [12, (2.14) – (2.16)] are replaced by (1.5). Moreover
the estimate of the term ‖D2V(λ,G)|ΩR‖q in Theorem 7.1 takes the role of [12, Corollary
1], the last inequality in Lemma 8.1 is used instead of [12, (4.4)], Lemma 4.1 fills in for
[12, Lemma 8], and Theorem 2.1 and Corollary 3.7 replace [12, Theorem 4]. The function
V(0, φ) is used instead of E(0) ∗ φ, for φ ∈ Lq(Ωc

)3. Note that on [12, page 228], it should
read (3.16), (3.17) instead of (3.15), (3.16), and the factor (2 τ)−1 in [12, (5.6)] should be
replaced by 1/2. �

〈corollaryC8.30〉
Corollary 8.3 Let q ∈ (1, 2), λ ∈ Kτ\{0}. Then the operators Z̃λ : D−1,2

0 (Ω
c
)3 ∩

H2(Ω
c
) 7→ D−1,2

0 (Ω
c
)3 ∩H2(Ω

c
), Z̃λ(φ) := φ − P2

[
B
(
V(λ, φ)

) ]
, and Z

(q)
λ := Lq(Ω

c
)3 7→

Lq(Ω
c
)3, Z

(q)
λ (φ) := φ − Pq

[
B
(
V(λ, φ)

) ]
, are well defined, linear and bounded with re-

spect to the norm ‖ ‖∗ in the case of Z̃λ, and and with respect to ‖ ‖q as concerns Z
(q)
λ .

If ψ, G ∈ D−1,2
0 (Ω

c
)3 ∩H2(Ω

c
) with Z̃λ(ψ) = G, then V(λ, ψ) ∈ W 2,2(Ω

c
)3, and there is

Γ ∈W 1,2
loc (Ω

c
) with ∇Γ ∈ L2(Ω

c
)3 such that (1.19) is satisfied with V, Π replaced by V(λ, ψ)

and Γ, respectively. If in addition G ∈ Lq(Ωc
)3, then ψ ∈ Lq(Ωc

)3, hence Z
(q)
λ (ψ) = G.

Proof: It is an immediate consequence of Lemma 8.1 that Z̃λ and Z
(q)
λ are well defined

and bounded. Let S ∈ (0,∞) with Ω ⊂ BS , G ∈ D−1,2
0 (Ω

c
)3 ∩ H2(Ω

c
). Then, for φ ∈

D−1,2
0 (Ω

c
)3, we have B

(
V(λ, φ)

)
, P2

[
B
(
V(λ, φ)

) ]
∈ Lp(Ωc

)3 for p ∈ (1, 2] according to
Lemma 8.1, so Corollary 7.1 allows us to consider

Vφ := V
(
λ, P2

[
B
(
V(λ, φ)

) ]
+G

)
, Πφ := Π

(
λ, P2

[
B
(
V(λ, φ)

) ]
+G

)
.

This corollary implies that Vφ ∈W 2,2(Ω
c
)3, Πφ ∈W 1,2

loc (Ω
c
), ∇Πφ ∈ L2(Ω

c
)3, and that the

pair (Vφ,Πφ) solves (1.18) with G replaced by P2

[
B
(
V(λ, φ)

) ]
+G, where φ may be any

function from D−1,2
0 (Ω

c
)3. Now suppose there is ψ ∈ D−1,2

0 (Ω
c
)3∩H2(Ω

c
) with Z̃λ(ψ) = G.

Then we get V(λ, ψ) = Vψ. Putting Γ := Πψ + G2

[
B
(
V(λ, ψ)

) ]
, with G2 from Theorem

2.1, we may conclude that Γ ∈ W 1,2
loc (Ω

c
), ∇Γ ∈ L2(Ω

c
)3, and that the pair

(
V(λ, ψ), Γ

)
solves (1.19). Suppose in addition that G ∈ Lq(Ωc

)3. Since P2

[
B
(
V(λ, ψ)

) ]
∈ Lp(Ωc

)3

for any p ∈ (1, 2], as mentioned above, we then obtain ψ ∈ Lq(Ωc
)3. �

〈theoremT8.60〉
Theorem 8.6 There is ε1 ∈

(
0, (τ/2)2

]
such that for any λ ∈ C\{0} with <λ ≥ 0, |λ| ≤

ε1, the operator Z̃λ : D−1,2
0 (Ω

c
)3∩H2(Ω

c
) 7→ D−1,2

0 (Ω
c
)3∩H2(Ω

c
) is bijective, with ‖φ‖∗ ≤

C ‖Z̃λ(φ)‖∗ for φ ∈ D−1,2
0 (Ω

c
)3 ∩H2(Ω

c
).

Let q ∈ (1, 2). Then there is ε2(q) ∈
(

0, (τ/2)2
]

such that for λ ∈ C\{0} with <λ ≥
0, |λ| ≤ ε2(q), the operator Z

(q)
λ := Lq(Ω

c
)3 7→ Lq(Ω

c
)3 is bijective, and such that the

estimate ‖G‖q ≤ C(q) ‖Z(q)
λ (G)‖q holds for G ∈ Lq(Ωc

)3.

Proof: This theorem follows from Theorem 8.1 – via Corollary 8.1 – and Lemma 8.1. The
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reasoning starts with Corollary 8.2 and Theorem 8.5, which provide constants C̃0, C0(q) >
0 such that

‖φ‖∗ ≤ C̃0 ‖Z̃λ(φ)‖∗, ‖G‖q ≤ C0(q) ‖Z(q)
λ (G)‖q (8.23) T8.60.10

for φ, G as in the theorem. Take such a function φ. By Lemma 8.1 and Corollary 8.1, we
find that

‖Z̃λ(φ)− Z̃0(φ)‖∗ = ‖P2

[
B
(
V(λ, φ)−V(0, φ)

) ]
‖∗ (8.24) T8.60.20

≤ ‖P2

[
χBc

R
B
(
V(λ, φ)

) ]
‖∗ + ‖P2

[
χBc

R
B
(
V(0, φ)

) ]
‖∗

+‖P2

[
χBR
B
(
V(λ, φ)−V(0, φ)

) ]
‖∗

≤
(

2D1(R) + C1(R)
[
R̃−1/2 +

(
− ln(1− 1/R̃)

)1/2 ]
+ C2(R, R̃) |λ|1/3

)
‖φ‖∗

for R ∈ (0,∞) with Ω ⊂ BR, R̃ ∈ [2R+3, ∞), λ ∈ Kτ\{0}, where D1(R) was introduced
in Lemma 8.1. The specific (not generic) constants C1(R) and C2(R, R̃) introduced here
do not depend on either λ or φ. Since D1(R) → 0 for R → ∞, we may choose R > 0
with Ω ⊂ BR and 2D(R) ≤ (12 C̃0)−1, with C̃0 from (8.23). Next we fix R̃ ∈ [2R+ 3, ∞)

such that C1(R)
[
R̃−1/2 +

(
− ln(1 − 1/R̃)

)1/2 ] ≤ (12 C̃0)−1, and finally we choose ε1 ∈
(0, (τ/2)2] so small that C2(R, R̃) ε

1/3
1 ≤ (12 C̃0)−1. Then, if λ ∈ Kτ\{0} with |λ| ≤ ε1,

we may deduce from (8.23) and (8.24) that ‖Z̃λ(φ)‖∗ ≥ ‖Z̃0(φ)‖∗ − ‖Z̃λ(φ) − Z̃0(φ)‖∗ ≥
C̃−1

0 ‖φ‖∗ − (2 C̃0)−1 ‖φ‖∗ = (2 C̃0)−1 ‖φ‖∗. Applying Lemma 8.1 and Corollary 8.1 in an

analogous way, we may find ε2(q) ∈
(

0, (τ/2)2
]

with ‖Z(q)
λ (G)‖q ≥ (2C0(q))−1 ‖G‖q for G

as in the theorem and for λ ∈ C\{0} with <λ ≥ 0, |λ| ≤ ε2(q), where C0(q) was introduced

in (8.23). As for the bijectivity of Z̃λ and Z
(q)
λ , we refer to the last part of the proof of

[12, Theorem 19]. �

Now we consider the operator L defined in (1.14), with a domain D(L) as chosen in (1.11).
Recall that the identical mapping of H2(Ω

c
) onto itself is denoted by I.

〈lemmaL8.80〉
Lemma 8.5 The relation −∆V + τ ∂1V − B(V ) ∈ L2(Ω

c
)3 holds for V ∈ D(L), hence L

is well defined. The set D(L) is dense in H2(Ω
c
), and L : D(L) 7→ H2(Ω

c
) is linear and

closed as an operator from a subspace of H2(Ω
c
) into H2(Ω

c
).

Proof: Since D(L) ⊂ D1,2
0 (Ω

c
)3, Lemma 4.1 yields the first statement of Lemma 8.5.

Let V ∈ D(L), and put Π := G2

(
∆V − τ ∂1V + B(V )

)
. Theorem 2.1 implies that Π ∈

W 1,2
loc (Ω

c
), ∇Π ∈ L2(Ω

c
)3, and the pair (V,Π) solves (1.19) with G = −L(V ) + V and

λ = 1. Therefore ‖V ‖2,2 ≤ ‖−L(V ) + V ‖2 by Theorem 4.9. From this it may be deduced
that L is closed. �

We will make use of the following result about eigenvalues of L. Recall that %(L) denotes
the resolvent set of L.

〈theoremT8.70〉
Theorem 8.7 ([2], [17]) The set K := %(L)\{λ ∈ C : τ2<λ ≤ −(=λ)2} is at most
countable and consists of eigenvalues of L.

From now on we require that <λ < 0 for any λ ∈ K. In view of the assumptions on the
unicity of solutions to problem (2.5), imposed in the passage preceding Theorem 8.4, we
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have thus introduced all the assumptions required in Theorem 2.5. In particular we have

{λ ∈ C : <λ ≥ 0, λ 6= 0} ⊂ %(L). (8.25) 6.2

〈corollaryC8.40〉
Corollary 8.4 Let λ ∈ C\{0} with <λ ≥ 0, |λ| ≤ ε1, where ε1 was introduced in Theorem
8.6. Let G ∈ D−1,2

0 (Ω
c
)3 ∩ H2(Ω

c
). Then (λ I − L)−1(G) = V

(
λ, (Z̃λ)−1(G)

)
. There

is Γ ∈ W 1,2
loc (Ω

c
) such that ∇Π ∈ L2(Ω

c
)3 and (1.19) is satisfied with V, Π replaced by

(λ I− L)−1(G) and Γ, respectively. Moreover (λ I− L)−1(G) ∈ D−1,2
0 (Ω

c
)3.

Proof: Abbreviate W := V
(
λ, (Z̃λ)−1(G)

)
. We have (Z̃λ)−1(G) ∈ D−1,2

0 (Ω
c
)3 (Theorem

8.6), so W ∈ D1,2
0 (Ω

c
)3 (Theorem 7.3, Corollary 7.4). Moreover Corollary 8.3 yields W ∈

W 2,2(Ω
c
)3 and existence of a function Γ ∈ W 1,2

loc (Ω
c
) with ∇Γ ∈ L2(Ω

c
)3 and satisfying

(1.19) with V, Π replaced by W, Γ, respectively. On the other hand, λ ∈ %(L) by (8.25),

so there is W̃ ∈ D(L) with (λ I−L)(W̃ ) = G. Putting Γ̃ := G2

(
−∆W̃ + τ ∂1W̃ −B(W̃ )

)
(see the first statement in Lemma 8.1), we get with Theorem 2.1 that (1.19) holds with

W̃ , Γ̃ in the role of V and Π, respectively. Now Theorem 6.2 yields W = W̃ , that is,
W = (λ I − L)−1(G). We have W̃ ∈ D(L) ⊂ D1,2

0 (Ω
c
)3, so P2

(
B(W̃ )

)
⊂ D−1,2

0 (Ω
c
)3

by Lemma 4.1. Moreover, since W̃ ∈ D(L) ⊂ W 2,2(Ω
c
)3 ∩ H2(Ω

c
), we further have

∂1W̃ ∈ D−1,2
0 (Ω

c
)3, D2W̃ ∈ L2(Ω)27 and div W̃ = 0 (Lemma 3.2). Thus, referring to

Theorem 8.3, we get W̃ ∈ H and A(W̃ ) ∈ D−1,2
0 (Ω

c
)3. But (λ I−L)(W̃ ) = G by the choice

of W̃ , so W̃ = λ−1
(
L(W̃ ) +G

)
= λ−1

[
−A(W̃ ) + P2

(
B(W̃

)
+G

]
. Thus we have found

that W̃ ∈ D−1,2
0 (Ω

c
)3. This proves the last claim of Corollary 8.4. �

The ensuing theorem states our resolvent estimates for solutions to the perturbed Oseen
system in (1.19), under the assumption that the resolvent parameter is small.

〈theoremT8.80〉
Theorem 8.8 The inequality ‖∇(λ I− L)−1(G)‖2 ≤ C ‖G‖∗ holds for G ∈ D−1,2

0 (Ω
c
)3 ∩

H2(Ω
c
), λ ∈ C\{0} with <λ ≥ 0, |λ| ≤ ε1, where ε1 was introduced in Theorem 8.6.

Let s ∈ (1, 6/5], δ ∈ (0, 1]. Then there is ε3(s, δ) ∈ (0, ε1] such that for G ∈ Ls(Ωc
)3 ∩

H2(Ω
c
), R ∈ (0,∞) with Ω ⊂ BR, λ ∈ C\{0} with <λ ≥ 0, |λ| ≤ ε3(s, δ), the ensuing

estimates hold:

‖∇(λ I− L)−2(G)|ΩR‖2 + ‖∇
(

(λ I− L)−1 ◦ (λ I− L)−1(G)
)
|ΩR‖2

≤ C(s, δ, R) |λ|−4 (1−1/s))−δ ‖G‖s,

‖∇(λ I− L)−3(G)|ΩR‖2 ≤ C(s, δ, R) |λ|−6+4/s−δ ‖G‖s.

Proof: The first part of this theorem is an immediate consequence of the equation (λ I−
L)−1(G) = V

(
λ, (Z̃λ)−1(G)

)
(Corollary 8.4), Theorem 7.3 and Theorem 8.6; see the

beginning of the proof of [12, Theorem 21]. As concerns the other inequalities stated in
the theorem, they are proved in exactly the same way as the corresponding estimates in
[12, Theorem 21], except that the references to [12, Lemma 12, Theorem 19, Corollary 4,
(3.15), (3.17)] are to be replaced by Corollary 8.4, Theorem 8.6, Corollary 8.3, and the
third and second inequality in Theorem 7.1, respectively. The function V(λ, φ) has to be
substituted for E(λ) ∗ φ

(
φ ∈ D−1,2

0 (Ω
c
)3 ∩ H2(Ω

c
)
)
. Note that a factor 1/2 is lacking

in the definition of p on [12, page 231], and the symbol ∇ and the restriction to BR are
missing on the left-hand side of the last estimate on [12, page 231], �
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〈corollaryC8.50〉
Corollary 8.5 The inequality ‖∇(λ I−L)−1(G)‖2 ≤ C(ξ, σ) ‖G‖∗ holds for ξ, σ, G as in
Theorem 8.2 and for λ ∈ C\{0} with <λ ≥ 0 and |λ| ≤ ε1.
Let δ ∈ (0, 1]. Then there is ε4(δ) ∈ (0, ε1] such that

‖∇(λ I− L)−2(G)|ΩR‖2 + ‖∇
(

(λ I− L)−1 ◦ (λ I− L)−1(G)
)
|ΩR‖2

≤ C(ξ, σ, δ, R) |λ|−δ ‖G‖2,

‖∇(λ I− L)−3(G)|ΩR‖2 ≤ C(ξ, σ, δ, R) |λ|−2−δ ‖G‖2

for R ∈ (0,∞) with Ω ⊂ BR, λ ∈ C\{0} with <λ ≥ 0, |λ| ≤ ε4(δ), and for ξ, σ, G as in
Theorem 8.2.

Proof: See the proof of [12, Corollary 5]. Use Theorem 8.2 instead of [12, (4.26)], and
Theorem 8.8 in the place of [12, Theorem 21, (6.3), (6.4)]. �

〈lemmaL8.90〉
Lemma 8.6 Let λ ∈ C\{0} with <λ ≥ 0 and G ∈ H2(Ω

c
). Then

‖∇(λ I− L)−1(G)‖2 ≤ C (‖G‖2 + ‖(λ I− L)−1(G)‖2).

Proof: Put V := (λ I − L)−1(G). Then, by the definition of L, we have V ∈ D(L). By
Corollary 8.4, there is Π ∈ W 1,2

loc (Ω
c
) with ∇Π ∈ L2(Ω

c
)3 such that (1.19) holds. Lemma

8.6 follows from this latter equation and from Lemma 4.1, via a variational argument as
in the proof of [12, Lemma 13], similar to the end of the proof of Theorem 6.2. The
argument in question involves an integration by parts in the integrals

∫
Ω

c −∆u · u dx and∫
Ω

c ∂1u ·u dx, with u ∈ D(L). These integrations do not generate boundary terms because

D(L) ⊂W 1,2
0 (Ω

c
)3. Note that the condition λ 6= 0 was forgotten in [12, Lemma 13]. �

〈lemmaL8.100〉
Lemma 8.7 Let γ1, γ2 ∈ (0,∞) with γ1 < γ2. Put Mγ1,γ2 := {λ ∈ C : <λ ≥ 0, γ1 ≤
|λ| ≤ γ2}. Then Mγ1,γ2 ⊂ %(L) and ‖(λ I− L)−1(G)‖2 ≤ C(γ1, γ2) ‖G‖2 for G ∈ H2(Ω

c
).

Proof: The lemma follows from (8.25); see the proof of [12, Lemma 14]. Use Lemma 8.6
instead of [12, Lemma 13]. �

We recall that Sϑ,a stands for the sector {λ ∈ C : | arg(λ−a)| ≤ ϑ} of the complex plane.
〈theoremT8.100〉

Theorem 8.9 Fix some ϑ ∈ (π/2, π) and some a0 ∈ (0,∞). Then there is a constant
C1 > 0 such that the following two estimates hold: Firstly, |λ| ‖V ‖2 ≤ C ‖G‖2 for λ ∈ C
with |λ| ≥ C1 and which additionally satisfies at least one of the relations <λ ≥ 0 and
λ ∈ Sϑ,a, G ∈ H2(Ω

c
), V ∈ D(L) with (λV −L)(V ) = G. Secondly, |λ| ‖∇V ‖2 ≤ C ‖∇G‖2

for λ as above, G ∈ H2(Ω
c
) ∩W 1,2

0 (Ω
2
)3 and V as above.

Proof: A proof of the second estimate in Theorem 8.9 is elaborated in [12, page 233 – 224]
for the whole space case. This proof carries over to the exterior domain case with some
minor adaptions. In fact, the equation λV −L(V ) = G has to be multiplied by P2(−∆V )
instead of −∆V . Theorem 2.1 may be used to handle the operator P2. The reference
to [12, Lemma 8] may be replaced by one to Lemma 4.1. Note that the integration by
parts in the integral

∫
Ω

c G · P2(∆V ) dx =
∫

Ω
c G ·∆V dx arising in the proof of [12, (6.15)]
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does not generate any boundary terms because we supposed G ∈ W 1,2
0 (Ω

c
)3. The first

inequality in Theorem 8.9 follows by a variational argument similar to but simpler than
the one leading to the second estimate; compare the end of the proof of Theorem 6.2 and
[12, proof of Lemma 13] (which corresponds to Lemma 8.6 here) for the case <λ ≥ 0. �

〈corollaryC8.60〉
Corollary 8.6 Fix some a ∈ [a0,∞) so large that {σ ∈ C : |σ| < C1}∪{σ ∈ C : τ2<σ ≤
(=σ)2} ⊂ C\Sϑ,a, with ϑ and a0 from Theorem 8.9. Then

{λ ∈ Sϑ,a : <λ < 0} ∪ {λ ∈ C\{0} : <λ ≥ 0} ⊂ %(L). (8.26) T8.100.30

Moreover

|λ| ‖(λV − L)−1(G)‖2 ≤ C ‖G‖2, (8.27) T8.100.40

for G ∈ H2(Ω
c
), for λ ∈ C with |λ| ≥ C1 and <λ ≥ 0, and for any λ ∈ Sϑ,a;

|λ| ‖∇(λV − L)−1(G)‖2 ≤ C ‖∇G‖2 (8.28) T8.100.50

for G ∈ H2(Ω
c
) ∩W 1,2

0 (Ω
2
)3 and for λ as in (8.27).

Proof: Let λ ∈ C\{0} with <λ ≥ 0 or with λ ∈ Sϑ,a and <λ < 0. If <λ ≥ 0, we have
λ ∈ %(L) by (8.25). Otherwise, if λ ∈ Sϑ,a and <λ < 0, we have τ2<σ > (=σ)2 by the
choice of a, so either λ ∈ %(L) or λ is an eigenvalue of L; see Theorem 8.7. But we have
Sϑ,a ⊂ {σ ∈ C : |σ| ≥ C1} again by the choice of a. Moreover Sϑ,a ⊂ Sϑ,a0 because a ≥ a0

and ϑ > π/2. Therefore |λ| ≥ C1 and λ ∈ Sϑ,a0 , so the eigenvalue case is excluded by the
first estimate in Theorem 8.9. As a consequence λ ∈ %(L), and (8.26) is proved. Since
Sϑ,a ⊂ Sϑ,a0 ∩ {σ ∈ C : |σ| ≥ C1}, inequalities (8.27) and (8.28) follow from Theorem 8.9
and from (8.26). �

As mentioned in [12, page 234] in a similar situation, Theorem 8.8 presents resolvent
estimates for the operator L in the case that |λ| is small, Lemma 8.7 may be interpreted
as dealing with intermediate values of |λ|, and Corollary 8.6 deals with large values.

9. Proof of Theorem 2.5.

Theorem 2.5 may be proved in almost exactly the same way as [12, Theorem 25] is shown in
[12, section 7]. The reasoning in [12, section 7] is completely functional analytic, building
on the preceding results in [12]. So we just have to modifiy the references given in [12] for
those preceding results. In this respect we mention that [12, (6.2)] is replaced by (8.26).
As concerns [12, Corollary 5], in particular [12, (6.10) – (6.12)], we now make use of
Corollary 8.5. We substitute (8.28) for [12, (6.15)], and Theorem 8.2 for [12, Theorem 15],
in particular for [12, (4.26)]. Instead of [12, Lemma 14], we apply Lemma 8.7. Concerning
[12, Theorem 20], it is referred to on [12, page 235] because of the relation Sϑ,a ⊂ %(L),
for which our reference here is (8.26). As for the parameters C1, ϑ, a and ε4(δ) appearing
in [12, section 7], we indicate that C1 and ϑ are introduced in Theorem 8.9, whereas we
refer to Corollary 8.6 for a and to Corollary 8.5 for ε1(δ). We recall that by the choice of
a, we have |λ| ≥ C1 for any λ ∈ Sϑ,a (Corollary 8.6), a relation that need not be valid in
the setup in [12]. But this additional feature of the choice of a here enables us to obtain
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inequality (8.27) for any λ ∈ Sϑ,a. Therefore, according to [26], this inequality implies
directly that L generates an analytical semigroup; see Theorem 2.2 and its proof. In [12],
it was implicitly assumed that the constraint |λ| ≥ C1 first has to be removed by shifting
the sector Sϑ,a in the direction of the positive real axis in order to be in accordance with
the framework in [26]; see [12, page 235 at the top]. We finally remark that the condition
G ∈ W 1,2

0 (Ω
c
)3 in (8.28), instead of G ∈ W 1,2(Ω

c
)3, does not cause any trouble because

this inequality is needed only for the case that G is given as in Theorem 8.2, that is,
satisfying the relation D(L). In particular, in a version of [12, Theorem 24] adapted to
our situation, we may require that φ ∈ H2(Ω

c
)∩W 1,2

0 (Ω
c
)3; see the proof of [12, Theorem

25] on [12, page 240 below], where [12, Theorem 24] is applied. The “differential equation
stated at the end of Theorem 25” mentioned on [12, page 240 below] means the equation
∆f + ξ PBsymf = σ f , which is only alluded to, but not actually stated, at the end of
[12, Theorem 25].
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