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Abstract. The generic structure of an integrated approach for urban and regional dynamics is
presented. Interurban and intraurban interactions of agents are considered. The decision
strategies of the different groups’ agents on the microlevel, given certain constraints, constitute
the fundamental starting point of the analysis. The master equation formalism provides the
framework for the derivation of an appropriate set of nonlinear dynamic equations on the
macrolevel, describing the state of the spatial system: Phenomena of self-organisation and of
bifurcation may occur in such open systems when they are maintained under conditions of an
active environment. It is also outlined how the trend parameters of the system can be
estimated by using empirical data.

1 Introduction
Interdisciplinary research in recent years has encouraged new developments in
model building and empirical testing, especially in the field of regional sciences.

The dynamics of city growth or decline influence the social and political structure
of the society (Pumain et al, 1989). One aim in the designing of dynamic models
is to understand and anticipate the evolution of sociospatial systems (Dendrinos
and Mullaly, 1985; Weidlich and Haag, 1983; Wilson, 1971). New dynamic
models mainly draw upon analogies from the physical sciences, for instance from
chemical kinetics (Allen, 1978) or laser theory (Haag and Weidlich, 1984). Recently,
the main broad approaches have been reviewed in order to assemble larger
components to give an integrated urban model (for details, see Anas, 1990;
Andersson et al, 1989; Bertuglia et al, 1990). Particular emphasis is given in these
models to supply-side structures and to the way in which these patterns evolve and
change. For a concise review of the literature on this issue see Griffith and Lea
(1983), Griffith and Haining (1986), Batten et al (1985).

The evolution of urban and regional systems reflect the nested structure of the
social and economic processes of a society. Conditions and problems related to
the development of an integrated approach are discussed. The huge set of
variables necessary to describe the economic and social situation of a spatial
system demonstrates the difficult task of an appropriate way to model integrated
sociospatial systems. Therefore, it seems to be appropriate, on the one hand, to
introduce a subset of agglomerated macrovariables (for example, via the definition
of an adequate basket) which in turn represents essential parts of the spatial system
and is, on the other hand, accessible for modelling purposes.

The systems under study are described on at least two levels: system wide
(macroscopic variables) and elementary (microscopic level). There is a very large

+ This paper was presented at the Thirty-sixth North American Meeting of the Regional
Science Association, Santa Barbara, 10-12 November 1989.

1 Also, at University of Paris I, 12 Place du Panthéon, 75231 Paris Cedex 05, France.
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number of elementary units (for example, households, workers, firms) in the
system. Sometimes a third level of description is added, with subsystems comprising
unfixed numbers of elementary units. Uncertainties (fluctuations) in the decision
process on the microlevel play an important role.

The passage from the microscopic level to the macroscopic description of the
system is the most arduous problem in such model building. It leads to stochastic
equations when the interactions are not fully deterministic. Differential equations
describing the evolution of the most probable state of the system—this is an
appropriate macroscopic variable—are obtained via summation over the corresponding
time-dependent probability distribution.

Phenomena of self-organisation and of bifurcation may occur in such open
systems (Haken, 1974; Weidlich and Haag, 1983; Wilson, 1981) when they are
maintained under the influence of an active environment (Sonis, 1981). Those
systems may organise themselves in structures which are created or destroyed in
the course of time. Phase transitions, for example, migratory phase transitions
(Weidlich and Haag, 1987) may occur in periods of instability connected with a
global change of the systems structure, by the amplification of small fluctuations
(fluctuation enhancement). The equations of the model may therefore admit several
stationary solutions or multiple equilibria, and it depends on the history and the
evolution of the environment as to which of those solutions will be approached.
The several possible trajectories described by the equations of motion corresponding
to qualitatively different structures of the system may be driven towards one
branch or another (that is, towards a given form of spatiotemporal organisation)
depending on the current state of the system and its fluctuations.

Many sources of instability intervene in the evolution of such open systems
when they are situated far from equilibrium. On the one hand, they continually
undergo internal fluctuations, that is, variations in the level of their characteristic
variables (which may result from changes in the microstate of the elementary units
of the system); on the other hand, they are always subject to external perturbations
stemming from the active environment. An open system is then continually adjusting
the level (mean values) of its variables or the size of its subsystems. It maintains a
relatively structural persistence only when this structure constitutes a quasi-stable
state, at least for a certain period; in other words, a state towards which the
system comes back after having gone slightly apart from it because of fluctuations.
The structure is then viewed as an attractor on the trajectory of the system. A
dynamic instability may induce a passage from one attractor to another, from one
structure to another structure, that is, from one qualitative behaviour of the system
to another, through a bifurcation or a series of bifurcations.

This kind of model structure provides our starting point towards an integrated
approach for a dynamic system of cities comprising an agglomerated set of
socioeconomic variables. We start from the microeconomic decision process of
individual agents and add socioeconomic mechanisms to our probabilistic picture.
It is a ‘unified” model, as one algorithm is used to model all subsystems (Wegener,
1984).

2 The generic structure of model building

In this framework one has to define a geographical object as a set of elements
which are either located elements or geographical zones. Location, at least relative
location, must appear as a basic property of the elements of the system. The
interactions between those elementary units must be at least partly spatial interactions,
which are linked to the absolute (site) or relative (situation) location of the
elements. The state of the system is defined as the geographical configuration of



Urban and regional dynamics 1303

its characteristic variables. A geographical structure is then given by a particular
relative size and evolution for the state variables and/or located subsystems which
are used for the description of the geographical system.

At the most disaggregate level, a spatial system can be formalised as a set of
localised and interacting actors (individuals or groups such as persons, households,
firms, associations, etc) who are using and continuously recreating geographical
differences and spatial configurations. The interactions are different in nature and
are responsible for competition for space, propensity to agglomerate, segregative
tendencies, imitation effects, cooperation between different elementary units, and so
on. Therefore, urban dynamics can be considered as the result of a broad stream
of concurrent, unrelated or interrelated, individual or corporate, choices of human
individuals (Wegener, 1984). Uncertainties in the decision process (fluctuations)
disturb the evolution path of the system of cities and may trigger the system into
another phase if it is near a critical point (Weidlich and Haag, 1987). Therefore,
the study of spatial organisation is gifted with the theory of self-organising systems
with all the consequences that implies (see Mela et al, 1987). Such a formalisation
has many appealing features for geographers:

1 Tt allows stress to be placed upon the linkages between the individual behaviour
of the actors and interactions where the realised configuration (macrolevel) of the
system may have an impact on the individual decisions. Much research has been
conducted and empirical regularities have been established for each scale of study
separately, though a clear connection between the two levels of observation is not
always established. Here, self-organisation phenomena, mesoscale or macroscale
structures, are described as consequences of an interaction game between individuals,
each animated by their own objectives. These consequences are not always intuitive
to the observer, they are often not concerted, and most of the time are not perceived
by the actors themselves.

2 This approach may also provide an interpretative framework for observed
regularities in spatial systems. Temporal series appear then as possible sequences
of complex dynamics, and very often the problem for social sciences, where
experimentation is impossible, consists in identifying the dynamics which produce a
particular series of observable structures; that is, a specific trajectory (Prigogine
and Stengers, 1979).

3 Another interesting feature of this approach is that the historical dimension of
social systems is taken into account via the concept of irreversibility. On the one
hand, the explanation of the state of the system at a given date integrates its
previous trajectory (its history), and the contemporary structure is the result of a
sequence of previous bifurcations. On the other hand, the characteristic fluctuations
of variables of dynamic systems imply that it is impossible to prepare initial conditions
which would lead to identical features. The impossibility of exact predictions is
then given as a theoretical ‘a priori’. However, the analysis of the dynamic
behaviour of the system, and of its sensitivity to variations of its parameters, allows
the exploration of a limited number of possible futures, in accordance with the
assumptions made about the evolution of the parameters (Allen and Sanglier,

1979; 1981).

These ideas may appear seductive to geographers (Pumain, 1989), but it is not
because of their novelty—rather it is because they allow the relaxation of some of
the oppressive restrictions imposed by the previous methods of model building, and
because new ‘experimental’ tools related to these ideas are available. The present
model is an extended application of some work described in Haag (1989b).
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3 Problems and questions in urban and regional modelling

It has been shown that, when nonlinear equations and/or interdependencies
between variables are used, even very simple mathematical models can produce
very complicated dynamics (Dendrinos and Mullaly, 1981; May, 1976). Some of
the models which have been proposed are too complex to be analytically tractable
and must be solved and calibrated by means of simulation (Allen and Sanglier,
1979). Another potential method of classifying dynamic models of spatial structures
is therefore to consider how they choose between the advantages of complexity
(allowing possibly more realistic representations and also more complete descriptions
of spatial features) and the gain in generality and soundness of results offered by
the existence of more or less well-known analytical solutions.

Large urban models have suffered from many criticisms. Nowadays, however,
stress is placed more upon qualitative features of spatial urban development than
upon absolute prediction of growth. The ability of urban models to simulate such
qualitative changes is one of their characteristics which give them more realistic
chances of success. However, a valuable way to improve the design of future
models is to consider the main difficulties encountered in their application. Problems
are of a diverse nature, being either conceptual or practical.

3.1 Conceptual problems

The objections of such aplications are usually threefold: first, one must check that
the model gives a good description of the kind of system under study; second, one
needs to test that the model is able to replicate an observed evolution of a particular
system; third, one must assess whether the model may under given assumptions
lead to plausible predicted trajectories for the future of the system. The imprecision
which may arise when borrowing concepts from other fields have then to be
clarified. For instance, when taken theoretically, the use of the bifurcation concept
looks rather simple: one slight change in the value of a parameter can drive the
system on another trajectory representing a different kind of spatial configuration;
that is, a structural change can occur. However, when using those concepts for
practical purposes, we face the reverse problem. Observing a qualitative change in
spatial configuration we need to assess if it corresponds to a bifurcation. Would
one slight modification in one parameter value been sufficient to avoid it, or to
alter it, in this region of instability, or is this change more deeply tied to the
functioning of the system? In the second case, it would be naturally produced by
the same trajectory defined by the nonlinear equations and the corresponding set
of values, for the parameters would have to be estimated. So, observing the
evolution of an urban structure, we face the question of discovering a plausible
dynamic path which may have generated it. But to what extent is the model
reliable enough to support predictions?

Data problems are not specific to this kind of model building but are of decisive
importance in the quality of applications. The scarcity of localised temporal
statistical series at a detailed geographical level is well-known, even for aggregate
variables. For models needing information at a microlevel, the lack of data is even
worse, as surveys establishing conditional probabilities in spatial behaviour are still
far too rare.

3.2 Interpretation problems

In most of the applications discussed above (for instance, Pumain et al, 1989) it
appears that the models were able to reproduce a large proportion of the wide
variety of changes observed in most of the spatial units. The largest residuals
between simulated and observed evolution are assumed to reflect specific local
conditions which were not taken into account by the model. In other words,
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the general mechanisms incorporated into the model seem to describe rather well the
evolution of urban structure. However, a problem remains with the interpretation of
the values calibrated for the parameters. The estimated values are not independent
of the number of spatial divisions being considered, of the size of the zones, or of
the measurement unit of the variables. As a consequence, it is almost impossible
to arrive at a standardisation of the parameters. In addition, it is important to
remember that the parameter values resulting from calibration reflect the joint effects
of both the actual dynamics of the system and the way it has been disaggregated.
When constructing or applying these types of dynamic models, special attention
must therefore be given to the disaggregation problem: the design of spatial units,
the selection of the state variables at the microlevel and macrolevel, according to the
range of their spatial action, and also to the time scale of their intervention (that
is, whether they are fast or slow dynamics).

4 A stochastic theory of urban and regional dynamics

We focus our interest now on the generic structure of dynamic models which are
used to try to explain the evolution of spatial pattern at a mesolevel or macrolevel.
The interactions between the elementary units of the system (the different agents)
are introduced via appropriate transition rates which might depend on the distribution
pattern of the elementary units of the system (Haag, 1989a). Therefore self-
accelerating processes and saturation effects are included and the elementary decision
process of an agent may depend on the psychological and social as well as on the
economic situation.

If the individual decisions are stochastic, the evolution of the urban system
composed of interacting individuals cannot be fully deterministic either. Instead
the system must be described by an equation of motion for the evolution of a
probability distribution over its possible states.

We introduce the dynamics in three steps: first, we define individual transition
rates (decision rates), considering the whole complex distribution pattern of all
individuals; second, we formulate the dynamic equations of motion for the
probability to find a certain population distribution, third, we derive quasi-
deterministic equations for the population numbers from the stochastic system.

We consider different groups of agents P, (a = 1,2, .., A) in the urban system.
The individual agent is denoted by Al (i =1,2,..,1,), where I, is the number of
individual agents of subpopulation a.

The decision strategy of the individual agent A' with respect to the choice set
X = {X,1, Xazy e s Xgj» - » X}, taking into account certain constraints N = 0,
constitutes the fundamental starting point of our analysis. L denotes the number
of mutually exclusive alternatives. Each individual agent tends to choose the
option which is considered most desirable to him or her, given the attributes of
each alternative as seen by the agent and his preferences. More precisely, it is
assumed that an agent A!' measures the desirability of each alternative x.’ by a
function Z\(x).

The corresponding Lagrangian function, ", or the derivation of the optimal
solution, reads

£ = Z0(x)+ AOND (x) , (1)
where the first-order conditions
af(r')
a ('x) _ 0 , (2)
0X,;

are necessary for an optimum. In other words, the agent AV has reached her or
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his optimal choice distribution if the dynamic advantage function,

. 3z | aNy
E{x) = —?/—(“) (3)
! x| axl
is constant; that is, if
E{)(x) = =4} = constant . (4)

Assume that the transition rate p;}(x) of an individual i belonging to subpopulation
o between two different alternatives, x/ and x.)), depends on differences of the
dynamic advantage functions (Haag, 1989b). The most reasonable form reads:

P (x) = v explEQ - E, (5)

where the symmetric time-scaling parameter v > 0 denotes the flexibility of an
individual to adopt different choices. In spite of the neoclassical optimisation
procedures we admit transitions j to k, even if equation (4) is fulfilled. Obviously
decisions towards an optimal choice distribution are reinforced against less optimal
choices. In table 1 a few agents of the integrated urban system are mentioned.

The different agents in table 1 belong to the main subsystems underpinning an
integrated model (Bertuglia et al, 1990); that is, housing market, services, land
market, labour market, and transport, to mention a few.

In terms of dynamic modelling style, it is reasonable to neglect the dynamics of
very fast processes (adiabatic elimination procedure; see Haken, 1974), which
reach a steady state in a matter of a few days (like service demand choice) or even
of a few hours (like route choice in a transport network) and to focus our attention
on the medium-term time scale.

Actual computation can be done both on discrete and continuous time. It depends
on the structure of the underlying decision process and the data base as to which
of both procedures seem to be useful.

We shall now assume that the total urban population of individuals N(¢) consists
of a (= 1, .., A) subpopulations, P,, differing in their migratory (decision) behaviour.
The urban system is divided into i (= 1,2, .., L) cities and the hinterland, 4. The
population configuration is given by

W T s e 5 Bl s Plgps s i

’ nAh} »

Table 1. Examples of the different agents of the urban system.

(6)

Agent Decisions subject Decision strategy Controlled variable
AW 2= {xh maxZ¥(x), for N\(x) Distribution x
X

Worker in Place of work Utility optimisation Number of

industry employees
Worker in Place of work Utility optimisation Number of

tertiary sector employees
Firms Labour force Profit optimisation Stock
Firms Production Profit optimisation Supply
Firms Trade Profit optimisation Supply distribution
Retailers Prices of goods Profit optimisation Price level

or firms and services
Households Place of residence Utility optimisation Housing demand
Household Demand of goods Utility optimisation Demand

and services

Landlords Housing market Profit optimisation Housing stock
Landlords Rents Profit optimisation Rent level
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where n,; is the number of individuals of subpopulation P, living in city
i(=12,..,L), n,, is the subpopulation of the hinterland 4. Hence the total
number N, of the urban subpopulation P, is given by

i Ry = Na ] (7)

i=1

and the total number of individuals of the urban system is given by

A
> N.=N. (8)
a =1
However, there exists a set of ‘material’ variables, for example, housing stock,
prices of certain commodities, commodities available. The available stock (or
value, if it is an intensive variable) of the material variable y(y = 1,2, .., G) in
city i (= 1,2,.., L) is denoted by m,,. The material configuration is given by

m = {my, .., My, .., Mg} . (9)

In case of extensive variables the total stock M, of the (extensive) material
variable is

L
Z My = Mr . (10)
i=1
Of course, intensive variables must be treated in a different manner. The
socioconfiguration (Weidlich and Haag, 1983) is given by

c ={n,m} = {ca}, (11)

where 8 =1,2,..,c(= A+G);, k{=1,2,.., L) describes the spatial distribution
of individuals of the different subpopulations and the different material variables of
the system. We seek to understand the dynamics of ¢(¢).

4.1 Interurban interaction of subpopulations

According to equation (8), we introduce individual transition rates, p;/(n, m), for

the transition of one member of subpopulation a from city j to city i per time unit:
pi(n,m) = vi(t)explu(n, m)—us(n, m), (12)

composed of a symmetric mobility factor, ¥ equal to v;, and a push-pull factor
depending on the utility of the origin region, (s, m), and the destination region,
u’(n, m). Here it is assumed that the dynamic advantage function with respect to
migration in the urban system can be represented by dynamic regional utilities
(see Weidlich and Haag, 1988), or in other words we assume E{) ~ uf®(n, m). A
plausible form of the regional utilities reads
A A
u(n,m) = 6*(m)+ 2, x“ﬁ(m)nzﬁ,--&-f3 > % (m)nyn,; +0(n’), (13)
B=1 =1Ly=1

where we have written the v as a truncated Taylor series [where O(n?) is used
for all contributions of higher order than 2]. Obviously, we have the following
interpretation: the 6 describe the size-independent preference of city i to
members of subpopulation P, (for example, income per capita, environment of the
city, and so on). The intragroup interaction parameter, x““, is utilised to describe
the agglomeration (clustering) trend of subpopulation P, (for x“* > 0) in the same
city; whereas via the inequality x**® < 0, saturation effects are taken into account.
The intergroup interaction is represented by x* (for a # ) and x % (%" = x %),
If x*” > 0, subpopulation P, prefers the neighbourhood of subpopulation Py,
whereas % < 0 describes antagonistic effects. Self-reinforcing mechanisms on the
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different subsystems are included in our dynamic picture via the cyclic coupling
between causes and effects (Arthur, 1988).
We scale the utilities as follows:
L

> ul(n,m; 1) =0. (14)

=
For further discussion we introduce the regional variance of the utilities:
1 & 2
o (t) =~ ¥ u’(n,m), (15)
L.,-,
which can be seen as a measure of the inhomogeneity of the urban system.
Furthermore, it is possible to define a global mobility, vj(¢), characterising the
mean mobility of the subpopulation a under consideration:
1 =2
2 vile) . (16)

vo(t) =
L i

(L-1)

However, a multitude of socioeconomic factors (for example, housing conditions,
labour market, services available, income) merges into the utilities u®(n) and the
mobility matrix »7. In particular, the effect of distance (in its most general meaning)
will be reflected by the mobility matrix v;#(¢), which can be split into two factors
(Weidlich and Haag, 1988):

vy (1) = v ()i, (17)

that is, into a time-independent deterrence factor fi* (= f) describing the effects of
space (distance) and a time-dependent global mobility »Z(¢). It follows from
equations (16) and (17) that the £ must fulfill a normalisation condition.

An effective distance, D (= Di > 0) comprising all geographic, economic, and
social distance effects may then be defined by:
a 1 {7]
exp(=Df) = T i - (18)
It can be shown that only for short-distance moves (less than 80 km) can a linear
relation between the effective distance D' and the geographical distance d; be
assumed. Long-distance moves, however, are characterised by a saturation of i
The following hypothesis has proved its flexibility:

a ﬁadi'
D = ——— 19

/ 1+y d (19)

Each of the n,; members of subpopulation a of city j changes to city i with an
individual transition rate p;7(n, m) and thus gives rise to the population configuration
transition rate w;(c) on the macrolevel as follows:

wi(c) = ngpj(c). (20)

However, the p;(c) are here not individual transition rates in the sense that
different transition rates must be attributed to different individuals. Instead we
suppose that the different agents of the system (the individuals) belonging to the
same ensemble P, operate according to the same probability transition rate
(representative agent). If panel data are available on the decision behaviour of a
group of agents we are able to substitute the assumption (20) by direct computation
of the configurational transition rates via (see Haag, 1989b)

wile) = ¥, pic), (21)
i€ Q

i
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where we have to sum up over all individual contributions, p““’( ), of all agents
i(¢ Q;) belonging to subpopulation P, and changing from state ;j to state i of
behaviour per time unit. Because the transitions between all regions take place
simultaneously, the total configurational transition rate is the sum of all
contributions (20):

7 Z_ wy (c) . (22)

4.2 Intraurban interaction and birth— death processes

Intraurban interaction of subpopulations can be treated as birth-death processes.
When we assume (see Allen, 1983; Barentsen and Nijkamp, 1988) that limits of
growth exist for each subpopulation P, of each city j—or, in other words, if we
assume there is a limited capacity to accommodate each agent in his or her new
choice situation and that the ability to receive new members of subpopulation P,
depends on the number of agents having already opted for a—the following
nonlinear configurational birth-death rates seem to be appropriate:

wi(c) = aiicm-'i‘b!—i(c)cz- ’

ar

we(n) = ac, +b2i(c)ck (23)

1 al ?

with the inequalities a’% > g2 > 0 and b2 > bS5 > 0 and the equalities
¢, = Hg; = m,;, respectively. (In order to assign the parameters to the birth and
death rates, the symbols + and — are used. For example g is the parameter in
front of the linear term in the birth rate belonging to city i and subpopulation a.)

The city hinterland interaction, however, is rather complicated. The description
of the hinterland by one level of attractivity is therefore questionable and must be
empirically tested. We avoid this difficulty by considering the city hinterland
interaction and the emigration and immigration rates to be birth-death events.
The corresponding transition rates are denoted by Wj and W3 for transitions
from A to i and from i to A, respectively.

4.3 The stochastic level of description
On a stochastic level, we consider the equations of motion for the probability

fle, t) = plcyy, €1a5 s €op 5 1) to find a certain population configuration ¢ realised
at time t. This configurational probability has to fulfill the normalisation condition
2 ple,t) =1, (24)

where the sum extends over all possible configurations. If migratory transitions
(flows) as well as birth and death processes are taken into account, the
configurational probability satisfies the following master equation'

LD -5 S (ol (=2 S mlelple, 145 3 male Dol
% z wale)ple, 142 T w e gl
-2 3wl r>+§ T Wbl 0-3 T Wb, )
+2 T Wbl -3 T Wple,) 25)
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For details of the master equation formalism and the stationary solution f,(c) of
the migratory part of the master equation (25), which corresponds to the urban
system at equilibrium, see Haag (1989a).

The maxima and minima {¢,, &, .., ¢} of f,(c) describe the equilibrium
configuration (configurations), or, in other words, the most probable stationary
urban pattern.

If the distribution is unimodal the equilibrium is unique. However, if more than
one solution exists, the distribution is multimodal with peaks corresponding to
different possible equilibrium states of the urban system. The urban pattern would
approach this virtual equilibrium solution if from this time on we were to keep the
trend parameters constant.

5 Deterministic equations for interacting urban units . .
From equation (25), deterministic equations of motion can be cllerlvedl. This N
nonlinear set of quasi-closed equations is sufficient for comparison with empiric
data and can be used for simulation as well as for forecasting purposes. They are

as follows:
dn < -
- - (73 a
Slak _ > dg v expluy —u')— > Fak v explu’ —ug')
df i=1 i=1
— s 1-n#
{1) (1) (le - k
+kafxa—pvhku+gk anak (1) -ﬂ— y
Cak(n> m)

dm L L (26)
., — . — Ly "
Sk = 5 v exp(EL —E7)= 3. vk explE7 - EY)

i=1 =1
= i _ 1-m
(2) {2) {2) k
+ W, — W e mek _C(Zlfy—
yk(n1 m)

where k= 1,2,..,L; a=1,2,..,4; and y = 1,2, .., G; and where

e = (d* —d!*) > 0 and CP(i, m) = (a{")® — a7 )/(b{"* —b{’l*) describe the
rate of increase and the saturation level of population (r = 1), and material variables
(r = 2), respectively [a and b are the parameters defined in equation (23)]. The
Wi, Wi, denote city -hinterland interactions. The W and W2 describe
export-import activities as well as the introduction of new products and the stopping
of production. Spatial innovation diffusion can be treated within the same framework
(Andersson, 1981; Fischer, 1987; Mensch, 1979; Sonis, 1981).

Evidently, equation (26) is a set of (A+ G)L coupled, nonlinear, first-order
differential equations for the mean values of the spatial distribution pattern
(subpopulations, material values). If saturation effects can be neglected it is easy
to separate the birth—death processes from the migratory redistribution processes.
Via computer simulation the arisal, competition, and self-organisation of urban
structure can be simulated. However, this requires explicit values of the trend
parameters in equation (26). In the next section, an appropriate estimation
procedure will be briefly outlined.

6 Estimation of trend parameters

The trend parameters (v and E,;) in the transition rates pg(x) have to be
estimated from empirical data. If the empirical (index e) data set {pg*(¢)} is
available for a sequence of ¢ (= 1, 2, .., T') years we can match the transition matrix
pi to the empirical ‘individual’ flows pg* = wg*(#)/c;;, by an optimal choice of the
‘mobilities” v;(¢) and of the ‘dynamic advantage functions’ E,; (k,j=1,2,..,L;
a=12,..,C).
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When using a log-linear estimation we obtain, by minimizing F,(v, E ):

¥ L 2
EmE)=3 ¥ (lnp:ff“(f)—ln{vk‘i(f)eXp[Eak(f)—Eq;(f)]} : (27)
t=1 kiI=1
for the decision functions
1 < i ()
E,(t) == >, ln{ , fori=1,2,..,L,and t =1,2,.., T, 28
2L g2y P (1) (28)
and for the flexibility matrix
vig(t) = wi(0) = [pg" (Ot (0" > 0. (29)
The global ‘mobility’ reads
L a 1} L1
Vil f k
vé() =11 (—ﬂél) , (30)
k,{ ﬁc]
k#1

with the deterrence factor
T
fo=c* [T »®"", (31)
r=1

and where C is to be determined via definition (16).
It should be mentioned that instead of the log-linear estimation a nonlinear
estimation can be implemented based on the minimisation of the expression

T L
Flv,El = % 2 {pa(0)=vialr)explEqlt) = Eu(e)]}" . (32)
=1 kil=1
The results of this optimisation are slightly better, but cannot be written in
analytical form.

7 Conclusion

Via computer simulation, the arisal, competition, and self-organisation of urban
structure can be simulated. Of course, this can lead only to a certain level of
explanation. It can throw light on systems where the dynamics of elementary
spatial interactions produces a morphogenesis; a spatial structure as observed at an
upper level, the properties of which were not intended by the elements. For example,
the intention of the individual actors are not from the outset to produce an urban
system, with a given spatial organisation; but when such a system exists they use it
and may try to improve some of its properties.

Various large metropolitan areas tend to lose their innovative potential in favour
of medium-sized cities. A first step towards a disentangled consideration of the
urban subsystem has been taken by Pumain and Saint-Julien (1984) via the
introduction of compound macrovariables describing the stage of a city (image de
marque, modernité technigue). As a consequence, the number of ‘material’ variables
in equation (26) can be considerably reduced. However, the testing and formulation
of the interaction of those compound variables with the population dynamics as
well as the derivation of appropriate equations of motion for those variables is still
difficult and requires further empirical and theoretical work.

Urban economic theory is dealing with cities as centres of production of goods and
services. In sociology and psychology, cities are treated as centres of cultural and
social interaction inside and between the different subpopulations. The set of
available empirical variables in both fields of consideration and the huge number of
possible definitions of compound macrovariables require simplifying assumptions.
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The definition of adequate variables, however, must be checked carefully in the
spirit of empirical and theoretical needs.
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