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ABSTRACT

LiDAR bathymetric biases due to geometric changes at the air-water and water-bottom interfaces are investigated based on calculations made with a modified version of the waveform simulator Wa-LID. Main assumptions include a homogeneous water column and a spaceborne Lidar with a wavelength centered at 532 nm. Preliminary results showed major temporal modifications on second Lidar return (up to ±100 cm or ±10 ns) due to tilted bottoms. This shift was in average >6-fold the maximum bottom depth bias originated from capillary waves forming at the air-water surface.

Index Terms—Lidar, bathymetry, model, surface effects, bottom

1. INTRODUCTION

LiDAR (Light Detection And Ranging) bathymetry is usually retrieved using the positions of the air-water interface and the water bottom backscattered pulses derived from a green LiDAR waveform. For an optical opaque media, such as bare soils or building materials, the waveform shape is known to be sensitive to the surface slope or roughness of the media, i.e. the geometry of the surface within the laser beam footprint [1].

The main geometric influence of boundaries (air-water and water-bottom) on LiDAR waveforms is the effect of pulse stretching [2]. Several analytical formulations were proposed to explain the pulse stretching as a function of the target slope [2,3]. Empirical studies on the accuracy of LiDAR airborne bathymetry [4,5] often report observed biases, i.e., a systematic underestimation of the bathymetry estimates. However, the explanations of the exact causes of these biases are few and vary among studies, most likely because of the lack of highly detailed reference data on the target properties at the airborne footprint scale that can help researchers better understand these causes.

In this study, we hypothesize that LiDAR bathymetric biases and underestimations are principally originated from geometric changes at the air-water and water-bottom interfaces due to a temporal shift and associated stretching of the LiDAR signal. In this study, we aimed to test these effects using an extended bathymetric LiDAR waveform simulator Wa-LID [6]. Extensions within the existing simple analytical Wa-LID model [6] include i) an analytical module for modeling the geometry of the water-bottom interface in 1-D [7], and ii) a stochastic module to parameterize the rugosity of the air-water interface and based on Monte Carlo realizations of mean slopes for capillary waves [8, 9, 10]. This analysis was performed considering a wide simulated LiDAR footprint (<50 m) representative of future spaceborne LiDAR bathymetric satellite sensors (e.g., EADS-Astrium).

2. METHODS

This theoretical study is using a waveform simulator that was specifically designed to take into account different air-water boundaries, water properties, and bottom morphologies. Multiple simulated waveforms assuming boundaries (air-water and water-bottom) with different geometries allow to quantify the contribution of each interface to the bathymetry error. In all cases, the bottom depth is computed from the waveform as the time difference between the surface peak at the air-water interface and the bottom return [11]. For the sake of simplicity, only results related to the bottom geometry are presented here.

2.1. Modeled water-bottom interface

First, we propose a simplified 1D geometric model for the water-bottom boundary as a succession of n-1 contiguous segments with n endpoints denoted Zᵢ[7]. Each segment is defined by its length Lᵢ, which corresponds to its projection...
on the X-axis and a slope angle $\theta$, with respect to the X-axis (Fig. 1).

Although a simplification, the 1D bottom geometry is appropriate for demonstrating the first order impact of the bottom geometry on bottom depth estimation. Another approximation was the use of a discretization scheme for simulating a continuous bottom. First, the segments describing the water bottom geometry are spatially defined along the X-axis into $m$ samples with the spatial lag $\delta x$. At a given sample $x_f$ along the X-axis with a water depth of $Z_f$, a waveform denoted $P_{bf}(t)$ with a footprint diameter of $F_p$ is simulated using the Wa-LiDAR simulator [6], where the water bottom is assumed to be a Lambertian reflector [12]. We assumed that illuminating a non-flat bottom can be approached by illuminating a staircase function with a $\delta x$ spatial lag. Consequently, the resulting simulated waveform $P_b(t)$ at the footprint scale, considering the complex water bottom geometry, is computed by weight averaging the waveforms $P_{bf}(t)$ and accounting for the Gaussian beam profile:

$$P_b(t) = \sum w_f P_{bf}(t),$$

where $w_f$ is the weight corresponding to a Gaussian beam profile.

2.2 Modeled air-water interface

Variability of LiDAR refracted angles (vertical and horizontal components) due to capillary waves are investigated based on Monte Carlo simulations of wave slope components (i.e., along and across) calculated as a function of the average wind speed 10 m above the sea surface and the Richardson number, an index of air-sea instability [8,9,10]. For a specific sea state, slope contributions are modified based on random probabilities extracted from cumulative distribution functions based on Gaussian functions having an arithmetic mean equal to zero and a variance equal to 1 [9].

2.3 Experimental design for bathymetry accuracy estimation

LiDAR waveform simulations were performed using an optically homogeneous water column and a LiDAR system configuration involving spaceborne measurements [7]. In the simulations, a green Nd:Yag laser wavelength (532 nm) was used. This wavelength minimizes the attenuation of the bottom return due to water absorption. To examine the effect of bottom geometry on accuracy of bottom depth retrievals, simulations were conducted using a bottom depth of 2, 5, 8, and 12 m. Bottom geometries were constructed with 3 segments having a slope angle varying between 0 and 30 degrees. Four case studies were proposed where each angle corresponds to the first vertex of each segment: 'flat' ($0^\circ:0^\circ:0^\circ$), 'zig-zag' ($-30^\circ:30^\circ:-30^\circ$), 'valley' ($0^\circ:-30^\circ:30^\circ$) and 'hill' ($0^\circ:30^\circ:0^\circ$). Notice that negative and positive angles are clockwise and anticlockwise with respect to the horizontal (i.e., X-axis), respectively. To retrieve the bathymetry from each waveform, a simple waveform peak detection method based on the local maximum was used. The first peak in the temporal sequence is usually the LiDAR return at the air-water interface. Conversely, the bottom LiDAR return is delayed and is assigned to the second largest peak observed in the waveform.

3. RESULTS AND DISCUSSION

To highlight the influence of the bottom geometry on the shape of the LiDAR waveforms, Figure 2 shows five weighted waveforms using different configurations of slope angles of three successive 1.6 meter length segments that describe the geometry of the water bottom.
(i.e., underestimation) with respect to a flat bottom. Thus and based on our study cases, a complex bottom geometry can produce bottom peaks that can induce an underestimation of bottom depths of up to -100 cm (e.g., 'valley'). The smallest time shift with respect to a flat bottom coincided with the 'zig-zag' bottom type. Also, our results suggest that temporal shift of bottom returns is more influenced by bottom irregularities than surface effects associated to capillary waves. In fact, the second largest peak of the waveform changed up to 15.8 cm when wind speed during simulations varied from 0 to 10 m s \(^{-1}\). As expected, main surface-related uncertainties on bottom detection accuracy were observed in clear waters (\(c(532) = 0.30 \text{ m} \cdot \text{s}^{-1}\)) and viewing azimuth angles of 45 degrees.
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