
HAL Id: hal-01523080
https://hal.science/hal-01523080

Submitted on 16 May 2017

HAL is a multi-disciplinary open access
archive for the deposit and dissemination of sci-
entific research documents, whether they are pub-
lished or not. The documents may come from
teaching and research institutions in France or
abroad, or from public or private research centers.

L’archive ouverte pluridisciplinaire HAL, est
destinée au dépôt et à la diffusion de documents
scientifiques de niveau recherche, publiés ou non,
émanant des établissements d’enseignement et de
recherche français ou étrangers, des laboratoires
publics ou privés.

Distributed under a Creative Commons Attribution 4.0 International License

Making Sense of Sensor Data Using Ontology: A
Discussion for Residential Building Monitoring

Markus Stocker, Mauno Rönkkö, Mikko Kolehmainen

To cite this version:
Markus Stocker, Mauno Rönkkö, Mikko Kolehmainen. Making Sense of Sensor Data Using Ontology:
A Discussion for Residential Building Monitoring. 8th International Conference on Artificial Intelli-
gence Applications and Innovations (AIAI), Sep 2012, Halkidiki, Greece. pp.341-350, �10.1007/978-3-
642-33412-2_35�. �hal-01523080�

https://hal.science/hal-01523080
http://creativecommons.org/licenses/by/4.0/
http://creativecommons.org/licenses/by/4.0/
https://hal.archives-ouvertes.fr


Making Sense of Sensor Data Using Ontology: A
Discussion for Residential Building Monitoring

Markus Stocker, Mauno Rönkkö, and Mikko Kolehmainen
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Abstract. We illustrate the application of automated representation of
knowledge acquired from sensor network data to quality of life services.
Specifically, for a sensor network used to monitor a residential building we
acquire knowledge about events of interest to occupants and represent
such knowledge in ontology. An event of particular interest to quality
of life which we discuss is ‘unhealthy’ exposure to carbon monoxide.
Hence, we aim at reducing the considerable gap between raw sensor data
and abstract domain terminology. Our results support the claim that
computational techniques in signal processing, machine learning, and
ontology engineering are important elements to systems that make use
of environmental sensing, including systems for quality of life information
services.
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tial building monitoring

1 Introduction

We discuss our preliminary work on automated acquisition and representation
of knowledge about events of interest observed by a sensor network used to mon-
itor variables such as temperature, humidity, carbon monoxide, carbon dioxide,
particulate matter, water consumption, and energy consumption of a residential
building.

Independently of the domain, information systems and services that build on
sensor networks face a common challenge: to bridge the considerable gap between
raw sensor data and abstract domain terminology [7] that services in interaction
with users should ‘understand’. An example for such an information system is
the Measurement, Monitoring and Environment Assessment (MMEA) platform
currently developed within the Finnish Cluster for Energy and Environment
(CLEEN).1 Among other aims, a key feature of the MMEA platform is to manage
observation and measurement data. Users and client applications may, however,
want to interact with the platform using more abstract domain terminology, such
as in a query for ‘unhealthy exposure to carbon monoxide’ which requires the

1 http://www.cleen.fi/en/program overviews/mmea
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system to understand how ‘unhealthy exposure’ translates into concentration
levels and exposure duration.

Terminologies to describe the characteristics of sensors and sensor networks,
aimed at improving the integration and communication among sensors [14], have
received considerable attention. Compton et al. [6] review eleven sensor ontolo-
gies for the range and expressive power of their concepts, used to describe, for
instance, the deployment, configuration, components, data, observations, loca-
tion, accuracy, or sampling frequency of sensors.

Rather than to describe sensors and sensor networks with metadata, our
aim is to represent knowledge about events of interest observed by a sensor
network. Our work relates to Conroy et al. [8, 7] who extract from sensor data
various biological and physiological properties of athletes during exercise, and
propose the EventSense architecture as a solution to sensor data management.
EventSense is a matured architecture compared to the system presented here,
though the underlying aim is similar. Contrary to EventSense, which is based on
XML, we suggest using an expressive ontology language to formalize acquired
knowledge.

Gaglio et al. [9] propose a generic architecture to extract information from
an environment sensed by a wireless sensor network and discuss it for a case
study on wildfire detection. The three-layered architecture aims at bridging the
sub symbolic layer of raw measurement data with the symbolic knowledge layer
via a conceptual layer that implements a metric space and a notion of similarity
for perceived objects, described as vectors with components corresponding to
dimensions of the domain of interest.

Liu and Zhao [11] and Whitehouse et al. [22] discuss the architecture of a
system that can be queried for high-level events without requiring handling of
raw magnetometer data, specifically for a parking garage case study. The authors
elaborate on a programming model called Semantic Streams which rests on two
fundamental elements, event streams being one of them. Hence, at the base of
Semantic Streams are detected world events such as objects, people, or vehicles.

The methodology adopted in this paper had previously been discussed by
Stocker et al. [16] in a case study for road vehicle classification by means of
machine learning and measurement of road pavement vibration. Contrary to
Whitehouse et al. [22], the authors of [16] discuss the entire processing chain
from sensor measurement data to knowledge represented in ontology.

2 Materials and Methods

The residential building under consideration is located in the city of Kuopio,
Finland. A total of 38 sensors are installed to monitor a number of indoor and
outdoor variables, including temperature, relative humidity (RH), carbon diox-
ide, carbon monoxide (CO), air pressure difference, volatile organic compounds,
motion, particulate matter (0.5 µm and 2.5 µm), electricity and water consump-
tion, as well as the use of district-distributed heat energy. Consumption sensors
compute integrated values for the building while sensors for, e.g., temperature
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and relative humidity compute values specifically for 6 areas of the building,
namely the entrance, living room, bathroom, and 3 bedrooms. Outdoor temper-
ature is also measured. The data collected by the sensors are transmitted over
(wired or wireless) data communication links and centrally stored to a relational
database management system.

In this case study we acquire and represent knowledge for (1) observations
by the relative humidity sensor in the bathroom for the event ‘person taking
a shower’ and (2) observations by the carbon monoxide sensor for the event
‘beyond average carbon monoxide’ for homes without gas stoves (0.5-5 ppm).2

Hence, we focus on two sensors, namely the carbon monoxide [ppm] sensor in-
stalled in the living room with identifier S-CO-L and the relative humidity [%]
sensor installed in the bathroom with identifier S-RH-B. Both sensors sample
at frequency below 1 Hz, officially one measurement value every 5-7 seconds.
However, the actual number of measurement values stored in the database per
minute can vary considerably.

Observations are extracted for the month of February 2012. With respect
to S-RH-B, we detect maximally one observation per hour if measured relative
humidity exceeds 40 % within the 60 minutes time interval.3 For each observation
we compute the start time, end time, and the duration. Assuming that relative
humidity drops after ending a shower, the end time corresponds to the time
of measured maximum relative humidity. Start time corresponds to the time
at which the first derivative of the time series exceeds 2 %. Duration is simply
end time minus start time. Figure 1(a) shows relative humidity as measured by
sensor S-RH-B on February 5, 2012. Visible are two observations for relative
humidity above 40 %.

With respect to S-CO-L, we detect maximally one observation per hour if
measured carbon monoxide concentration exceeds 5 ppm within the 60 minutes
time interval. For each observation we compute the start time, end time, peak
time, duration, and peak concentration. Figure 1(b) shows carbon monoxide as
measured by sensor S-CO-L on February 5, 2012. Visible is one observation for
carbon monoxide above 5 ppm.

To represent domain knowledge extracted from sensor data we extend the
Semantic Sensor Network (SSN) ontology [19, 5]. (Note that the SSN ontology
imports the DOLCE+DnS Ultralite ontology4 (DUL). Hence we use both SSN
and DUL terminology.) Specifically, our ontology imports the SSN ontology and
asserts the two sensor types for carbon monoxide and relative humidity measure-
ment as subclasses of SSN SensingDevice. The sensors S-CO-L and S-RH-B are
modelled as individuals of these sensing device classes, respectively. In addition,
we assert two subclasses of SSN Observation for carbon monoxide and relative
humidity observations. Hence, an observation made by the relative humidity

2 http://www.epa.gov/iaq/co.html
3 Note that thresholds are chosen experimentally based on data sampled from the

database for individual sensors.
4 http://www.loa.istc.cnr.it/ontologies/DUL.owl
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(a) Relative humidity as measured
by sensor S-RH-B on February 5,
2012. Visible are two observations for
relative humidity above 40 %.
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(b) Carbon monoxide as measured
by sensor S-CO-L on February 5,
2012. Visible is one observation for
carbon monoxide above 5 ppm.

Fig. 1. Relative humidity and carbon monoxide as measured on February 5, 2012 by
sensor S-RH-B and sensor S-CO-L, respectively.

sensing device is modelled as individual of the relative humidity observation
class.

In SSN, observations made by sensing devices relate to a so-called feature-
of-interest. Thus, we assert our two domain-specific events of interest ‘beyond
average carbon monoxide’ and ‘person taking a shower’ as subclasses of SSN
FeatureOfInterest. An observation made by the carbon monoxide sensing de-
vice is, hence, for a ‘beyond average carbon monoxide’ feature-of-interest. A SSN
FeatureOfInterest may have one or more related properties, each of which may
relate to a data value. Hence, we assert the property classes for start time, end
time, duration, carbon monoxide concentration, relative humidity, and temper-
ature as subclasses of SSN Property.

We implemented the software to process sensor data, extract domain knowl-
edge, and represent knowledge in Java. Knowledge is represented by means
of Web Ontology Language (OWL) [18] and Resource Description Framework
(RDF) [12] technologies. We used Protégé5 (version 4.1) and Jena6 (version
2.7.0) to manage the ontology.

3 Results

We evaluated our methodology and implementation for observations occurring
during the month of February 2012. During this period, 59 observations of type
relative humidity were made for the feature-of-interest ‘person taking a shower’
and 2 observations of type carbon monoxide were made for the feature-of-interest
‘beyond average carbon monoxide’.

Observations of type relative humidity are observed by S-RH-B and relate
via ‘observation result time’ to the time of the observation. Further, they relate

5 http://protege.stanford.edu
6 http://jena.apache.org
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Fig. 2. Sub-graph describing the observation (o1) made by S-RH-B at 20:05 on Febru-
ary 05, 2012 for a person taking a shower of duration 26 minutes.

to the ‘person taking a shower’ feature-of-interest. This feature-of-interest holds
3 property relations, namely for start time, end time, and duration. Figure 2
corresponds to a RDF sub-graph that represents knowledge for the taller peak
in Figure 1(a). The observation was made at 2012-02-05 20:05 by S-RH-B for the
observed event ‘person taking a shower’. The feature-of-interest holds 3 property
relations for start time 2012-02-05 19:39, end time 2012-02-05 20:05, and duration
26 minutes.

Observations of type carbon monoxide are all observed by S-CO-L. Here, the
feature-of-interest is for ‘beyond average carbon monoxide’ and holds 5 property
relations, namely for carbon monoxide concentration, start time, peak time, end
time, and duration. Figure 3 corresponds to a RDF sub-graph that represents
knowledge for the taller peak in Figure 1(b). Due to lack of space we show only
some of the key properties of a carbon monoxide observation made by S-CO-L.
Specifically, Figure 3 includes the 3 property relations for concentration, peak
time, and duration related to the feature-of-interest. Note that the duration for a
‘beyond average carbon monoxide’ feature-of-interest is the time interval during
which measured carbon monoxide concentration is beyond average, here above
5 ppm.

The RDF graphs shown in Figure 2 and Figure 3 for represented knowledge
about observations visible in Figure 1(a) and Figure 1(b) are two examples used
to demonstrate how knowledge extracted from sensor network data is automat-
ically represented. Naturally, but not discussed here, similar representations are
generated for all 61 observations made during February 2012.

4 Discussion

Given a sensor network and data for the monitoring of (mostly) indoor air (qual-
ity) and consumption in energy and water of a residential building, we have
demonstrated the methods used to automatically represent domain knowledge
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Fig. 3. Sub-graph describing the observation (o1) made by S-CO-L at 09:41:38 on
February 05, 2012 for carbon monoxide concentration beyond average with peak con-
centration 7.41 ppm and duration approximately 49 seconds.

acquired from sensor network data. For the relative humidity sensing device S-
RH-B we acquired knowledge about observations with feature-of-interest ‘person
taking a shower’. For the carbon monoxide sensing device S-CO-L we acquired
knowledge about observations with feature-of-interest ‘beyond average carbon
monoxide’. Hence, we have demonstrated how knowledge about observations
made by sensors can automatically be represented in ontology. We have evalu-
ated our implementation for the month of February 2012 and represented a total
of 61 observations. In particular we presented and discussed in details the repre-
sentation of a relative humidity observation and a carbon monoxide observation
made on February 5, 2012.

Representing knowledge using de-facto standards such as OWL and RDF
comes with a number of benefits, in particular the standard set of reasoning
services (e.g. consistency checking and classification) typically implemented in
reasoning engines, rule-based inference, as well as a wide array of storage systems,
query engines and query languages (e.g. SPARQL [13]), and modelling tools that
are readily available.

For a sensor network the size and diversity presented here it may be expected
that knowledge about a multitude of events of interest could be acquired. In this
experiment we limited our evaluation to univariate analysis, i.e. knowledge is
acquired for individual time series. We are currently investigating multivariate
analysis. Moreover, we need to clarify the exact interpretation of the data for
consumption sensors before we can take those into account. However, we have
explored the data for other events of interest, for instance significant drops in
room temperature, which may signal prolonged opening of windows, or elevated
readings in 2.5 µm particulate matter, which may be a health concern. With
respect to the former, we found that room temperature is rather constant. For
example, during February 2012 the data for the temperature sensor in one of the
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bedrooms has a mean and standard deviation of 23.3 ± 0.4 ◦C and a minimum
value of 20.3 ◦C. With respect to particulate matter, the sensor was installed
only in April 2012. Hence, there was little data available during the evaluation
phase for this paper, and none for February 2012.

In the approach to representation of knowledge acquired from sensor data
presented here, the sensor data processing and knowledge extraction steps are
executed before the knowledge representation step. In fact, except for the values
of certain properties, no sensor measurement data is explicitly represented in
the ontology. This approach is akin to the one suggested by Liu and Zhao [11]
and Whitehouse et al. [22] for a system that can be queried for high-level events
without requiring handling of raw magnetometer or infrared break beam sensor
data. For instance, the authors represent the speed of a vehicle, computed from
sensor data, without representing, to our understanding, the sensor data. It also
relates to the architecture described by Gaglio et al. [9].

However, the approach is in contrast to the practice of representing sensor
data explicitly by annotating it with semantic metadata [14]. The semantic anno-
tation of sensor data, and its explicit representation, has received considerable
attention. Wanner et al. [20] present an environmental information system in
which environmental data, e.g. temperature measurements for a city, are incor-
porated into a knowledge base [1], using OWL as ontology language. Barnaghi et
al. [2] propose a semantic model for (heterogeneous) sensor data representation,
and discuss the representation of sensor data using XML and OWL. Wei and
Barnaghi [21] annotate sensor data with semantic metadata and relate sensor
data with data of knowledge bases available online, such as DBpedia [4], using
the linked data principle [3]. Furthermore, eight out of eleven sensor ontologies
reviewed by Compton et al. [6] support the representation of measurement data.

An advantage of representing sensor data explicitly is that in doing so systems
can leverage ontology and rule-based reasoning to infer new knowledge from
sensor data. This advantage is well-documented, for instance by Sheth et al. [14]
to infer a ‘blizzard condition’; Henson et al. [10] to infer ‘high winds’ observations;
Stocker et al. [17] to infer the nutrient status of lakes; Wei and Barnaghi [21]
to infer the approximate temperature for a city neighbouring a city for which
the temperature is known. A second advantage of this approach is its general
applicability. In fact, given a domain ontology, the fundamental procedure is to
enrich sensor data with semantic metadata, define domain rules, and use off-the-
shelf reasoners to infer new knowledge.

However, representing sensor data explicitly may not always be practicable,
or even feasible. For the Los Angeles Department of Water and Power, Simmhan
et al. [15] highlight how information systems for smart grid networks may be
unable to “centrally store and manage all the data that is collected” [15]. Stocker
et al. [16] discuss the representation of knowledge about vehicles classified using
three accelerometer sensors sampling road-pavement vibration at 2 kHz. Storing
6000 measurement values per second annotated with semantic metadata in an
OWL knowledge base poses considerable demands on resources. Barnaghi et al.
[2] underscore the significant increase in volume of data incurred by semantic
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annotation of sensor data and highlight how this can be of concern especially
to power-constrained sensor networks. For some applications this problem may
be eased by aggregating sensor data, e.g. by computing the root mean square
value for the measurement data of a certain time interval. However, the loss
of information incurred by aggregation may impede knowledge acquisition. For
instance, the neural network based vehicle classification discussed by Stocker et
al. [16] relies on the high-frequency raw sensor data.

Furthermore, knowledge entailed by an ontology is specified by the expressiv-
ity of the ontology language and rule language used. If a knowledge acquisition
task on sensor data is within the expressivity of the languages used and, hence,
can be formally represented by means of said languages, representing sensor data
in ontology is very attractive as it allows us to leverage the powerful reasoning
capabilities of inference engines. However, not all knowledge acquisition tasks
on sensor data are within the expressivity of state-of-the-art ontology and rule
languages. For instance, the knowledge acquisition task discussed by Stocker et
al. [16] for the classification of vehicles using road-pavement vibration data and
machine learning cannot be formalized in an OWL ontology (the language lacks
of a notion for, e.g., Fourier transform). For the use case presented here, it is
unclear whether the straightforward computations on time series could be for-
malized and whether doing so would be computationally efficient. We argue that
these examples are hardly isolated cases. For instance, for a hypothetical use case
in meteorology, the representation of knowledge for the cloud type using images
captured by cameras or satellites relies on image analysis techniques. Naturally,
we may implement such knowledge acquisition tasks on top of represented sensor
data, i.e. on top of an ontology layer, and feedback the acquired knowledge. This
would, however, incur a similar cost and loss of generality as does the approach
discussed here – which is arguably the most important limitation, and a concern
we aim to address in future work.

Given the acquired and represented knowledge discussed here, we may envi-
sion a lightweight mobile phone client application that interacts with the ontol-
ogy layer to provide users with information. For instance, a mobile phone client
application may signal to occupants of a residential building ‘unhealthy’ expo-
sure to carbon monoxide or particulate matter. By interacting with the ontology
layer, client applications can take advantage of high-level domain terminology
without having to deal with raw measurement data [11, 22].

5 Conclusions

We have illustrated the automated representation of knowledge acquired from
sensor network data for a case study on residential building monitoring of vari-
ables such as relative humidity and carbon monoxide. Specifically, we have ac-
quired and represented knowledge about observations made by a relative humid-
ity sensor for the event of interest of a person taking a shower, and knowledge
about observations made by a carbon monoxide sensor for concentrations beyond
average. Representing knowledge for carbon monoxide events is of particular in-
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terest to quality of life services, given that such knowledge may signal ‘unhealthy’
exposure to carbon monoxide.

Based on our results and discussion we argue that modern computational
techniques allow us to automatically acquire and represent knowledge from sen-
sor network data and, hence, make sense of what often are high-volume numer-
ical time series data. However, different problem classes may require different
approaches. Specifically, use cases with low-frequency sensing and knowledge
acquisition tasks on sensor data that can be formalized may leverage ontology
and rule-based reasoning by representing sensor data explicitly. Use cases with
high-frequency sensing and/or knowledge acquisition tasks on sensor data that
cannot be formalized may require an approach more akin the one presented here.
Information systems may implement a hybrid approach that combines the two
methodologies.
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