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ABSTRACT

In the article we propose a new on-line feature space se-
lection strategy for displacement field estimation in the
context of multi-view reconstruction of biological images
acquired by a multi-photon micro-endoscope. While the
high variety of targets encountered in clinical endoscopy
induce enough texture feature variability to prohibit the
use of recent supervised learning or feature matching-
based visual tracking methods, we will show how on-line
learning combined with a classical method such as Digital
Image Correlation (DIC) can contribute to the improve-
ment of convex optimization-based template matching
techniques.

Index Terms— Medical imaging, microendoscopy, op-
tical flow, image mosaicing

1. INTRODUCTION

Matching visual content across images or videos is a major
research topic in computer vision, with many applications
such as velocimetry, multi-view image reconstruction, or
human motion analysis [1, 2, 3, 4, 5, 6]. While many pa-
pers focus on supervised learning techniques to address
this problem in the context of reproducible scenarios such
as face analysis or vehicule tracking, specific applications
such as Particle Image Velocimetry (PIV) remain a chal-
lenge. A typical example is medical imaging, where strong
acquisition noise combined with non-rigid distortions
induce feature-point matching systems, such as the well-
known SIFT/FLANN association, into errors. As a result,
classical techniques based on cross-correlation maximiza-
tion (e.g. DIC) or mean square error minimization (e.g.
Lucas-Kanade [7]) are still very popular, despite certain
drawbacks we will discuss later.

In recent years, multi-photon microendoscopy has be-
come an essential tool in cell and tissue biology research
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[8, 9, 10]. The benefits are its ability to achieve the opti-
cal sectioning, high resolution of thick samples (2D im-
age with a low depth of field), high contrast, low sensitiv-
ity to the diffusion of biological material, high penetration
depth, minimal photo-toxicity and the possibility to dis-
pense with exogenous carcinogen marking. It is another
application where the classical DIC method is usually pre-
ferred over other methods to estimate displacements prior
to the multi-view reconstruction of extracted image data
[11].

The displacement estimation method presented in
this paper was specifically developed to deal with low
field-of-view images acquired with a two-photon micro-
endoscope [10]. Such images are obtained by scanning
pixel intensity over time along a spiral path. As a result,
together with noise, illumination changes, and rigid trans-
formations induced by the hand motion of clinicians op-
erating the endoscope, non-rigid deformations are also
generated, mostly in the forms of a fish-eye effect with an
additional defective whirl effect in the center of the image,
making visual matching a challenging task (see Fig. 1).

Fig. 1. Consecutive micro-endoscopic acquisitions

While frequency-domain methods such as DIC work
very well for rigid transformations, in the future we intend
to rely on non-rigid transformation models. As a result,
we decided to study model-based methods such as Baker-
Matthews’ Inverse Computational Image Alignment (ICIA)
[12], which is a generalization of Lucas-Kanade [7]. Fur-



thermore, our application requires sub-pixel accuracy,
which is natural with ICIA, as opposed to DIC. This how-
ever does not mean that DIC is useless to our application.
It will be used for ground-truth generation in an on-line
learning context, as it is able to address the issue of flow
estimation over simple yet large displacements.

The next section of this paper addresses, in terms of
the theoretical framework proposed by Baker-Matthews,
the issue of image alignment. We will show why the
registration of noisy and distorted images cannot always
be treated as a conventional convex optimization prob-
lem. In section 3, we will discuss the advantages of a
feature space approach, and explain how we intend to use
DIC results in a feature selection context. Finally, in sec-
tion 4 we will present experimental results obtained on
actual micro-endoscopic image data, and open a discus-
sion about the advantages and drawbacks of this method.

2. VISUAL MATCHING AND CONVEX OPTIMIZATION

2.1. Theoretical framework

The problem of recovering a large field-of-view 2D image
projection of a scene using low-field acquisitions can be
written as follows : at time ¢, the endoscope can only cap-
ture a projection of said scene on a subset 2 € %%. Letfunc-
tion I represent this projection for any x position:

I: Q>R

x— I(x,t).

ey

Given a small enough deformation or hand displace-
ment during acquisition, there exists a geometric trans-
form W(x, 8,) associated with a subset T € (2 such that:

Ix t+0t)=1(W(x,0,),t) VxeT, 2)

where 0 ¢ is the time between two consecutive images, and
where W(x,0) denotes a parametrized set of warps that
takes a pixel in the coordinate frame of I(x, f) and maps
it to a new, possibly sub-pixel, position in the coordinate
frame of I(x, t +J t). W(.) can be a free-form function or be
modelled after rigid or non-rigid transforms.

Subset T can either define one or several sets of con-
nected positions, in the case of block or template
matching, or a set of sparse positions, called keypoints,
where function I is often replaced by its projection onto a
new representation domain called feature space f(1), in the
case of feature matching. In all cases, image registration
consists in estimating a set of parameters 0, which satisfy
Eq. (2), or more likely finding the minimum of the squared
residuals:

0, =argmin(z(0,)
0,
EO0)=D II(x,1)—1(W(x,0,),1+31)|.

xeY

3)

2.2. Practical solvability

Objective function £ (0,) is often considered to be convex
and smooth enough for 1% or 2" order derivatives to
exist (either natively or by filtering input images). There-
fore Eq. (3) can be solved by taking the partial derivatives of
¢(0,) and setting them equal to zero in a gradient-descent
fashion such as the one introduced by Lucas-Kanade:

0500
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where 6t - ﬁt is the expected output.
Fig. 2 shows the result of trying to match a small tex-
tured patch between two micro-endoscopic images, using

a simple translation model (0, € %?) such as:

W(x,0)=x+0,. 6)
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Fig. 2. 2D shift estimation: global, exhaustive (brute-force)
search (yellow) succeeds while gradient descent (purple,
green) falls into local minima of the cost function.

Two different convex optimization algorithms have
been tested and compared to global cross-correlation
maximization: the Conjugate Gradient (CG) method,
and the Broyden-Fletcher-Goldfarb—Shanno (BFGS) al-
gorithm. As one can notice on Fig. 2, both methods fail
to match the appropriate position in the target image.
From a strictly mathematical point of view, it is easy to un-
derstand that both methods failed because assumptions
made about the convexity of cost function £(0,) are inac-
curate. Indeed, both CG and BFGS converged into local
minima, neither of which are a global minimum. From a
visual point of view, we can notice that the two matched
image patterns could be good matches if it wasn’t for the



pattern matched globally. In other words, the current
representation domain of function I is not discrimina-
tive enough to distinguish between visually acceptable
matches and good, unique matches (e.g. see Zhu et al.’s
representation model for unsupervised feature selection
(13]).

3. DATA-DRIVEN FEATURE SPACE SELECTION

3.1. Feature matching

Feature-matching is often defined as establishing a cor-
respondence between distinct points in images i.e. key-
points [2]. One can however define a feature space where
every pixel within the image has a dual representation (e.g.
Gabor jets or differences of Gaussians). We define the fol-
lowing vector-valued function:

AU, 1))
LU (x1))

F(x, 1)=f(I(x,1))= , (6)

Jn (I(x, 1))

where F(x, t) is the new representation of function [ in a
feature space made of a given set of N features f{.) extracted
from image I (x, t). Eq. (3) can be written as:

ét(m=arg9min(aﬂ(et))=ét
Ep00=3 ||p".(F(x, )~ F(W(x,0), ¢ +2 1),

x€Y
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with p = [ Bo P P ]T a vector of weighting co-
efficients being quantitative expressions of the impor-
tance of each element of f(.), and where ﬁt are the actual
good-match warp parameters, recovered from exhaustive
(brute-force) search or global minimization on the original
image domain (Eq. 3).

3.2. On-line space selection

Let 6t(|5) be the set of warping parameters that, given a b
configuration, provides us with an expected solution for
the minimization of £(0,). As an example:

o0&y (0y)
20,

~ 0. (8)
0.=0,(p)

Despite DIC not being able to estimate complex warp-
ing models, it still provides good results with simple trans-
forms. Therefore we propose to use it for automatic feature
selection during a pre-acquisition phase ¢ € [0, f,], where
the endoscope operator is required to capture a few images
for ground truth generation, with DIC running and pro-
viding the algorithm with 0, samples. While such a phase
should be performed whenever substantial changes in the

acquisition protocol occur (e.g. when new organs or tis-
sues are targeted), we want to emphasize that this process
does not require painful tasks such as manual annotation
of ground truth data. The operator only has to capture a
few images beforehand and let the algorithm self-calibrate
itself. As a matter of fact, given sufficient computational
resources, we expect initial DIC-based estimations to per-
form in real-time, thus providing reconstruction results
from the very first captures (f = 0) before the optimal
feature space-based estimator progressively takes over to
reduce computer usage.

The estimation of |3 is written as:

|3=arg;nin(a||m|1+ > Hét—ét(muj), ©)

t€l0,1]

where the ¢,-norm constraint on [ aims towards produc-
ing a sparse solution, depending on a values.

Looking for a sparse vector f) has multiple purposes:
zeroing elements of P reduces the number of features to
compute, hence computation time. It also acts as a safety
against redundant or non-orthogonal descriptions, reduc-
ing the risk of extracting same-information about texture
patterns multiple times and having to minimize a non-
bijective function in Eq. (9).

4. EXPERIMENTAL RESULTS

The Photonics test data consists of 448 450 x 450 low-
field images of a mouse kidney specimen taken with a
250pm fiber endoscope. Ground truth data is generated
using global cross-correlation maximization (DIC) to es-
timate 2D shifts on image patches centered around 205
point positions for each of the first 50 sub-images. Cross-
correlation peaks are estimated over full target sub-images
in order to easily detect outliers, which are removed from
the data set. Eq. (9) is a general ¢, -minimization problem
of the form argming ||pll, + H(p), where quadratic func-
tion H(-) could be assumed as a convex and differentiable
function to use an iterative shrinkage solver. However,
given the preliminary and experimental nature of this
work we decided to limit such assumptions and use the
non-realtime stochastic Simulated Annealing (SA) tech-
nique for global optimization [14].

The algorithm was tested with two well-known image
feature spaces : scale-variant polynomials, using Gaus-
sian (0" order) and Sobel (15! and 2"¢ orders) kernels of
sizes 3 x 3, 15 x 15 and 31 x 31, and Gabor wavelets [15],
using 4 equally-spaced orientations for spacial frequen-
cies {0.05,0.15} and scales (i.e. o values) {3,7}. The BFGS
algorithm was used for optical flow estimation on original
(raw pixel intensity) and transformed feature spaces.



Table 1 shows results in terms of Mean-Square Error
(MSE) and Standard Deviation (SD) computations be-
tween estimated displacement fields and ground truth
data over the full Photonics sequence. As we can see, our
method outperforms intensity-based estimations, with
the p-weighted polynomial feature space estimated with
a = 1.0 providing the best results. It is very interesting to
notice that a lower a value of 0.1, which releases the con-
straint on the ¢;-norm of p, actually leads to worse results
than a value of 1.0. We assume this is due to possible non-
bijective properties of the cost function discussed earlier,
especially since we already know that the initial feature
spaces we chose to test are not orthogonal bases.

| Feature space | MSE | sSD |
Raw pixel intensity 12.67 | £19.40
Multi-scale polynomial, a =0.1 || 11.05 | £16.70
Multi-scale polynomial, a =1.0 || 10.37 | +14.57
Gabor wavelet basis, a =0.1 11.21 | +16.66
Gabor wavelet basis, o =1.0 11.05 | +16.70

Table 1. Estimation results between pixel intensity and f3-
weighted feature space representations for MSE and SD.
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e—e Feature space
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Fig. 3. MSE results between pixel intensity and f-weighted
polynomial feature space (a = 1.0) for individual displace-
ment fields on a random selection of low-field images.

Both Fig. 3 and Fig. 4 show additional results between
pixel intensity and p-weighted, o = 1.0, polynomial feature
space matching. Fig. 3 shows results for individual field es-
timations on a random selection of low-field images, while
Fig. 4 presents an example of actual estimated displace-
ment fields. Both figures confirm that estimations are im-
proved using our method.

5. CONCLUSION

In this paper we presented a data-driven approach to fea-
ture space selection for robust micro-endoscopic image
reconstruction. We first discussed how classical template
matching techniques such as Digital Image Correlation
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Fig. 4. B-weighted polynomial feature space (c) has more
accurate matches than pixel intensity (b).

are still preferred over learned trackers, that are unlikely
to succeed with image defects and texture patterns typ-
ical of medical images. We also explained how, for the
very same reasons, convex optimization-based methods
applied in the raw pixel intensity domain can fail, con-
verging into local minima when texture patterns are not
unique enough within image data. As a result, we intro-
duced a new feature space selection method to generate
template matching-friendly patterns thanks to the on-line
learning of ground truth data from non-optimal yet ro-
bust global methods such as DIC. Experiments on actual
micro-endoscopic images have shown promising results
and potential for going further into this research. In future
work, we intend to integrate a fully rigid and non-rigid
deformation model for global low-field image alignment
(as opposed to multiple patch tracking) and improve the
on-line learning procedure with a trained detector of data
priors such as untrackable points or areas.
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