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ERGODICITY OF A GENERALIZED JACOBI EQUATION AND
APPLICATIONS

NICOLAS MARIE

Abstract. Consider a 1-dimensional centered Gaussian process W with α-
Hölder continuous paths on the compact intervals of R+ (α ∈]0, 1[) and W0 =
0, and X the local solution in rough paths sense of Jacobi’s equation driven
by the signal W .
The global existence and the uniqueness of the solution are proved via a change
of variable taking into account the singularities of the vector field, because it
doesn’t satisfy the non-explosion condition. The regularity of the associated
Itô map is studied.
By using these deterministic results, Jacobi’s equation is studied on proba-
bilistic side : an ergodic theorem in L. Arnold’s random dynamical systems
framework, and the existence of an explicit density with respect to Lebesgue’s
measure for each Xt, t > 0 are proved.
The paper concludes on a generalization of Morris-Lecar’s neuron model, where
the normalized conductance of the K+ current is the solution of a generalized
Jacobi’s equation.
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1. Introduction

Let W be a 1-dimensional centered Gaussian process with α-Hölder continuous
paths on the compact intervals of R+ (α ∈]0, 1]) and W0 = 0.

Consider the Jacobi(-type) stochastic differential equation :

(1) Xt = x0 −
∫ t

0

θs (Xs − µs) ds+

∫ t

0

γs [θs [Xs (1−Xs)]]
β
dWs

where, x0 ∈]0, 1[ is a deterministic initial condition, and the two following assump-
tions are satisfied :

Assumption 1.1. β is a deterministic exponent satisfying β ∈]1− α, 1[.

Assumption 1.2. θ, µ and γ are three continuously differentiable functions on R+

such that θt > 0, µt ∈]0, 1[ and γt ∈ R for every t ∈ R+.

If the driving signal is a standard Brownian motion, (1) taken in the sense of Itô
with β = 1/2 is the classical Jacobi equation. In that case, the Markov property of
the solution is crucial to bypass the difficulties related to the vector field’s singu-
larities (cf. S. Karlin and H.M. Taylor [9]).
In this paper, deterministic and probabilistic properties of (1) are studied by taking
it in the sense of rough paths (cf. T. Lyons and Z. Qian [11] and P. Friz and N.
Victoir [7]). Doss-Sussman’s method could also be used since (1) is a 1-dimensional
equation (cf. H. Doss [6] and H.J. Sussman [19]), but the rough paths theory al-
lows to provide estimates for the α-Hölder semi-norm which is more precise than
the uniform norm. A priori, even in these frameworks, equation (1) admits only a
local solution because its vector field is not Lipschitz continuous on neighbourhoods
of 0 and 1.

Section 2 is devoted to the global existence and the uniqueness of the solution
of Jacobi’s equation, the regularity of the associated Itô map, and a converging
approximation scheme with a rate of convergence. Section 3 provides some proba-
bilistic consequences of these deterministic results : the convergence of the approx-
imation scheme mentioned above in Lp(Ω;P) for each p > 1, an ergodic theorem in
L. Arnold’s random dynamical systems framework, and the existence of an explicit
density for Xt with respect to Lebesgue’s measure on (R,B(R)) for each t ∈ R∗+.
The case of fractional Brownian signals is developed.
Jacobi’s equation is tailor-made to model dynamical proportions. For instance, the
classical Jacobi equation, taken in the sense of Itô for β = 1/2 models the normal-
ized conductance of the K+ current in Morris-Lecar’s neuron model provided in S.
Ditlevsen and P. Greenwood [5]. Section 5 suggests an extension of that neuron
model by replacing the classical Jacobi equation by the pathwise generalization
studied in this paper.

Some useful results and notations on random dynamical systems (cf. L. Arnold
[2]) and Malliavin calculus (cf. D. Nualart [17]) are stated in Appendix A.

Notations. Consider t > s > 0 and an interval I ⊂ R :
• The space C0([s, t]; I) of continuous functions from [s, t] into I is equipped

with the uniform norm ‖.‖∞;s,t :

∀x ∈ C0 ([s, t]; I) , ‖x‖∞;s,t = sup
u∈[s,t]

|xu|.

If s = 0, that norm is denoted by ‖.‖∞;t.
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• The space C0(R+; I) of continuous functions from R+ into I is equipped
with the compact-open topology. When I is bounded, C0(R+; I) is some-
times equipped with the uniform norm ‖.‖∞ :

∀x ∈ C0 (R+; I) , ‖x‖∞ = sup
u∈R+

|xu|.

• The space Cα([s, t]; I) of α-Hölder continuous functions x from [s, t] into I,
such that xs = 0, is equipped with the α-Hölder norm ‖.‖α;s,t :

∀x ∈ Cα ([s, t]; I) , ‖x‖α;s,t = sup
s6v<u6t

|xv − xu|
|v − u|α

.

If s = 0, that norm is denoted by ‖.‖α;t.
• The space Cα(R+; I) of I-valued and α-Hölder continuous functions on the

compact intervals of R+, such that w0 = 0, is equipped with the topology
of the convergence on [0, T ] for ‖.‖α;T and each T > 0.

2. Deterministic properties of Jacobi’s equation

Under assumptions 1.1 and 1.2, the first subsection is devoted to show it admits a
unique global solution in the deterministic rough differential equations framework.
The regularity of the Itô map is studied at the second subsection, and a converging
approximation scheme is provided at the third one, with a rate of convergence.

Let w : [0, T ]→ R be a function satisfying the following assumption :

Assumption 2.1. The function w is α-Hölder continuous (α ∈]0, 1]) and w0 = 0.

Consider the following deterministic analog of equation (1) :

(2) xt = x0 −
∫ t

0

θs (xs − µs) ds+

∫ t

0

γs [θs [xs (1− xs)]]β dws.

The map A 7→ [A(1−A)]β is C∞ and bounded with bounded derivatives on [ε, 1−ε]
for every ε > 0. Then, equation (2) admits a unique solution in the sense of rough
paths (cf. [7], Definition 10.17) by applying [7], Exercice 10.56 up to the time

τε,1−ε := inf {t ∈ [0, T ] : xt = ε or xt = 1− ε} ; ∀ε ∈]0, x0]

with the convention inf(∅) =∞.

Remark. The underlying, canonical, geometric rough path W over w is defined
by :

Ws,t :=

(
1,

∫ t

s

dwr,

∫
s<r1<r2<t

dwr1dwr2 , . . . ,

∫
s<r1<···<r[1/α]<t

dwr1 . . . dwr[1/α]

)

=

(
1, wt − ws,

(wt − ws)2

2
, . . . ,

(wt − ws)[1/α]

[1/α]!

)
; ∀t > s > 0.

The purpose of the following subsection is to prove that τ0,1 6∈ [0, T ] under assump-
tions 1.1 and 1.2, where τ0,1 > 0 is defined by τε,1−ε ↑ τ0,1 when ε→ 0.

Remark. Note that τε,1−ε is equal to τε ∧ τ1−ε where,

τA := inf {t ∈ [0, T ] : xt = A} ; ∀A > 0.
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2.1. Existence and uniqueness of the solution. As in N.M. [12], the vector
field of equation (2) suggests a change of variable which provides a differential equa-
tion with additive noise. Under assumptions 1.1 and 1.2, that new equation allows
to show that τ0,1 6∈ [0, T ].

Consider the domain

D = {(u, y) ∈ [0, 1]× R+ : uy < 1}
and the map F defined on D by

F (u, y) :=

∫ y

0

[v(1− uv)]−βdv.

Proposition 2.2. Under Assumption 1.1, the map F satisfies the following prop-
erties :

(1) For every u ∈ [0, 1], the map F (u, .) is strictly increasing on [0, 1/u[.
(2) For every u ∈]0, 1], the map F (u, .) is bijective from [0, 1/u] into [0, F (u, 1/u)],

and its reciprocal map F−1
u is continuously derivable on [0, F (u, 1/u)].

Moreover, F (0, .) is bijective from [0,∞[ into [0,∞[, and its reciprocal map
F−1

0 is continuously derivable on [0,∞[.
(3) For every y ∈ R+, the map F (., y) is strictly increasing on [0, 1/y[.
(4) For every u ∈]0, 1] and z ∈ [0, F (u, 1/u)[, the map F−1

. (z) is decreasing on
[0, u].

(5) For every u ∈]0, 1] and z ∈ [0, F (u, 1/u)[,

|∂zF−1
u (z)| 6 (1− β)β̂zβ̂

with β̂ := β/(1− β).
(6) Let G :]0, 1[→ R be the map defined by

G(y) := θ(µ− y)∂yF (1, y) ; ∀y ∈]0, 1[

with θ > 0, µ ∈]0, 1[ and γ ∈ R. There exists l > 0 such that :

(G ◦ F−1
1 )′(z) < −l ; ∀z ∈]0, F (1, 1)[.

So, G ◦ F−1
u is strictly decreasing on ]0, F (1, 1)[.

Proof. .
(1) Let u ∈ [0, 1] be arbitrarily chosen. For every y ∈]0, 1/u[,

∂yF (u, y) = [y(1− uy)]−β > 0.

So, F (u, .) is strictly increasing on [0, 1/u[.
(2) On the one hand, let u ∈]0, 1] be arbitrarily chosen. By Proposition 2.2.(1),

the map F (u, .) is bijective from [0, 1/u[ into [0, F (u, 1/u)[, with

F (u, 1/u) = u−(1−β)

∫ 1

0

[v(1− v)]−βdv.

The function F−1
u is continuously derivable on [0, F (u, 1/u)[ because F (u, .)

is continuously derivable on ]0, 1/u[, and

∂zF
−1
u (z) = [F−1

u (z)[1− uF−1
u (z)]]β −−−→

z→0
0.

On the other hand,

F (0, y) =
1

1− β
y1−β ; ∀y ∈ [0,∞[

and
F−1

0 (z) = (1− β)1/(1−β)z1/(1−β) ; ∀z ∈ [0,∞[.



ERGODICITY OF A GENERALIZED JACOBI EQUATION AND APPLICATIONS 5

(3) Let y ∈ R+ be arbitrarily chosen. For every u ∈]0, 1/y[,

∂uF (u, y) = β

∫ y

0

v2[v(1− uv)]−(β+1)dv > 0.

So, F (., y) is strictly increasing on [0, 1/y[.
(4) Let u ∈]0, 1], z ∈ [0, F (u, 1/u)[ and u1, u2 ∈ [0, u] be arbitrarily chosen. As-

sume that u1 > u2. Since F (u1, .) (resp. F (u2, .)) is bijective from [0, 1/u1[
into [0, F (u1, 1/u1)[⊃ [0, F (u, 1/u)[ (resp. [0, 1/u2[ into [0, F (u2, 1/u2)[⊃
[0, F (u, 1/u)[) :

∃(y1, y2) ∈ [0, 1/u1[×[0, 1/u2[: F (u1, y1) = F (u2, y2) = z.

So, F−1
u1

(z) = y1 and F−1
u2

(z) = y2. Suppose that y1 > y2. Since F (., y2)
and F (u1, .) are strictly increasing on [0, 1/y2[ and [0, 1/u1[ respectively :

z = F (u2, y2) < F (u1, y2) < F (u1, y1) = z.

There is a contradiction, so y1 = F−1
u1

(z) < F−1
u2

(z) = y2. Therefore,
F−1
. (z) is decreasing on [0, u].

(5) Let u ∈]0, 1] be arbitrarily chosen. As shown previously :

∂zF
−1
u (z) = [F−1

u (z)[1− uF−1
u (z)]]β ; ∀z ∈ [0, F (u, 1/u)[.

Let z ∈ [0, F (u, 1/u)[ be arbitrarily chosen. On the one hand, since F−1
. (z)

is decreasing on [0, u] by Proposition 2.2.(4) :

0 6 F−1
u (z) 6 F−1

0 (z) = [(1− β)z]1/(1−β).

On the other hand, since (u, F−1
u (z)) ∈ D :

0 6 1− uF−1
u (z) 6 1.

Therefore,

|∂zF−1
u (z)| 6 (1− β)β̂zβ̂ .

(6) Let F1 be the function defined by F1(y) := F (1, y) for every y ∈ [0, 1]. On
]0, F1(1)[ :

(G ◦ F−1
1 )′ =

G′ ◦ F−1
1

F ′1 ◦ F
−1
1

.

Since F−1
1 is a ]0, 1[-valued map on ]0, F1(1)[, it is sufficient to show that

−G′/F ′1 is R∗+-valued on ]0, 1[ in order to show that (G◦F−1
1 )′ is R∗−-valued

on ]0, F1(1)[. For every y ∈]0, 1[,

−G
′(y)

F ′1(y)
= θ

[
β

(µ− y)(1− 2y)

y(1− y)
+ 1

]
.

Then, −G′(y)/F ′1(y) > 0 if and only if P (y) > 0, where

P (y) := (2β − 1)y2 + (1− β − 2µβ)y + µβ

= (2β − 1)

[
y +

1− β − 2µβ

2(2β − 1)

]2

− (1− β − 2µβ)2

4(2β − 1)
+ µβ.

On the one hand, P (0) = µβ > 0 and P (1) = β(1 − µ) > 0. Then, for
β < 1/2, P (y) > P (0) ∧ P (1) > 0 for every y ∈]0, 1[.

On the other hand, assume that β > 1/2 and consider

y∗(β, µ) := −1− β − 2µβ

2(2β − 1)
and ϕ(β, µ) := − (1− β − 2µβ)2

4(2β − 1)
+ µβ.
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If y∗(β, µ) 6∈]0, 1[, then P (y) > P (0) ∧ P (1) > 0.

If y∗(β, µ) ∈]0, 1[, then

− (1− β − 2µβ)2

4(2β − 1)
>

1− β
2
− µβ.

So, P (y) > P [y∗(β, µ)] = ϕ(β, µ) > (1− β)/2 > 0.

In conclusion, there exists l > 0 such that (G ◦ F−1
1 )′(z) < −l for every

z ∈]0, F1(1)[, because G′(y)/F ′1(y) < 0 for every y ∈]0, 1[ and

lim
y→0+

G′(y)

F ′1(y)
= lim
y→1−

G′(y)

F ′1(y)
= −∞.

�

On the two following figures, F , F (u, .) and F−1
u are plotted for several values of

u ∈ [0, 1], y ∈]0, 1[ and β ∈]0, 1[. It is sufficient in order to illustrate the properties
of F stated at Proposition 2.2 :

Figure 1. Plots of F on [0, 1]×]0, 1[ for β = 0.25, 0.5, 0.75

Figure 2. Plots of F (u, .) and F−1
u for u ∈ [0, 1] and β = 0.5
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By using the change of variable

x̃t := F
(
e−Θt , eΘtxt

)
with Θt :=

∫ t

0

θsds ; ∀t ∈ [0, τ0,1],

the following theorem shows that τ0,1 /∈ [0, T ] :

Theorem 2.3. Under assumptions 1.1, 1.2 and 2.1, with initial condition x0 ∈
]0, 1[, equation (2) admits a unique solution π(0, x0;w) on [0, T ].

Proof. For x0 ∈]0, 1[ and ε ∈]0, x0], let x be the solution of equation (2) on [0, τε,1−ε]
with initial condition x0. Then, (e−Θt , eΘtxt) ∈ D for every t ∈ [0, τε,1−ε]. By
applying the change of variable formula (cf. [11], Theorem 5.4.1) to (e−Θ, eΘx) and
to the map F between 0 and t ∈ [0, τε,1−ε] :

x̃t − x̃0 =

∫ t

0

∂uF
(
e−Θs , eΘsxs

)
de−Θs +

∫ t

0

∂yF
(
e−Θs , eΘsxs

)
d
(
eΘx

)
s

= −β
∫ t

0

θse
−Θs

∫ F−1

e−Θs
(x̃s)

0

v2
[
v
(
1− e−Θsv

)]−(β+1)
dvds+∫ t

0

∂yF
(
e−Θs , eΘsxs

)
d
(
eΘx

)
s

with x̃0 := F (1, x0). Moreover,∫ t

0

∂yF
(
e−Θs , eΘsxs

)
d
(
eΘx

)
s

=

∫ t

0

∂yF
(
e−Θs , eΘsxs

) (
θse

Θsxsds+ eΘsdxs
)

= wϑt +

∫ t

0

∂yF
(
e−Θs , eΘsxs

)
µsθse

Θsds

= wϑt +

∫ t

0

µsθse
Θs

∂yF
−1
e−Θs

(x̃s)
ds

where,

wϑt :=

∫ t

0

ϑsdws with ϑt := θβt γte
(1−β)Θt .

Then, x̃ is the solution of the following differential equation with additive noise wϑ :

x̃t − x̃0 = −β
∫ t

0

θse
−Θs

∫ F−1

e−Θs
(x̃s)

0

v2
[
v
(
1− e−Θsv

)]−(β+1)
dvds+(3) ∫ t

0

µsθse
Θs

∂yF
−1
e−Θs

(x̃s)
ds+ wϑt

for every t ∈ [0, τε,1−ε]. When ε→ 0 :
• If τ0,1 = τ0, for t ∈ [0, τ0[ :

x̃t +

∫ τ0

t

µsθse
Θs

∂yF
−1
e−Θs

(x̃s)
ds =(4)

wϑt − wϑτ0 + β

∫ τ0

t

θse
−Θs

∫ F−1

e−Θs
(x̃s)

0

v2
[
v
(
1− e−Θsv

)]−(β+1)
dvds.

Since wϑ : [0, T ] → R is α-Hölder continuous, the right-hand side of (4) is
less or equal than C(τ0 − t)α with

C := ‖wϑ‖α;T + β‖θ‖∞;TT
1−α

∫ 1

0

v2[v(1− v)]−(β+1)dv.
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The two terms of the sum of the left-hand side in equation (4) are positive,
then x̃s 6 C(τ0 − s)α for every s ∈ [0, τ0[, and by Proposition 2.2.(5) :

∂yF
−1
e−Θs

(x̃s) 6 ∂yF
−1
0 (x̃s) = (1− β)β̂ x̃β̂s

6 (1− β)β̂C β̂(τ0 − s)αβ̂ .
Therefore,

(1− β)−β̂C−β̂
(

min
s∈[0,T ]

µsθs

)∫ τ0

t

(τ0 − s)−αβ̂ds 6 C(τ0 − t)α.

Under Assumption 1.1, the previous inequality gives τ0 6∈ [0, T ].
• If τ0,1 = τ1, consider x̂t := 1−xt for each t ∈ [0, τ1[. The function x̂ satisfies

dx̂t = −θt(x̂t − µ̂t)dt+ γ̂t[θt[x̂t(1− x̂t)]]βdwt
with µ̂t := 1− µt and γ̂t := −γt.
In other words, x̂ is the solution of equation (2) with these new coefficients,
also satisfying Assumption 1.2. Then, under Assumption 1.1 :

τ1 = inf {t ∈ [0, T ] : x̂t = 0} 6∈ [0, T ].

The solution x doesn’t hit 0 or 1 on [0, T ] because τ0,1 6∈ [0, T ]. Therefore, equation
(2) admits a unique ]0, 1[-valued solution π(0, x0;w) on [0, T ]. �

Let w : R+ → R be a function satisfying the following assumption :

Assumption 2.4. The function w is α-Hölder continuous on the compact intervals
of R+ (α ∈]0, 1]) and w0 = 0.

Corollary 2.5. Under assumptions 1.1, 1.2 and 2.4, equation (2) admits a unique
solution, α-Hölder continuous on the compact intervals of R+, and still denoted by
π(0, x0;w).

Proof. By Theorem 2.3, equation (2) admits a unique solution on R+ by putting

π(0, x0;w)|[0,T ] := π(0, x0;w|[0,T ])

for each T > 0. Since π(0, x0;w|[0,T ]) is α-Hölder continuous on [0, T ] for every T >
0, π(0, x0;w) is α-Hölder continuous on the compact intervals of R+ by construction.

�

2.2. Regularity of the Itô map. In a first part, propositions 2.7 and 2.8 extend
the existing regularity results for the Itô map (cf. [7], chapters 10 and 11) to equa-
tion (2), which has a singular vector field. Moreover, at Proposition 2.7, it is proved
that π(0, x0; .) is (globally) Lipschitz continuous.
In a second part, still by using the particular form of the vector field of equation
(2), corollaries 2.9, 2.10 and 2.11 provide some properties of π(0, .;w) that will be
essential to study the ergodicity of the process X at Subsection 3.1.

In the sequel, the parameters θ, µ and γ are constant, and satisfy the following
assumption :

Assumption 2.6. θ, µ and γ are three deterministic constants such that θ > 0,
µ ∈]0, 1[ and γ ∈ R.

In this subsection, the results on equation (2) are obtained via the simple change
of variable yt := F (xt), where F (x) := F (1, x) for every x ∈ [0, 1].
By applying the change of variable formula (cf. [11], Theorem 5.4.1) to the function
x and to the map F between 0 and t ∈ R+ :

(5) yt = y0 +

∫ t

0

(G ◦ F−1)(ys)ds+ γθβwt.
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with G(x) := θ(µ− x)F ′(x) for every x ∈]0, 1[.

Proposition 2.7. Under assumptions 1.1, 2.4 and 2.6, the Itô map π(0, .) is con-
tinuous from

]0, 1[×Cα (R+;R) into C0 (R+; ]0, 1[) .

Moreover, for every T > 0, 0 < x1
0 6 x

2
0 < 1 and w1, w2 ∈ Cα([0, T ];R),

‖π(0, x1
0;w1)− π(0, x2

0;w2)‖∞;T 6 CT (x1
0, x

2
0)(|x1

0 − x2
0|+ ‖w1 − w2‖α;T )

with CT (x1
0, x

2
0) := ‖(F−1)′‖∞;[0,F (1)][‖F ′‖∞;[x1

0,x
2
0] ∨ (2Tαγθβ)].

Proof. For i = 1, 2, consider xi0 ∈]0, 1[ and wi : R+ → R a function satisfying
Assumption 2.4. Under assumptions 1.1 and 2.6, let xi be the solution of equation
(2) with initial condition xi0 and signal wi, and put yi := F (xi.).

The first step shows that the Itô map associated to y1 and y2 is Lipschitz con-
tinuous from

]0, F (1)[×Cα ([0, T ];R) into C0 ([0, T ]; ]0, F (1)[) .

At the second step, the expected results on π(0, .) are deduced from the first one.

Let T > 0 be arbitrarily chosen.

Step 1. On the one hand, consider t ∈ [0, τcross] where

τcross := inf
{
s ∈ [0, T ] : y1

s = y2
s

}
,

and suppose that y1
0 > y

2
0 .

Since y1 and y2 are continuous on [0, T ] by construction, for every s ∈ [0, τcross],
y1
s > y

2
s and then,

(G ◦ F−1)(y1
s)− (G ◦ F−1)(y2

s) 6 0

because G ◦ F−1 is a decreasing map (cf. Proposition 2.2.(6)). Therefore,

|y1
t − y2

t | = y1
t − y2

t

= y1
0 − y2

0 +

∫ t

0

[(G ◦ F−1)(y1
s)− (G ◦ F−1)(y2

s)]ds+ γθβ(w1
t − w2

t )

6 |y1
0 − y2

0 |+ γθβ‖w1 − w2‖∞;T .

Symmetrically, one can show that this inequality is still true when y1
0 6 y

2
0 .

On the other hand, consider t ∈ [τcross, T ],

τcross(t) := sup
{
s ∈ [τcross, t] : y1

s = y2
s

}
and suppose that y1

t > y
2
t .

Since y1 and y2 are continuous on [0, T ] by construction, for every s ∈ [τcross(t), t],
y1
s > y

2
s and then,

(G ◦ F−1)(y1
s)− (G ◦ F−1)(y2

s) 6 0

because G ◦ F−1 is a decreasing map. Therefore,

|y1
t − y2

t | = y1
t − y2

t

=

∫ t

τcross(t)

[(G ◦ F−1)(y1
s)− (G ◦ F−1)(y2

s)]ds+

γθβ(w1
t − w2

t )− γθβ [w1
τcross(t)

− w2
τcross(t)

]

6 2γθβ‖w1 − w2‖∞;T .



10 NICOLAS MARIE

Symmetrically, one can show that this inequality is still true when y1
t 6 y

2
t .

By putting these cases together and since the obtained upper-bounds are not de-
pending on t :

(6) ‖y1 − y2‖∞;T 6 |y1
0 − y2

0 |+ 2Tαγθβ‖w1 − w2‖α;T .

Then, the Itô map associated to y1 and y2 is Lipschitz continuous from

]0, F (1)[×Cα ([0, T ];R) into C0 ([0, T ]; ]0, F (1)[) .

Step 2. Since xi = F−1(yi. ), F−1 is continuously differentiable from [0, F (1)] into
[0, 1], and F is continuously differentiable from ]0, 1[ into ]0, F (1)[, by inequality
(6) :

‖π(0, x1
0;w1)− π(0, x2

0;w2)‖∞;T 6 ‖(F−1)′‖∞;[0,F (1)] ×
[|F (x1

0)− F (x2
0)|+ 2Tαγθβ‖w1 − w2‖α;T ]

6 CT (x1
0, x

2
0)(|x1

0 − x2
0|+ ‖w1 − w2‖α;T ).

So, π(0, .) is locally Lipschitz continuous from

]0, 1[×Cα ([0, T ];R) into C0 ([0, T ]; ]0, 1[) .

Consider w ∈ Cα(R+;R) and a sequence (wn, n ∈ N) of elements of Cα(R+;R)
such that :

∀T > 0, lim
n→∞

∥∥wn|[0,T ] − w|[0,T ]

∥∥
α;T

= 0.

For each T > 0 and every x0 ∈]0, 1[,

lim
n→∞

∥∥π(0, x0;wn)|[0,T ] − π(0, x0;w)|[0,T ]

∥∥
∞;T

=

lim
n→∞

∥∥π(0, x0;wn|[0,T ])− π(0, x0;w|[0,T ])
∥∥
∞;T

= 0

because π(0, .) is continuous from ]0, 1[×Cα([0, T ];R) into C0([0, T ]; ]0, 1[).

That achieves the proof. �

Let us now show that the continuous differentiability of the Itô map established at
[7], Theorem 11.3 extends to equation (1) :

Proposition 2.8. Under assumptions 1.1, 2.4 and 2.6, the Itô map π(0, .) is con-
tinuously differentiable from

]0, 1[×Cα ([0, T ];R) into C0 ([0, T ]; ]0, 1[)

for each T > 0.

Proof. For the sake of readability, the space ]0, 1[×Cα([0, T ];R) is denoted by E.

Consider (x0
0, w

0) ∈ E, x0 := π(0, x0
0;w0),

m0 ∈
]
0,

(
min
t∈[0,T ]

x0
t

)
∧
(

1− max
t∈[0,T ]

x0
t

)[
and

ε0 :=

(
−m0 + min

t∈[0,T ]
x0
t

)
∧
(

1−m0 − max
t∈[0,T ]

x0
t

)
.

Since π(0, .) is continuous from E into C0([0, T ];R) by Proposition 2.7 :

∀ε ∈]0, ε0], ∃η > 0 : ∀(x0, w) ∈ E,
(x0, w) ∈ BE((x0

0, w
0); η) =⇒ ‖π(0, x0;w)− x0‖∞;T < ε 6 ε0.(7)

In particular, for every (x0, w) ∈ BE((x0
0, w

0); η), the function π(0, x0;w) is [m0, 1−
m0]-valued and [m0, 1−m0] ⊂]0, 1[.
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In [7], the continuous differentiability of the Itô map with respect to the initial
condition and the driving signal is established at theorems 11.3 and 11.6. In order
to derive the Itô map with respect to the driving signal at point w0 in the direction
h ∈ Cκ([0, T ];Rd), κ ∈]0, 1[ has to satisfy the condition α + κ > 1 to ensure the
existence of the geometric 1/α-rough path over w0 + εh (ε > 0) provided at [7],
Theorem 9.34 when d > 1. That condition can be dropped when d = 1, because
the canonical geometric 1/α-rough path over w0 + εh is

(8) t ∈ [0, T ] 7−→
(

1, w0
t + εht, . . . ,

(w0
t + εht)

[1/α]

[1/α]!

)
.

Therefore, since the map A 7→ [A(1−A)]β is C∞ on [m0,M0], π(0, .) is continuously
differentiable from BE((x0

0, w
0); η) into C0([0, T ];R).

In conclusion, since (x0
0, w

0) has been arbitrarily chosen, π(0, .) is continuously
differentiable from R∗+ × Cα([0, T ];R) into C0([0, T ];R). �

In the sequel, the solution of equation (5) with initial condition y0 := F (x0) for
x0 ∈]0, 1[ is denoted by y(y0) or y(y0, w).

Let us conclude with the three following corollaries of Proposition 2.8, using the
particular form of the vector field of equation (2) :

Corollary 2.9. Under assumptions 1.1, 2.4 and 2.6, the map π(0, .;w)t is strictly
increasing on ]0, 1[ for every t ∈ R+.

Proof. By Proposition 2.8, for every t ∈ R∗+ and every y0 ∈]0, F (1)[,

∂y0
yt(y0) =

∫ t

0

exp

[∫ t

s

(G ◦ F−1)′ [yu(y0)] du

]
ds > 0.

Then, y0 ∈]0, F (1)[7→ yt(y0) is strictly increasing on ]0, F (1)[ for every t ∈ R+.

Since F and F−1 are respectively strictly increasing on ]0, 1[ and ]0, F (1)[, the
map π(0, .;w)t = F−1[yt[F (.)]] is strictly increasing on ]0, 1[ for every t ∈ R+. �

Corollary 2.10. Under assumptions 1.1, 2.4 and 2.6, there exists two continuous
functions y(0) and y[F (1)] (resp. x(0) and x(1)) from R+ into [0, F (1)] (resp.
[0, 1]) such that :

lim
y0→0

‖y(y0)− y(0)‖∞;T = 0 and lim
y0→F (1)

‖y(y0)− y[F (1)]‖∞;T = 0

(resp. lim
x0→0

‖π(0, x0;w)− x(0)‖∞;T = 0 and lim
x0→1

‖π(0, x0;w)− x(1)‖∞;T = 0)

for each T > 0. Moreover, yt(0) and yt[F (1)] (resp. x(0) and x(1)) belong to
]0, F (1)[ (resp. ]0, 1[) for every t > 0.

Proof. Only the case y0 → 0 (resp. x0 → 0) is detailed. The case y0 → F (1) (resp.
x0 → 1) is obtained similarly.

On the one hand, as shown at Proposition 2.7 ; for every y1
0 , y

2
0 ∈]0, F (1)[,

‖y(y1
0)− y(y2

0)‖∞ 6 |y1
0 − y2

0 |.
So, y0 ∈]0, F (1)[7→ y(y0) is uniformly continuous from

(]0, F (1)[, |.|) into (C0(R+; [0, F (1)]), ‖.‖∞),

and since C0(R+; [0, F (1)]) equipped with ‖.‖∞ is a Banach space, y0 ∈]0, F (1)[7→
y(y0) has a unique continuous extension to [0, F (1)].
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On the other hand, for y0 ∈]0, F (1)[ and t > s > 0 arbitrarily chosen,

yt(y0)− ys(y0)− γθβ(wt − ws) =

∫ t

s

(G ◦ F−1) [yu(y0)] du

> (t− s)(G ◦ F−1)

[
sup
u∈[s,t]

yu(y0)

]
,

because G ◦ F−1 is decreasing on ]0, F (1)[ (cf. Proposition 2.2.(6)). Since

lim
y0→0

sup
u∈[s,t]

|yu(y0)− yu(0)| = 0

by construction, if yu(0) = 0 for every u ∈ [s, t] :

lim
y0→0

∫ t

s

(G ◦ F−1) [yu(y0)] du = (t− s) lim
y0→0

(G ◦ F−1)

[
sup
u∈[s,t]

yu(y0)

]
= ∞

and
lim
y0→0

yt(y0)− ys(y0)− γθβ(wt − ws) = −γθβ(ws − wt) <∞.

Therefore, there exists u ∈ [s, t] such that yu(0) > 0.

Similarly, since

yt(y0)− ys(y0)− γθβ(wt − ws) =

∫ t

s

(G ◦ F−1) [yu(y0)] du

6 (t− s)×

(G ◦ F−1)

[
F (1)− sup

u∈[s,t]

[F (1)− yu(y0)]

]
,

there exists u ∈ [s, t] such that yu(0) < F (1).

In particular, there exists a R+-valued sequence (tn0 , n ∈ N) such that tn0 ↓ 0 when
n→∞, and

ytn0 (0) ∈]0, F (1)[ ; ∀n ∈ N.
Let n ∈ N be arbitrarily chosen. Since y(0) is continuous on R+ by construction,
yt(0) ∈]0, F (1)[ for every t ∈ [tn0 ; τ0,F (1)(t

n
0 )[ where,

τ0,F (1)(t
n
0 ) := inf {t > tn0 : yt(0) = 0 or yt(0) = F (1)} .

For ε ∈]0, F (1)[ arbitrarily chosen, by Corollary 2.9 together with the continuity
of y(y0) on R+ for every y0 ∈ [0, ε] ; for every t ∈ [tn0 ; τ0,F (1)(t

n
0 )[, there exists

tnmin, t
n
max ∈ [tn0 , t] such that for every y0 ∈ [0, ε] and every s ∈ [tn0 , t],

0 < ytnmin
(0) 6 ys(y0) 6 ytnmax

(ε) < F (1)

and, by Proposition 2.2.(6),

(G ◦ F−1)[ytnmax
(ε)] 6 (G ◦ F−1)[ys(y0)] 6 (G ◦ F−1)[ytnmin

(0)].

Then, by Lebesgue’s theorem :

yt+tn0 (0) = ytn0 (0) + lim
y0→0

∫ tn0 +t

tn0

(G ◦ F−1) [ys(y0)] ds+ γθβ(wtn0 +t − wtn0 )

= ytn0 (0) +

∫ t

0

(G ◦ F−1)
[
ys+tn0 (0)

]
ds+ γθβ(θtn0w)t(9)
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for every t ∈ [0; τ0,F (1)(t
n
0 ) − tn0 [ where, θtn0w = wtn0 +. − wtn0 . By (9) and Theorem

2.3 :

τ0,F (1)(t
n
0 ) = inf{t > 0 : yt[ytn0 (0), θtn0w] = 0 or yt[ytn0 (0), θtn0w] = F (1)}

= ∞.
Therefore, y(0) is a ]0, F (1)[-valued function on [tn0 ,∞[ for every n ∈ N. Since
tn0 ↓ 0 when n→∞, y(0) is a ]0, F (1)[-valued function on R∗+.

By putting x(0) := F−1[y.(0)], since π(0, x0;w) = F−1[y.(y0)] and F−1 is con-
tinuously differentiable from [0, F (1)] into [0, 1], that achieves the proof. �

In the sequel, for every x0 ∈ [0, 1],

xt(x0) :=

 limε→0 π (0, ε;w)t if x0 = 0
π (0, x0;w)t if x0 ∈]0, 1[

limε→0 π (0, 1− ε;w)t if x0 = 1
; ∀t ∈ R+

and for every y0 ∈ [0, F (1)],

yt(y0) :=

 limε→0 yt(ε) if y0 = 0
yt(y0) if y0 ∈]0, F (1)[

limε→0 yt[F (1)− ε] if y0 = F (1)
; ∀t ∈ R+.

Corollary 2.11. Under assumptions 1.1, 2.4 and 2.6, there exists two constants
C > 0 and l > 0, only depending on F and G, such that :

|yt(y1
0)− yt(y2

0)| 6 |y1
0 − y2

0 |e−lt ; ∀t ∈ R+

for every y1
0 , y

2
0 ∈ [0, F (1)], and

|xt(x1
0)− xt(x2

0)| 6 C|F (x1
0)− F (x2

0)|e−lt ; ∀t ∈ R+

for every x1
0, x

2
0 ∈ [0, 1].

Proof. For i = 1, 2, consider the solution xi of equation (2) with initial condition
xi0 ∈]0, 1[, and yi := F (xi.).
Moreover, assume that x1

0 6= x2
0. By Corollary 2.9, y1

t 6= y2
t for every t ∈ R+.

For every t ∈ R+,
d

dt
(y1
t − y2

t ) = (G ◦ F−1)(y1
t )− (G ◦ F−1)(y2

t ).

Then,
d

dt
(y1
t − y2

t )2 = 2(y1
t − y2

t )
[
(G ◦ F−1)(y1

t )− (G ◦ F−1)(y2
t )
]

= 2(y1
t − y2

t )2 (G ◦ F−1)(y1
t )− (G ◦ F−1)(y2

t )

y1
t − y2

t

.

By Proposition 2.2.(6), there exists a constant l > 0 such that :

∀z ∈]0, F (1)[, (G ◦ F−1)′(z) 6 −l.
So, by the mean value theorem, there exists ct ∈]y1

t ∧ y2
t , y

1
t ∨ y2

t [⊂]0, F (1)[ such
that :

(G ◦ F−1)(y1
t )− (G ◦ F−1)(y2

t )

y1
t − y2

t

= (G ◦ F−1)′(ct) 6 −l.

Therefore,
d

dt

(
y1
t − y2

t

)2
6 −2l

(
y1
t − y2

t

)2
.

By integrating that inequality :∣∣y1
t − y2

t

∣∣ 6 ∣∣y1
0 − y2

0

∣∣ e−lt.
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Since xi = F−1(yi. ) and F−1 is continuously differentiable from [0, F (1)] into [0, 1] :∣∣xt (x1
0

)
− xt

(
x2

0

)∣∣ 6 C ∣∣F (x1
0

)
− F

(
x2

0

)∣∣ e−lt
where, C > 0 denotes the Lipschitz constant of F−1.

That inequality holds true when x1
0 or x2

0 goes to 0 or 1, because F is continu-
ous on [0, 1]. �

2.3. Approximation scheme. In order to provide a converging approximation
scheme for equation (2), the convergence of the implicit Euler scheme for equation
(5) is studied first under assumptions 1.1, 2.4 and 2.6.

Consider the recurrence equation

(10)

{
yn0 = y0 ∈]0, F (1)[

ynk+1 = ynk +
T

n
(G ◦ F−1)(ynk+1) + γθβ(wtnk+1

− wtnk )

where, for n ∈ N∗ and T > 0, tnk := kT/n and k 6 n while ynk+1 ∈]0, F (1)[.

The following proposition shows that the step-n implicit Euler approximation yn is
defined on {0, . . . , n} :

Proposition 2.12. Under assumptions 1.1, 2.4 and 2.6, equation (10) admits a
unique solution (yn, n ∈ N∗). Moreover,

∀n ∈ N∗, ∀k = 0, . . . , n, ynk ∈]0, F (1)[.

Proof. Let ϕ be the function defined on ]0, F (1)[×R× R∗+ by :

ϕ (y,A,B) := y −B(G ◦ F−1)(y)−A.
On the one hand, for every A ∈ R and B > 0, ϕ(., A,B) ∈ C∞(]0, F (1)[;R) and by
Proposition 2.2.(6), for every y ∈]0, F (1)[,

∂yϕ (y,A,B) = 1−B(G ◦ F−1)′(y)

= 1−BG
′[F−1(y)]

F ′[F−1(y)]
> 0.

Then, ϕ(., A,B) is increasing on ]0, F (1)[. Moreover,

lim
y→0+

ϕ (y,A,B) = −∞ and lim
y→F (1)−

ϕ (y,A,B) =∞.

Therefore, since ϕ is continuous on ]0, F (1)[×R× R∗+ :

∀A ∈ R, ∀B > 0, ∃!y ∈]0, F (1)[: ϕ (y,A,B) = 0.

On the other hand, for every n ∈ N∗, equation (10) can be rewritten as follow :

(11) ϕ

[
ynk+1, y

n
k + γθβ(wtnk+1

− wtnk ),
T

n

]
= 0 ; k ∈ {0, . . . , n}.

In conclusion, by recurrence, equation (11) admits a unique solution ynk+1 ∈]0, F (1)[.

Necessarily, ynk ∈]0, F (1)[ for k = 0, . . . , n. That achieves the proof. �

For each n ∈ N∗, consider the function yn : [0, T ]→]0, F (1)[ such that

ynt :=

n−1∑
k=0

[
ynk +

ynk+1 − ynk
tnk+1 − tnk

(t− tnk )

]
1[tnk ,t

n
k+1[(t)

for every t ∈ [0, T ].
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With the ideas of A. Lejay [10], Proposition 5, let us prove that (yn, n ∈ N∗)
converges to the solution of equation (5) with initial condition y0 ∈]0, F (1)[.

Theorem 2.13. Under assumptions 1.1, 2.4 and 2.6, (yn, n ∈ N∗) is uniformly
converging with rate n−α to the solution y of equation (5), with initial condition
y0, up to the time T .

Proof. The proof follows the same pattern as in [10], Proposition 5.

Consider n ∈ N∗, t ∈ [0, T ] and y the solution of equation (5) with initial con-
dition y0 ∈]0, F (1)[. Since (tnk ; k = 0, . . . , n) is a subdivision of [0, T ], there exists
an integer k ∈ {0, . . . , n− 1} such that t ∈ [tnk , t

n
k+1[.

First of all, note that

(12) |ynt − yt| 6 |ynt − ynk |+ |ynk − znk |+ |znk − yt|
where, zni := ytni for i = 0, . . . , n. Since y is the solution of equation (5), znk and
znk+1 satisfy

znk+1 = znk +
T

n
(G ◦ F−1)(znk+1) + γθβ(wtnk+1

− wtnk ) + εnk

where,

εnk :=

∫ tnk+1

tnk

[(G ◦ F−1)(ys)− (G ◦ F−1)(ytnk+1
)]ds.

In order to conclude, let us show that |ynk − znk | is bounded by a quantity not de-
pending on k and converging to 0 when n goes to infinity.

On the one hand, consider

y∗ := min
t∈[0,T ]

yt > 0 and y∗ := max
t∈[0,T ]

yt < F (1).

Since G ◦ F−1 is C∞ on ]0, F (1)[, it is CT -Lipschitz continuous on [y∗, y
∗] with

CT > 0. Then, for i = 0, . . . , k,

|εni | 6
∫ tni+1

tni

|(G ◦ F−1)(ys)− (G ◦ F−1)(ytni+1
)|ds

6 CT ‖y‖α;T

∫ tni+1

tni

|tni+1 − s|αds

6 CT
Tα+1

α+ 1
‖y‖α;T

1

nα+1
.(13)

On the other hand, let i ∈ {0, . . . , k − 1} be arbitrarily chosen.

Assume that yni+1 > z
n
i+1. Then, by Proposition 2.2.(6) :

(G ◦ F−1)(yni+1)− (G ◦ F−1)(zni+1) 6 0.

Therefore,

|yni+1 − zni+1| = yni+1 − zni+1

= yni − zni +
T

n

[
(G ◦ F−1)(yni+1)− (G ◦ F−1)(zni+1)

]
− εni

6 |yni − zni |+ |εni |.
Similarly, if zni+1 > yni+1, then

|zni+1 − yni+1| = zni+1 − yni+1

6 |yni − zni |+ |εni |.
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By putting these cases together :

(14) ∀i = 0, . . . , k − 1, |zni+1 − yni+1| 6 |zni − yni |+ |εni |.

By applying (14) recursively from k − 1 down to 0 :

|ynk − znk | 6 |y0 − z0|+
k−1∑
i=0

|εni |

6 CT
Tα+1

α+ 1
‖y‖α;T

1

nα
−−−−→
n→∞

0(15)

because y0 = z0 and by inequality (13).

Moreover, by (15), there exists N ∈ N∗ such that for every integer n > N ,

|ynk+1 − znk+1| 6 max
i=1,...,n

|yni − zni | 6 my :=
y∗
2

and
|ynk+1 − znk+1| 6 max

i=1,...,n
|yni − zni | 6 M̂y := My − y∗

for any My ∈]y∗, F (1)[.

In particular,
my 6 ytnk+1

−my 6 y
n
k+1 6 ytnk+1

+ M̂y 6My.

Since G ◦ F−1 is a decreasing map by Proposition 2.2.(6) :

(G ◦ F−1)(My) 6 (G ◦ F−1)(ynk+1) 6 (G ◦ F−1)(my).

Then, by putting M := |(G ◦ F−1)(my)| ∨ |(G ◦ F−1)(My)| :

|ynt − ynk | = |ynk+1 − ynk |
t− tnk

tnk+1 − tnk

6
(
TM + γθβTα‖w‖α;T

) 1

nα
−−−−→
n→∞

0.

In conclusion, by inequality (12) :

|ynt − yt| 6
(
TM + γθβTα‖w‖α;T + ‖y‖α;T

) 1

nα
+(16)

CT
Tα+1

α+ 1
‖y‖α;T

1

nα
−−−−→
n→∞

0.

That achieves the proof because the right hand side of inequality (16) is not de-
pending on k or t. �

Finally, for every n ∈ N∗ and t ∈ [0, T ], consider xnt := F−1(ynt ).

Corollary 2.14. Under assumptions 1.1, 2.4 and 2.6, (xn, n ∈ N∗) is uniformly
converging with rate n−α to

x := π(0, x0;w)|[0,T ] = π(0, x0;w|[0,T ])

with x0 ∈]0, 1[.

Proof. For a given initial condition x0 > 0, it has been shown that x := F−1(y.)
is the solution of equation (2) where, y is the solution of equation (5) with initial
condition y0 := F (x0).
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By Theorem 2.13 :

‖x− xn‖∞;T 6 C‖y − yn‖∞;T

6 C
(
TM + γθβTα‖w‖α;T + ‖y‖α;T

) 1

nα
+

CCT
Tα+1

α+ 1
‖y‖α;T

1

nα
−−−−→
n→∞

0

where, C is the Lipschitz constant of F−1 on [0, F (1)], since it is continuously dif-
ferentiable on that interval.

Then, (xn, n ∈ N∗) is uniformly converging to x with rate n−α. �

3. Probabilistic properties of Jacobi’s equation

Consider a stochastic process W defined on R+ and satisfying the following as-
sumption :

Assumption 3.1. W is a 1-dimensional centered Gaussian process with α-Hölder
continuous paths on the compact intervals of R+ (α ∈]0, 1]) and W0 = 0.

For instance, the fractional Brownian motion of Hurst parameter H ∈]0, 1[ satisfies
that assumption for α ∈]0, H[.

The canonical probability space of W is denoted by (Ω,A,P) with Ω := C0(R+;R).
Under assumptions 1.1 and 2.6, the solution π(0, x0;W ) of equation (1) with initial
condition x0 ∈]0, 1[ is defined as the following random variable :

π(0, x0;W ) := {π [0, x0;W (ω)] ;ω ∈ Ω} .

The regularity of π(0, .) studied at propositions 2.7 and 2.8, and corollaries 2.9,
2.10 and 2.11, allows to show two probabilistic results on X := π(0, x0;W ) under
various additional conditions on W : an ergodic theorem in L. Arnold’s random
dynamical systems framework with some ideas of M.J. Garrido-Atienza et al. [8]
and B. Schmalfuss [18], and the existence of an explicit density with respect to
Lebesgue’s measure on (R,B(R)) for each Xt, t > 0 via I. Nourdin and F. Viens
[16]. All used results and notations on random dynamical systems and Malliavin
calculus are stated in Appendix A.1 and Appendix A.2 respectively.

First of all, without other assumptions on W , let us show the probabilistic con-
vergence of approximation schemes studied on the deterministic side at Section 2 :

Proposition 3.2. Under assumptions 1.1, 2.6 and 3.1,

lim
n→∞

E
(
‖Y n − Y ‖p∞;T

)
= 0 and lim

n→∞
E
(
‖Xn −X‖p∞;T

)
= 0

for every p > 1 and T > 0, where Y n denotes the step-n implicit Euler approxima-
tion scheme of Y := F (X.) on [0, T ], and Xn := F−1(Y n. ) for each n ∈ N∗.

Proof. By Proposition 2.13 and Corollary 2.14 :

‖Y n − Y ‖∞;T
a.s.−−−−→
n→∞

0 and ‖Xn −X‖∞;T
a.s.−−−−→
n→∞

0.

Moreover, for every t ∈ [0, T ], n ∈ N∗ and ω ∈ Ω, Y nt (ω), Yt(ω) ∈]0, F (1)[ and
Xn
t (ω), Xt(ω) ∈]0, 1[. Therefore, Lebesgue’s theorem allows to conclude. �
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3.1. An ergodic theorem. This subsection is devoted to an ergodic theorem for
Y := F (X.) and then X, for fractional Brownian signals.

Consider a two-sided fractional Brownian motion BH of Hurst parameter H ∈]0, 1[,
and (Ω,A,P) its canonical probability space with Ω := C0(R;R). Let ϑ := (θt, t ∈
R) be the family of maps from the measurable space (Ω,A) into itself, called Wiener
shift, such that :

∀ω ∈ Ω, ∀t ∈ R, θtω := ωt+. − ωt.
By B. Maslowski and B. Schmalfuss [13], (Ω,A,P, ϑ) is an ergodic metric DS.

Theorem 3.3. Under assumptions 1.1 and 2.6, let Y be the solution of the follow-
ing stochastic differential equation :

(17) Yt = Y0 +

∫ t

0

(G ◦ F−1)(Ys)ds+ γθβBHt ; t ∈ R+

where, Y0 : Ω→]0, F (1)[ is an (integrable) random variable.
(1) There exists an (integrable) random variable Ŷ : Ω→]0, F (1)[ such that

lim
t→∞

|Yt(ω)− Ŷ (θtω)| = 0

for almost every ω ∈ Ω.
(2) For any Lipschitz continuous function f : [0, F (1)]→ R,

lim
T→∞

1

T

∫ T

0

f(Yt)dt = E[f(Ŷ )] P-a.s.

Proof. In a first step, the existence of a (generalized) random fixed point is estab-
lished for the continuous random dynamical system naturally defined by equation
(17) on the metric space ]0, F (1)[ over the ergodic metric DS (Ω,A,P, ϑ). The
second step is devoted to the ergodic theorem for Y stated at point 2.

Step 1. Let ϕ : R+ × Ω×]0, F (1)[→]0, F (1)[ be the map defined by :

ϕ(t, ω)x := x+

∫ t

0

(G ◦ F−1)[ϕ(s, ω)x]ds+ γθβBHt (ω).

It is a continuous random dynamical system on ]0, F (1)[ over the metric DS (Ω,A,P, ϑ).
Indeed, for every s, t ∈ R+, ω ∈ Ω and x ∈]0, F (1)[ ; ϕ(0, ω)x = x and

ϕ(s+ t, ω)x = x+

∫ s+t

0

(G ◦ F−1)[ϕ(u, ω)x]du+ γθβBHs+t(ω)

= ϕ(s, ω)x+

∫ s+t

s

(G ◦ F−1)[ϕ(u, ω)x]du+ γθβ [BHs+t(ω)−BHs (ω)]

= ϕ(s, ω)x+

∫ t

0

(G ◦ F−1)[ϕ(s+ u, ω)x]du+ γθβBHt (θsω).

Then, ϕ(s+ t, ω) = ϕ(t, θsω) ◦ϕ(s, ω). In other words, ϕ satisfies the cocycle prop-
erty. Proposition 2.7 allows to conclude. That RDS has two additional properties :

• Additional property 1. By Corollary 2.10, for every t ∈ R+ and ω ∈ Ω,
the limits

ϕ(t, ω)0 := lim
x→0

ϕ(t, ω)x and ϕ(t, ω)F (1) := lim
x→F (1)

ϕ(t, ω)x

exist, and belong to ]0, F (1)[ if and only if t > 0.
• Additional property 2. By Corollary 2.11, there exists l > 0 such that

for every t ∈ R+, ω ∈ Ω and x, y ∈]0, F (1)[,

|ϕ(t, ω)x− ϕ(t, ω)y| 6 e−lt|x− y|.
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Let us now show that there exists a random variable Ŷ : Ω→]0, F (1)[ such that

ϕ(t, ω)Ŷ (ω) = Ŷ (θtω)

for every t ∈ R+ and ω ∈ Ω.

On the one hand, by the cocycle property of ϕ together with additional property 2,
for every n ∈ N, ω ∈ Ω and x ∈]0, F (1)[,

|ϕ(n, θ−nω)x− ϕ(n+ 1, θ−(n+1)ω)x| = |ϕ(n, θ−nω)x−
[ϕ(n, θ−nω) ◦ ϕ(1, θ−(n+1)ω)]x|

6 e−ln|x− ϕ(1, θ−(n+1)ω)x|
6 F (1)e−ln.

Then, {ϕ(n, θ−nω)x;n ∈ N} is a Cauchy sequence, and its limit Ŷ (ω) is not de-
pending on x, because for any other y ∈]0, F (1)[,

|ϕ(n, θ−nω)x− ϕ(n, θ−nω)y| 6 e−ln|x− y| −−−−→
n→∞

0.

Moreover, for every t ∈ R+,

|ϕ(t, θ−tω)x− Ŷ (ω)| 6 |ϕ(t, θ−tω)x− ϕ([t], θ−[t]ω)x|+ |ϕ([t], θ−[t]ω)x− Ŷ (ω)|
6 |[ϕ([t], θ−[t]ω) ◦ ϕ(t− [t], θ−tω)]x− ϕ([t], θ−[t]ω)x|+
|ϕ([t], θ−[t]ω)x− Ŷ (ω)|

6 e−l[t]|ϕ(t− [t], θ−tω)x− x|+ |ϕ([t], θ−[t]ω)x− Ŷ (ω)|
6 F (1)e−l[t] + |ϕ([t], θ−[t]ω)x− Ŷ (ω)| −−−→

t→∞
0.

Therefore,

(18) lim
t→∞

|ϕ(t, θ−tω)x− Ŷ (ω)| = 0.

On the other hand, by the cocycle property of ϕ, for every t ∈ R+, n ∈ N, ω ∈ Ω
and x ∈]0, F (1)[,

[ϕ(t, ω) ◦ ϕ(n, θ−nω)]x = ϕ(t+ n, θ−nω)x(19)
= ϕ[t+ n, (θ−(t+n) ◦ θt)ω]x.

The continuity of the random dynamical system ϕ, additional property 1 and (18)
imply that :

• When n→∞ in equality (19) :

ϕ(t, ω)Ŷ (ω) = Ŷ (θtω).

• By replacing ω by θ−tω in equality (19) for t > 0, when n→∞ :

ϕ(t, θ−tω)Ŷ (θ−tω) = Ŷ (ω) ∈]0, F (1)[.

Since (Ω,A,P, ϑ) is an ergodic metric DS and Ŷ is a (generalized) random fixed
point of the continuous RDS ϕ, (Ŷ ◦ θt, t ∈ R+) is a stationary solution of equation
(17). Therefore, for almost every ω ∈ Ω,

lim
t→∞

|Yt(ω)− Ŷ (θtω)| = 0

because all solutions of equation (17) converge pathwise forward to each other in
time by additional property 2.
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Step 2. Let f : [0, F (1)] → R be Lipschitz continuous. For every T > 0 and
ω ∈ Ω,

1

T

∫ T

0

f [Yt(ω)] dt = AT (ω) +BT (ω)

where,

AT (ω) :=
1

T

∫ T

0

f [Ŷ (θtω)]dt and BT (ω) :=
1

T

∫ T

0

[f [Yt(ω)]− f [Ŷ (θtω)]]dt.

On the one hand, since (Ω,A,P, ϑ) is an ergodic metric DS, by the Birkhoff-
Chintchin’s theorem (Theorem A.3) :

lim
T→∞

AT = E[f(Ŷ )] P-a.s.

On the other hand, since f is Lipschitz continuous on [0, F (1)], the first step of the
proof implies that for almost every ω ∈ Ω and ε > 0 arbitrarily chosen, there exists
T0 > 0 such that :

∀t > T0, |f [Yt(ω)]− f [Ŷ (θtω)]| 6 ε

2
.

Then, for every T > T0,

|BT (ε)| 6 1

T

∫ T0

0

|f [Yt(ω)]− f [Ŷ (θtω)]|dt+
1

T

∫ T

T0

|f [Yt(ω)]− f [Ŷ (θtω)]|dt

6
1

T

∫ T0

0

|f [Yt(ω)]− f [Ŷ (θtω)]|dt+
ε

2
.

Moreover, there exists T1 > T0 such that :

∀T > T1,
1

T

∫ T0

0

|f [Yt(ω)]− f [Ŷ (θtω)]|dt 6 ε

2
.

Therefore,
lim
T→∞

BT = 0 P-a.s.

That achieves the proof. �

Remarks : With notations of Theorem 3.3 :
(1) Consider µt and µ̂t the respective probability distributions of Yt and Ŷ ◦ θt

under P for every t ∈ R+. Since (Ŷ ◦ θt, t ∈ R+) is a stationary process
by construction, µ̂t = µ̂ for each t ∈ R+, where µ̂ denotes the probability
distribution of Ŷ under P.
By Kantorovich-Rubinstein’s dual representation of the Wasserstein metric
W1 (cf. [21], Theorem 5.10), Theorem 3.3.(1) and Lebesgue’s theorem :

W1(µt, µ̂) = W1(µt, µ̂t)

= sup

{∫
S̄

f(y)(µt − µ̂t)(dy); f : S̄ → R Lipschitz with constant 1

}
6 E(|Yt − Ŷ ◦ θt|) −−−→

t→∞
0

where, S :=]0, F (1)[. In particular,

Yt
d−−−→

t→∞
Ŷ .

(2) By Corollary 2.10, the map ϕ̂ : R+ × Ω× S̄ → S̄ defined by

ϕ̂(t, ω)x :=

 ϕ(t, ω)0 if x = 0
ϕ(t, ω)x if x ∈]0, F (1)[

ϕ(t, ω)F (1) if x = F (1)
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is a continuous RDS on S̄ over the metric DS (Ω,A,P, ϑ). Since S̄ is a com-
pact metric space, by Theorem A.8, there exists at least one ϕ̂-invariant
probability measure (cf. Definition A.6).

Theorem 3.3 allows to get an explicit ϕ-invariant probability measure and
its factorization with respect to P :
Consider Θ the skew product of the metric DS (Ω,A,P, ϑ) and the RDS ϕ
on S, and the measure µ ∈ PP(Ω× S) defined by

µ(dω, dx) := δ{Ŷ (ω)}(dx)P(dω).

Since S is a Polish space, (Ω,A,P, ϑ) is an ergodic metric DS and Ŷ is
a (generalized) random fixed point of the continuous RDS ϕ ; for every
continuous and bounded map f : Ω× S → R and every t ∈ R+,

(Θtµ)(f) =

∫
Ω×S

f [Θt(ω, x)]µ(dω, dx)

=

∫
Ω×S

f [θtω, ϕ(t, ω)x]δ{Ŷ (ω)}(dx)P(dω)

=

∫
Ω

f [θtω, ϕ(t, ω)Ŷ (ω)]P(dω)

=

∫
Ω

f [θtω, Ŷ (θtω)]P(dω)

=

∫
Ω

f [ω, Ŷ (ω)]P(dω)

=

∫
Ω×S

f(ω, x)δ{Ŷ (ω)}(dx)P(dω) = µ(f).

Therefore, µ is a ϕ-invariant probability measure.

Corollary 3.4. Under assumptions 1.1 and 2.6, consider

X := π
(
0, X0;BH

)
where, X0 : Ω→]0, 1[ is an (integrable) random variable.

(1) There exists an (integrable) random variable X̂ : Ω→]0, 1[ such that

lim
t→∞

|Xt(ω)− X̂(θtω)| = 0

for almost every ω ∈ Ω.
(2) For any Lipschitz continuous function f : [0, 1]→ R,

lim
T→∞

1

T

∫ T

0

f(Xt)dt = E[f(X̂)] P-a.s.

Proof. For every t ∈ R+, Xt = F−1(Yt) where Y is the solution of equation (17)
with initial condition Y0 := F (X0). Since F−1 is continuously differentiable from
[0, F (1)] into [0, 1], by putting X̂ := F−1(Ŷ ), Corollary 3.4 is a straightforward
application of Theorem 3.3. �

This subsection concludes on numerical illustrations of points 1 and 2 of Corollary
3.4. WaveLab802 (Scilab package) is used to get wavelet-based simulations of the
fractional Brownian motion (cf. [4], Section 2.2.5).

(1) The converging approximations provided at Theorem 2.13 and Corollary
2.14 are computed with the following values of the parameters :
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Parameters Values
T 10
H 0.6
β, µ 0.5
θ, γ 1
n 250

For one sample path BH(ω) (ω ∈ Ω) of the fractional Brownian motion
BH of Hurst parameter H, the solution π[0, x0;BH(ω)] is approximated on
[0, T ] for x0 = 0.01, 0.28, 0.89 :

Figure 3. t ∈ [0, T ] 7→ π[0, x0;BH(ω)]t for x0 = 0.01, 0.28, 0.89

(2) The converging approximations provided at Theorem 2.13 and Corollary
2.14 are computed with the following values of the parameters :

Parameters Values
T 120
H 0.6
β, µ 0.5
θ, γ 1
x0 F−1(1.5)
n 850

Consider

St :=
1

t

∫ t

0

π
(
0, x0;BH

)
s
ds ; ∀t ∈ [0, T ].

Approximations of four sample paths of the process S on [0, T ] :
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Figure 4. Sample paths of the process S on [0, T ]

Remark. Note that for β = 0.5 ; F , F−1 and b can be computed faster because
they have explicit expressions :

F (x) =
π

2
+ arcsin(2x− 1) ; ∀x ∈ [0, 1],

F−1(y) =
1

2

[
sin
(
y − π

2

)
+ 1
]
; ∀y ∈ [0, π] and

(G ◦ F−1)(y) =
2µ− 1− sin (y − π/2)

cos (y − π/2)
; ∀y ∈ [0, π].

3.2. Explicit density with respect to Lebesgue’s measure. Consider T > 0,
t ∈]0, T ] and, under assumptions 1.1 and 2.6, Yt := F (Xt) satisfying

(20) Yt = y0 +

∫ t

0

G (Xs) ds+ γθβWt

where, y0 := F (x0) and W is a stochastic process satisfying the following assump-
tion :

Assumption 3.5. W is a 1-dimensional centered Gaussian process defined on
[0, T ], with α-Hölder continuous paths and W0 = 0, such that :

(1) The covariance function R of W satisfies R(t, t) > 0 for every t ∈]0, T ].
(2) 〈ϕ1, ψ1〉H > 〈ϕ2, ψ2〉H for every ϕ1, ϕ2, ψ1, ψ2 ∈ H such that

ϕ1(t) > ϕ2(t) > 0 and ψ1(t) > ψ2(t) > 0 ; ∀t ∈ [0, T ].

Example. A fractional Brownian motion BH of Hurst parameter H ∈]0, 1[ satisfies
Assumption 3.5 for every α ∈]0, H[ (cf. D. Nualart [17], Section 5.1.3).
Precisely, BH satisfies Assumption 3.5 because of the expression of the scalar prod-
uct 〈., .〉H on the reproducing kernel Hilbert space H of BH recalled in Appendix
A.2.

Lemma 3.6. Under assumptions 1.1, 2.6 and 3.5, the random variable Yt belongs
to D1,2 and

D.Yt = γθβ1[0,t](.) exp

[∫ t

.

G′ (Xu)

F ′ (Xu)
du

]
.



24 NICOLAS MARIE

Proof. SinceW (ω+h) = W (ω)+h for every (ω, h) ∈ Ω×H1 andH1 ↪→ Cα([0, T ];R)
(α ∈]0, H[) ; by Proposition 2.8, Ys is continuously H1-differentiable for every
s ∈]0, t]. Then, by Proposition A.13, Yt ∈ D1,2

loc. Moreover, for every h ∈ H1,

DhYt = γθβht +

∫ t

0

G′ (Xs)

F ′ (Xs)
DhYsds.

(cf. the remark following Proposition A.13 for the notation).

Let (hn, n ∈ N) be an orthonormal basis of the reproducing kernel Hilbert space H :

D.Yt =
∑
n∈N
〈DYt, hn〉Hhn =

∑
n∈N

[
DI(hn)Yt

]
hn

=
∑
n∈N

[
γθβIt(h

n) +

∫ t

0

G′(Xs)

F ′(Xs)
DI(hn)Ysds

]
hn

= γθβ
∑
n∈N

[
DI(hn)Wt

]
hn +

∫ t

0

G′(Xs)

F ′(Xs)

[∑
n∈N
〈DYs, hn〉Hhn

]
ds

= γθβD.Wt +

∫ t

0

G′(Xs)

F ′(Xs)
D.Ysds.

Since DvY. is the solution of a linear differential equation for every v ∈ [0, T ] :

D.Yt = γθβ1[0,t](.) exp

[∫ t

.

G′(Xu)

F ′(Xu)
du

]
.

So, since G′(y)/F ′(y) < 0 for every y ∈]0, 1[ (cf. Proposition 2.2.(6)) :

(21) γθβ1[0,t](s) exp

[∫ T

0

G′(Xu)

F ′(Xu)
du

]
6 DsYt 6 γθ

β1[0,t](s)

for every s ∈ [0, T ]. Put γt := ‖DYt‖2H. By Assumption 3.5 together with inequality
(21) :

(22) 0 < (γθβ)2R(t, t) exp

[
2

∫ T

0

G′(Xu)

F ′(Xu)
du

]
6 γt 6 (γθβ)2R(t, t).

By inequality (22), γt ∈ Lp(Ω,P) for every p > 0. So, Yt ∈ D1,2 by Proposition
A.13. �

Even if the pathwise properties of Y are sufficient to show the existence of a density
for Yt via Bouleau-Hirsch’s criterion (cf. [17], Theorem 2.1.2), several probabilistic
integrability properties are required in order to provide an expression of the density.
If the random variable is derivable in Malliavin’s sense and the inverse of the Malli-
avin matrix belongs to Lp(Ω;P) for each p > 1 ; D. Nualart [17], Proposition 2.1.1
provides an explicit density. However, even if Yt ∈ D1,2 by the previous lemma,
it seems difficult to show that 1/γt belongs to Lp(Ω;P) too (γt := ‖DYt‖2H). I.
Nourdin and F. Viens [16], Theorem 3.1 provides an expression of the density, in
which the Ornstein-Uhlenbeck operator L (cf. Definition A.14) involves, but not
the inverse of the Malliavin matrix and the divergence operator. The following
proposition shows that Yt satisfies assumptions of [16], Theorem 3.1 :

Proposition 3.7. Under assumptions 1.1, 2.6 and 3.5, the following function ft
is a density of Yt with respect to Lebesgue’s measure on (R,B(R)) :

ft(y) =
E(|Ŷt|)
2gYt(y)

exp

[
−
∫ y

E(Yt)

z − E(Yt)

gYt(z)
dz

]
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where, Ŷt := Yt − E(Yt) and gYt(y) := E(〈DYt,−DL−1Yt〉H|Yt = y) for every
y ∈]0, F (1)[.

Proof. Let s ∈ [0, T ] be arbitrarily chosen. As shown in the proof of [16], Proposi-
tion 3.7 :

−DsL
−1Yt =

∫ ∞
0

e−uTu(DsYt)du.

So, by inequality (21) and the remark following Definition A.14 :

−DsL
−1Yt > γθ

β1[0,t](s)

∫ ∞
0

e−uTu

[
exp

[∫ T

0

G′(Xv)

F ′(Xv)
dv

]]
du.

Then, by Assumption 3.5 together with inequality (21) :

〈DYt,−DL−1Yt〉H > (γθβ)2R(t, t) exp

[∫ T

0

G′(Xv)

F ′(Xv)
dv

]
×

∫ ∞
0

e−uTu

[
exp

[∫ T

0

G′(Xv)

F ′(Xv)
dv

]]
du > 0.

So,

gŶt(Ŷt) := E(〈DŶt,−DL−1Ŷt〉H|Ŷt)

= E(〈DYt,−DL−1Yt〉H|Ŷt) > 0.

Therefore, by [16], Theorem 3.1 :

PŶt(dy) =
E(|Ŷt|)
2gŶt(y)

exp

[
−
∫ y

0

z

gŶt(z)
dz

]
dy.

Together with a straightforward application of the transfer theorem, that achieves
the proof. �

Corollary 3.8. Under assumptions 1.1, 2.6 and 3.5, for every x ∈]0, 1[,

dPXt
dx

(x) =
F ′(x)E(|X̂t|)
2gF (Xt)[F (x)]

exp

[
−
∫ F (x)

E[F (Xt)]

z − E[F (Xt)]

gF (Xt)(z)
dz

]
where, X̂t := F (Xt)− E[F (Xt)].

Proof. Straightforward application of the transfer theorem which gives
dPXt
dx

(x) = ft[F (x)]F ′(x) ; x ∈]0, 1[,

and of Proposition 3.7. �

4. A generalized Morris-Lecar neuron model

Let Xt be a neuron’s proportion of opened ion channels at time t > 0. In Itô’s
calculus framework, as in Morris-Lecar’s neuron model studied by S. Ditlevsen and
P. Greenwood [5], if X := (Xt, t > 0) is the solution of a Jacobi equation driven by
a standard Brownian motion, it has α0-Hölder continuous paths on the compact
intervals of R+ with α0 < 1/2. In particular, at time t > 0, there exists h0 ∈]0, 1[
such that :

∀h ∈ [0, h0], |Xt+h −Xt| 6 Ct,h0
hα0 6 1.

In other words, the increment of the proportion of opened ion channels between the
times t and t+ h is controlled by ωα0

(h) := Ct,h0
hα0 .

Because of their various functions in the nervous system, there is an important
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morphological variability between neurons classes that implies an important vari-
ability of the number of ion channels, potentially opened, between two neurons
belonging to different classes. For instance, Purkinje cells of the cerebellum receive
105 synaptic inputs, and cortical pyramidal cells receive only 100 synaptic inputs
(cf. L.F. Abbott and P. Dayan [1] p. 2-3). Therefore, to control the increment of
X between t and t+ h by ωα0

(h) could be too large for neurons having high total
number of ion channels, and too small in the opposite case. For instance, in that
second case ; on a very small time interval [t, t + h], the increment of X could be
contained in ]ωα0

(h), 1[. Then, one should replace ωα0
(h) by ωα(h) := Ĉt,h0

hα with
α < α0. It means to assume that the process X has α-Hölder (but not α0-Hölder)
continuous paths on the compact intervals of R+. For instance, the pathwise gen-
eralization of the Jacobi equation studied throughout this paper with a fractional
Brownian signal BH of Hurst parameter H ∈]0, 1[ works (with β ∈]1 − α, 1[ and
α < H).

On the deterministic Morris-Lecar model, the reader can refer to C. Morris and
H. Lecar [14]. The random dynamic of Morris-Lecar’s model has been studied in
T. Tateno and K. Pakdaman [20]. On the stochastic Morris-Lecar model taken in
the sense of Itô for a standard Brownian signal and β := 1/2, please refer to S.
Ditlevsen and P. Greenwood [5].

Let us now define a generalized Morris-Lecar neuron model :

Consider Vt the membrane potential of the neuron and Xt the normalized con-
ductance of the K+ current (i.e. the probability that a K+ ion channel is open) at
time t > 0, and assume they satisfy the following equations in rough paths sense :

Vt = v0 +

∫ t

0

bV (Vs, Xs) ds and(23)

Xt = x0 +

∫ t

0

bX (Vs, Xs) ds+

∫ t

0

σX (Vs, Xs) dB
H
s(24)

where, (v0, x0) ∈ I×]0, 1[ is a deterministic initial condition with I := [−70mV, 30mV],

bV (v, x) := −C−1 [gCam∞ (Vt) (Vt − VCa) + gKXt (Vt − VK) + gL (Vt − VL)− I] ,
bX(v, x) := a(v)(1− x)− b(v)x,

σX(v, x) := σ∗ [2h(v)x(1− x)]
β
,

m∞(v) := 1/2 [1 + tanh [(v − V1) /V2]] ,

a(v) := 1/2φ cosh [(v − V3) / (2V4)] [1 + tanh [(v − V3) /V4]] ,

b(v) := 1/2φ cosh [(v − V3) / (2V4)] [1− tanh [(v − V3) /V4]] ,

h(v) := a(v)b(v)/ [a(v) + b(v)] ,

V1, V2, V3 and V4 are scaling parameters, gCa and gK are the maximal conductances
associated to Ca2+ and K+, gL is the conductance associated to the leak current,
VCa, VK and VL are the reversal potentials of Ca2+, K+ and leak currents respec-
tively, C is the membrane capacitance, φ is a rate scaling parameter, I is the input
current, σ∗ ∈]0, 1[ and β satisfies Assumption 1.1.

Equation (24) can be rewritten as a generalized Jacobi equation :

Xt = x0 −
∫ t

0

θs (Xs − µs) ds+

∫ t

0

γs [2θsXs (1−Xs)]
β
dBHs ; t > 0
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where,

µ. :=
a (V.)

a (V.) + b (V.)
, θ. := a (V.) + b (V.) and γ1/β

. := (σ∗)1/β a (V.) b (V.)

[a (V.) + b (V.)]
2

satisfy Assumption 1.2.

By Corollary 2.5, the system (23)-(24) admits a unique bounded solution.

Appendix A. Probabilistic preliminaries

This appendix is devoted to state some results and notations, used throughout the
paper, on random dynamical systems (cf. L. Arnold [2]) and Malliavin calculus (cf.
D. Nualart [17]).

A.1. Random dynamical systems. Inspired by L. Arnold [2], this subsection
provides some definitions and results on random dynamical systems.

Definition A.1. A family ϑ := (θt, t ∈ R) of maps from a measurable space (Ω,A)
into itself is a (measurable) dynamical system (DS) if and only if :

(1) (t, ω) 7→ θtω is B(R)⊗A,A-measurable.
(2) θ0 = IdΩ.
(3) For every s, t ∈ R, θs+t = θs ◦ θt ((semi-)flow property).

A measure µ on (Ω,A) is ϑ-invariant if and only if θtµ = µ for every t ∈ R, where
θtµ := µ(θt ∈ .).

Definition A.2. Consider a probability space (Ω,A,P) and a DS ϑ on (Ω,A). A
set A ∈ A is invariant mod P with respect to ϑ if and only if,

∀t ∈ R, P (A∆{θt ∈ A}) = 0

where, E∆F := (Ec ∩ F ) ∪ (E ∩ F c) ; ∀E,F ∈ A.

Notations :
(1) IP is the σ-algebra of sets invariant mod P.
(2) In the sequel, E denotes the expectation for the probability measure P.

Theorem A.3. (Birkhoff-Chintchin) Consider a probability space (Ω,A,P) and a
DS ϑ on (Ω,A). If P is ϑ-invariant, for every f ∈ L1(Ω;P),

lim
t→∞

1

t

∫ t

0

f(θs.)ds = E(f |IP) P-a.s.

Remark. The metric dynamical system (metric DS) (Ω,A,P, ϑ) is ergodic if and
only if every sets belonging to IP have probability 0 or 1. In that case, with notations
of Theorem A.3, E(f |IP) = E(f).

Definition A.4. Consider a metric space X and a metric DS (Ω,A,P, ϑ). A ran-
dom dynamical system (RDS) on the measurable space (X,B(X)) over the metric
DS (Ω,A,P, ϑ) is a map ϕ : R+ × Ω×X → X such that :

(1) ϕ is B(R+)⊗A⊗ B(X),B(X)-measurable (measurability).
(2) For every s, t ∈ R+ and ω ∈ Ω,

(a) ϕ(0, ω) = IdX ,
(b) ϕ(s+ t, ω) = ϕ(t, θsω) ◦ ϕ(s, ω)
(cocycle property).

If for every ω ∈ Ω, (t, x) 7→ ϕ(t, ω)x is continuous from R+ ×X into X, then ϕ is
a continuous random dynamical system.
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Proposition A.5. Consider a metric space X, a metric DS (Ω,A,P, ϑ), a ran-
dom dynamical system ϕ on the measurable space (X,B(X)) over the metric DS
(Ω,A,P, ϑ), and the family Θ := (Θt, t ∈ R+) of maps from Ω×X into itself such
that :

Θt(ω, x) := (θtω, ϕ(t, ω)x) ; ∀t ∈ R+, ∀ω ∈ Ω, ∀x ∈ X.

Then Θ defines a dynamical system, called skew product of the metric DS (Ω,A,P, ϑ)
and the RDS ϕ on X.

Notation. Consider a metric space X, a metric DS (Ω,A,P, ϑ) and the map
pΩ : Ω×X → Ω defined by :

pΩ(ω, x) := ω ; ∀(ω, x) ∈ Ω×X.

For every probability measure µ on (Ω×X,A⊗ B(X)), pΩµ := µ(pΩ ∈ .).

With the notations of Proposition A.5, since Θ is a dynamical system depend-
ing on the metric DS (Ω,A,P, ϑ) which is "given" to us from outside and cannot
be manipulated in L. Arnold’s philosophy, and on the RDS ϕ, it is natural to as-
sume that a ϕ-invariant probability measure is a Θ-invariant measure such that its
marginal pΩµ on (Ω,A) coincides with P.

Definition A.6. Consider a metric space X, a metric DS (Ω,A,P, ϑ), a ran-
dom dynamical system ϕ on the measurable space (X,B(X)) over the metric DS
(Ω,A,P, ϑ), and Θ the skew product of the metric DS (Ω,A,P, ϑ) and the RDS ϕ
on X. A probability measure µ on (Ω×X,A⊗B(X)) is ϕ-invariant if and only if
µ satisfies the two following properties :

(1) µ is Θ-invariant.
(2) pΩµ = P.

Notations :
• PP(Ω×X) := {µ probability measure on (Ω×X,A⊗ B(X)) : pΩµ = P}.
• IP(ϕ) denotes the set of ϕ-invariant probability measures.

Proposition A.7. Consider a metric space X, a metric DS (Ω,A,P, ϑ), a ran-
dom dynamical system ϕ on the measurable space (X,B(X)) over the metric DS
(Ω,A,P, ϑ), and Θ the skew product of the metric DS (Ω,A,P, ϑ) and the RDS ϕ on
X. For each µ ∈ PP(Ω×X), there exists a unique family (µω, ω ∈ Ω) of measures
on (X,B(X)) such that

µ(dω, dx) = µω(dx)P(dω) P-a.s.

where,
(1) For every B ∈ B(X), ω ∈ Ω 7→ µω(B) is A-measurable.
(2) For P-almost every ω ∈ Ω, µω is a probability measure on (X,B(X)).

That family is the factorization of µ with respect to P.

For a proof, please refer to [2], Proposition 1.4.3.

Theorem A.8. Consider a compact metric space X, a metric DS (Ω,A,P, ϑ), a
continuous random dynamical system ϕ on the measurable space (X,B(X)) over the
metric DS (Ω,A,P, ϑ), and Θ the skew product of the metric DS (Ω,A,P, ϑ) and
the RDS ϕ on X. Then, the convex compact set of ϕ-invariant probability measures
IP(ϕ) is non-void.

For a proof, please refer to [2], Theorem 1.5.10.
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A.2. Malliavin calculus. Essentially inspired by D. Nualart [17], this subsection
provides some definitions and results on Malliavin calculus. Moreover, basics on
the Ornstein-Uhlenbeck semi-group and operator are stated in the last part.

Let W be a 1-dimensional centered Gaussian process with continuous paths on
[0, T ] (T > 0). Its canonical probability space is denoted by (Ω,A,P). First, let us
introduce two Hilbert spaces associated to that process :

On the one hand, the Cameron-Martin’s space of W is given by

H1 :=
{
h ∈ C0([0, T ];R) : ∃Z ∈ W s.t. ∀t ∈ [0, T ], ht = E(WtZ)

}
with

W := span {Wt, t ∈ [0, T ]}
L2

.

Let 〈., .〉H1 be the map defined on H1 ×H1 by

〈h, ĥ〉H1 := E(ZẐ)

where,
∀t ∈ [0, T ], ht = E(WtZ) and ĥt = E(WtẐ)

for every Z, Ẑ ∈ W.

That map is a scalar product on H1 and, equipped with it, H1 is a Hilbert space.

On the other hand, consider the set E of functions defined on [0, T ] by
n∑
k=1

ak1[0,sk] ; n ∈ N∗, (s1, . . . , sn) ∈ [0, T ]n, (a1, . . . , an) ∈ Rn,

and H the closure of E for the scalar product 〈., .〉H defined by

〈
n∑
k=1

ak1[0,sk];

m∑
l=1

bl1[0,tl]〉H :=

n∑
k=1

m∑
l=1

akblE (WskWtl)

for every n,m ∈ N∗, (s1, . . . , sn) ∈ [0, T ]n, (t1, . . . , tm) ∈ [0, T ]m, (a1, . . . , an) ∈ Rn
and (b1, . . . , bm) ∈ Rm. Equipped with the scalar product 〈., .〉H, H is a separable
Hilbert space called reproducing kernel Hilbert space of W (cf. J. Neuveu [15]).

Let W be the map defined on E by

W

(
n∑
k=1

ak1[0,sk]

)
:=

n∑
k=1

akWsk

for every n ∈ N∗, (s1, . . . , sn) ∈ [0, T ]n and (a1, . . . , an) ∈ Rn. It extends to H as a
map called Wiener integral with respect toW , and {W(h), h ∈ H} is an iso-normal
Gaussian process (cf. [17], Definition 1.1.1).

Let I be the map from H into H1 defined by

I(h) := E [W(h)W ] ∈ H1

for every h ∈ H. It is an isometry from H into H1.

Example (fractional Brownian motion). A centered Gaussian process BH is a
fractional Brownian motion of Hurst parameter H ∈]0, 1[ if its covariance function
is defined by :

RH(t, s) =
1

2
(s2H + t2H − |t− s|2H) ; ∀s, t ∈ [0, T ].
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The scalar product 〈., .〉H is explicit (cf. L. Decreusefond and A.S. Ustünel [3] and
D. Nualart [17], Subsection 5.1.3) :

• IfH = 1/2,H = L2([0, T ]) and 〈., .〉H is the usual scalar product on L2([0, T ]).
• If H > 1/2,

〈ϕ,ψ〉H = αH

∫ T

0

∫ T

0

|t− s|2H−2ϕ(s)ψ(t)dsdt ; ∀ϕ,ψ ∈ H

with αH := H(2H − 1).
• If H < 1/2, let KH be the function defined on ∆T by

KH(t, s) := cH

[(
t

s

)H−1/2

(t− s)H−1/2 −(
H − 1

2

)
s1/2−H

∫ t

s

uH−3/2(u− s)H−1/2du

]
; ∀(s, t) ∈ ∆T

where, cH > 0 denotes a deterministic constant only depending on H. Let
also K∗H : H → L2([0, T ]) be the map defined by

(K∗Hϕ)(s) := KH(T, s)ϕ(s) +

∫ T

s

[ϕ(t)− ϕ(s)]
∂KH

∂t
(t, s)dt ; ∀s ∈ [0, T ], ∀ϕ ∈ H.

Then,

〈ϕ,ψ〉H =

∫ T

0

(K∗Hϕ)(s)(K∗Hψ)(s)ds ; ∀ϕ,ψ ∈ H.

Now, let us provide basics on Malliavin calculus for the isonormal Gaussian process
W defined above.

Notation. The set of all continuously differentiable functions f : Rn → R such that
F and all its partial derivatives have polynomial growth is denoted by C∞P (Rn;R).

Definition A.9. The Malliavin derivative of a smooth functional

F = f [W (h1) , . . . ,W (hn)]

where n ∈ N∗, f ∈ C∞P (Rn;R) and h1, . . . , hn ∈ H is the following H-valued random
variable :

DF :=

n∑
k=1

∂kf [W (h1) , . . . ,W (hn)]hk.

Proposition A.10. The map D is closable from Lp(Ω;P) into Lp(Ω,H;P) for
every p > 1. The domain of D in Lp(Ω;P) is denoted by D1,p. It is the closure of
the smooth functionals space for the norm ‖.‖1,p such that

‖F‖p1,p := E(|F |p) + E(‖DF‖pH) <∞

for every F ∈ Lp(Ω;P)

For a proof, refer to [17], Proposition 1.2.1.

Definition A.11. A random variable F is locally derivable in the sense of Malliavin
if and only if there exists a sequence ((Ωn, Fn);n ∈ N∗) of elements of A × D1,2

such that Ωn ↑ Ω when n→∞ and, F = Fn on Ωn for every n ∈ N∗. Such random
variables define a vector space denoted by D1,2

loc , and containing D1,2.

Definition A.12. A random variable F : Ω→ R is continuously H1-differentiable
if and only if, for almost every ω ∈ Ω, h 7→ F (ω + h) is continuously differentiable
from H1 into R.
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Proposition A.13. A continuously H1-differentiable random variable F : Ω →
R is locally derivable in the sense of Malliavin. Moreover, if E(F 2) < ∞ and
E(‖DF‖2H) <∞, then F ∈ D1,2 and, for almost every ω ∈ Ω and every h ∈ H1,

〈DF (ω), I−1(h)〉H = DhF
ω(0)

with Fω = F (ω + .).

For proofs, refer to [17], Proposition 4.1.3 and Lemma 4.1.2.

Remark. For the sake of simplicity, DhF
.(0) is denoted by DhF .

The last part of this subsection is devoted to the Ornstein-Uhlenbeck semi-group
and operator :

Definition A.14. The Ornstein-Uhlenbeck semi-group (Tu, u ∈ R+) is the family
of operators defined on L2(Ω;P) by

TuF :=

∞∑
n=0

e−nuJnF ; ∀u ∈ R+

and its generator, the Ornstein-Uhlenbeck operator L, satisfies

LF = −
∞∑
n=0

nJnF

for any F ∈ L2(Ω;P), of chaos expansion

F =

∞∑
n=0

JnF.

Remarks :
(1) About the chaos expansion of square integrable random variables, see [17],

Section 1.1. About the Ornstein-Uhlenbeck semi-group and operator, see
[17], Section 1.4.

(2) The operator Tu is nonnegative for every u ∈ R+ :

∀F ∈ L2(Ω;P), F > 0 =⇒ TuF > 0.

(3) The operator L is invertible on the subspace of centered random variables
belonging to L2(Ω;P), and

L−1F = −
∞∑
n=0

1

n
JnF.

If E(F ) 6= 0, L−1F still exists, and LL−1F = F − E(F ).
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