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The distribution of electron waiting times is useful to characterize quantum transport in meso-
scopic structures. Here we consider a generic quantum-coherent conductor consisting of a mesoscopic
scatterer in a two-terminal setup. We extend earlier results for single-channel conductors to setups
with several (possibly spin-degenerate) conduction channels and we discuss the effect of a finite elec-
tronic temperature. We present detailed investigations of the electron waiting times in a quantum
point contact as well as in two mesoscopic interferometers with energy-dependent transmissions: a
Fabry-Pérot interferometer and a Mach-Zehnder interferometer. We show that the waiting time
distributions allow us to determine characteristic features of the scatterers, for instance the number
of resonant levels in the Fabry-Pérot interferometer that contribute to the electronic transport.

PACS numbers: 72.70.+m, 73.23.-b, 73.63.-b

I. INTRODUCTION

Quantum transport experiments have traditionally
concerned measurements of the mean current and the
shot noise in nanoscale electronic conductors. However,
additional information about a quantum conductor can
be obtained from the full distribution of charge trans-
fer and its moments and cumulants.1–4 This has led to a
series of experiments measuring high-order current cor-
relation functions in various mesoscopic structures.5–20

Typically, the distribution of transferred charge is con-
sidered on time scales that are much longer than the time
intervals between subsequent charge transfers and infor-
mation about short-time physics may thus be lost.

To characterize the short-time physics in a mesoscopic
structure, the distribution of waiting times between elec-
tron transfers has recently been suggested as a use-
ful quantity.21–32 Waiting time distributions (WTD) are
well-known in the field of classical stochastic processes33

and in quantum optics,34,35 but have only recently been
considered in the context of electronic transport. An el-
egant method to evaluate the WTD for electronic trans-
port described by Markovian master equations has been
developed by Brandes21 and later on extended to the
non-Markovian regime.26 Within this framework, inter-
actions can be taken into account, however, often the cou-
pling to the leads must be treated perturbatively. For
non-interacting electrons in coherent conductors, we have
formulated a quantum theory for WTDs using scattering
theory.25 This approach was recently adapted to tight-
binding models29 and generalized to periodically driven
conductors using Floquet theory.28,31,36

With the advent of high-frequency single-electron
emitters operating in the giga-hertz regime,37–39 WTDs
seem particularly useful to characterize the regularity
of the emitters, thereby enabling the synchronized ar-
rival of individual electrons in a quantum electronic cir-
cuit. In terms of specific applications, WTDs have been
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FIG. 1. (Color online) A mesoscopic scatterer (here a quan-
tum point contact) connected to source and drain electrodes.
An applied voltage drives electrons through the scatterer. The
distribution of waiting times τ between detection events is
denoted as W(τ) with J(t) being the random sequence of de-
tection events. The Fermi velocity is denoted as vF .

considered for several nano-scale conductors. Coherent
oscillations have been identified in the WTD for trans-
port through double quantum dots coupled to external
electrodes21–23,26,29 and for single quantum dots coupled
to one normal and one super-conducting lead.27 For dy-
namical systems, WTDs have been investigated theoret-
ically for a periodically driven quantum capacitor24 and
for clean single-particle excitations28,31 (levitons) gener-
ated by applying a sequence of Lorentzian-shaped voltage
pulses to an electrode.39 It has been found that WTDs,
unlike the shot noise and the full counting statistics of
transferred charge, can clearly distinguish between elec-
trons being emitted due to Lorentzian-shaped voltage
pulses and a constant bias.28,31 For interacting quantum
dot systems, effects of the Coulomb interactions between
the electrons can also be identified in the WTD.21,26

The purpose of the present work is to provide a de-
tailed account of our quantum theory of WTDs for dc-
biased mesoscopic conductors25 as well as to extend the
approach to setups with several conduction channels and
finite electronic temperatures. To illustrate the use of
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our method, we consider the electronic WTD of a quan-
tum point contact (QPC) [see Fig. 1], a Fabry-Pérot in-
terferometer, and a Mach-Zehnder interferometer. Some
results for the QPC were presented in Ref. 25, but here
we expand considerably on our discussion of this system.
The interferometers provide us with examples of scatter-
ers which, unlike the QPC, have energy-dependent trans-
mission amplitudes. As we will see, the WTDs allow us to
determine characteristic time-scales of these scatterers.

The rest of the paper is now organized as follows. In
Sec. II, we provide a comprehensive account of our the-
ory of WTDs for dc-biased conductors, including sev-
eral technical steps and details that were not described
in Ref. 25. We also extend our method to systems with
several conduction channels and non-zero electronic tem-
peratures. Readers who are mainly interested in the ap-
plications of our method may directly skip to Sec. III,
where we illustrate it with three mesoscopic scatterers.
As the first application we evaluate the electron waiting
times of a biased QPC for which we, among other things,
discuss the influence of the spin degree of freedom and
finite electronic temperatures. We then turn to the two
interferometers with energy-dependent transmission am-
plitudes. For the Fabry-Pérot interferometer, we show
how the number of resonances in the bias window can be
identified from the WTD. For the Mach-Zehnder interfer-
ometer, we are particularly interested in the signatures
of single-particle interferences which can be controlled by
adjusting the path length difference of the interferome-
ter and the applied magnetic field. Finally, in Sec. IV we
conclude on our work and provide a perspective on future
directions and open questions. Appendix A describes
a formal analogy between one-dimensional fermions and
random matrices, while in App. B we give a brief account
of renewal theory in relation to WTDs.

II. FORMALISM

A. Waiting time distributions

We denote the distribution of waiting times τ between
subsequent electrons as W(τ). It is convenient to ex-
press the WTD in terms of the probability Π(t0, τ + t0)
that no electrons are observed during the time interval
[t0, t0 + τ ] with τ ≥ 0. We refer to Π(t0, τ + t0) as the
idle time probability. For a stationary process, the idle
time probability does not depend on the reference time
t0, but only on the length of the interval τ , such that

Π(t0, τ + t0) = Π(τ). (1)

To express the WTD in terms of the idle time proba-
bility, we choose a random time t0 and consider the last
observation at the earlier random time te ≤ t0. We then
write the idle time probability as

Π(τ) =
1

〈τ〉

∫ t0

−∞
dte

[
1−

∫ t0+τ

te

dtW(t− te)
]
, (2)

where

〈τ〉 =

∫ ∞

0

τW(τ)dτ (3)

is the mean waiting time. In Eq. (2), the square brackets
contain the probability that no electrons are observed in
the time interval [te, t0 + τ ]. We moreover integrate over
all possible times for the last electron to be observed,
−∞ ≤ te ≤ t0, using that the electron transfers for a
stationary process are uniformly distributed in time with
weight 1/〈τ〉. Next, we change integration variables, v =
t− te and u = τ + t0 − te, and rewrite Eq. (2) as

Π(τ) =
1

〈τ〉

∫ ∞

τ

du

∫ ∞

u

dvW(v), (4)

having used the normalization
∫∞

0
dτW(τ) = 1. From

this expression we see that the idle time probability in-
deed is independent of t0. Moreover, by differentiating
the idle time probability twice with respect to τ we arrive
at the main result of this section

W(τ) = 〈τ〉 d
2

dτ2
Π(τ). (5)

This expression forms the basis of our further theoretical
developments. We note that similar relations have found
use in spectral statistics40 and quantum optics.34

From Eq. (5) we find the mean waiting time

〈τ〉 = − 1

Π̇(τ = 0)
(6)

by integrating over τ . Here Π̇(τ = 0) = d
dτΠ(τ)|τ=0 and

we have used that Π̇(τ) goes to zero at long times.

B. Scattering states

We consider a generic mesoscopic transport setup,
where non-interacting electrons emitted from a source
electrode are either transmitted through a mesoscopic
conductor or are reflected back. We begin with a single
conduction channel, but will later on generalize our result
to a conductor with many channels. Initially, we consider
a system kept at zero temperature before discussing the
influence of a finite temperature of the source electrons.

To find the WTD, we use the first-quantized many-
body formalism developed by Hassler et al. to evaluate
the idle time probability.41,42 The electronic system is
brought out of equilibrium by the voltage bias V . We
consider the electrons coming from the source electrode
in the transport window

IV = [EF , EF + eV ]. (7)

Here we are assuming that the transmitted beam of elec-
trons can be energetically filtered so that only electrons
above the Fermi level are detected.
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To describe charge transport we introduce the (left-
incoming) Lippmann-Schwinger scattering states, which
far from the scatterer take the asymptotic form

ϕk(x) =

{
eikx + rke

−ikx, x→ −∞
tke

ikx, x→∞ . (8)

The reflection and transmission amplitudes are denoted
as rk and tk, respectively. We may also linearize the
dispersion relation close to the Fermi energy as

E(k) = ~vF k, (9)

with the energy E(k) and the momentum k measured
from the Fermi level EF and the Fermi momentum kF ,
respectively. The Fermi velocity is

vF =
~kF
m

(10)

and m is the electron mass. Due to the linear disper-
sion, all components of a wave-packet propagate with the
Fermi velocity. The scattering states are normalized as
(see e. g. App. B of Ref. 43)

∫ ∞

−∞
dx ϕ∗k′(x)ϕk(x) = 2πδ(k − k′). (11)

The scattering states, however, are inconvenient to
work with due to this unusual normalization. To reg-
ularize the problem, we divide the transport window IV
into N energy compartments of size eV/N with corre-
sponding momentum intervals of size

κ =
eV

N~vF
. (12)

For each compartment, m = 1, . . . , N , we define the or-
thonormalized single-particle states

ψm(x, t) = 〈x|ψm(t)〉 =
1√
2πκ

∫ mκ

(m−1)κ

dk e−ivF ktϕk(x),

(13)
where we have explicitly included the time-dependence.
These states are appropriately orthonormalized

〈ψm(t)|ψn(t)〉 =

∫ ∞

−∞
dx ψ∗m(x, t)ψn(x, t) = δnm (14)

as it follows using Eq. (11). From the single-particle
states in Eq. (13) we build the N -particle many-body
state expressed by the Slater determinant

|Ψ(N)
S 〉 =

1√
N !

∑

π∈SN

sgn(π) |ψπ(1)〉 ⊗ · · · ⊗ |ψπ(N)〉. (15)

Here π is an element of the symmetric group SN of N
elements and sgn(π) = ±1 is the sign of the permutation.
Next, we use the N -particle Slater determinant to obtain
the idle time probability. To mimic a stationary process,
we eventually take the limit of many particles, N � 1.

C. Determinant formula

To derive the idle time probability from scattering the-
ory we make use of the linear dispersion relation. Instead
of considering the probability of detecting no charges in
the temporal interval [t0, t0 + τ ] at the position x0 af-
ter the scatterer, we fix the time and consider the prob-
ability of detecting no charges in the spatial interval
[x0−vF τ, x0]. We can define an operator, which projects
single-particle states onto this line segment

Q̂τ =

∫ x0

x0−vF τ
dx |x〉〈x|. (16)

The expectation value of 1−Q̂τ with respect to a single-
particle state is then the probability of not finding a given
particle in the spatial region. For N particles, the oper-

ator 1 − Q̂τ should be applied to each occupied single-
particle state, such that the idle time probability corre-
sponding to the Slater determinant in Eq. (15) becomes

Π(τ) = 〈Ψ(N)
S (τ)|

N⊗

i=1

(1− Q̂τ )|Ψ(N)
S (τ)〉. (17)

Using the expression for the Slater determinant, we find

Π(τ) =
1

N !

∑

π,π′∈SN

sgn(π ◦ π′)
N∏

i=1

〈ψπ(i)|(1− Q̂)|ψπ′(i)〉.

(18)
since sgn(π)sgn(π′) = sgn(π ◦π′), where π ◦π′ = π′′ is an
element in SN . Rearranging the expression, we obtain

Π(τ) =
1

N !

∑

π,π′′∈SN

sgn(π′′)

N∏

i=1

〈ψi|(1− Q̂)|ψπ′′(i)〉

=
∑

π′′∈SN

sgn(π′′)

N∏

i=1

〈ψi|(1− Q̂τ )|ψπ′′(i)〉
(19)

and finally

Π(τ) = det(1−Qτ ). (20)

Here, the single-particle matrix elements of Qτ are

[Qτ ]m,n = 〈ψm(τ)|Q̂τ |ψn(τ)〉

=

∫ mκ

(m−1)κ

∫ nκ

(n−1)κ

dk′dk

2πκ
t∗k′tkKτ (k − k′),

(21)

and the kernel is

Kτ (q) =
2e−iqvF τ/2 sin( qvF τ2 )

q
. (22)

We note that the kernel is closely related to the coherence
function of single electrons emitted by a dc-source.44,45

Taking the limit N � 1, we get κ � 1 from Eq. (12),
and we can approximate the matrix elements as

[Qτ ]m,n '
κt∗κmtκn

2π
Kτ (κn− κm). (23)
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Combining Eqs. (5), (20), and (23), we may now cal-
culate the WTD for an arbitrary dc-scattering problem.
All details about the scatterer enter via the transmission
amplitudes in Eq. (23). Equations (5) and (20) can more-
over be combined using Jacobi’s formula, which expresses
the derivative of a determinant of a matrix A as

d

dτ
det(A) = Tr{adj(A)

d

dτ
A}. (24)

Here, the adjugate of A is denoted as adj(A). For an
invertible matrix, adj(A) = det(A)A−1.

As a first application of Jacobi’s formula, we evaluate
the mean waiting time from Eq. (6), taking A = 1−Qτ ,

〈τ〉 =
1

Tr{Q̇0}
. (25)

Above, we have defined Q̇0 = d
dτQτ |τ=0 and used that

Π(τ = 0) = 1. In general, Π(τ) = det(1 − Qτ ) > 0 at
any finite τ , such that 1−Qτ is invertible and

adj(1−Qτ ) = Π(τ)gτ , (26)

having defined

gτ = (1−Qτ )−1. (27)

From Eq. (23) we easily find

Tr{Q̇0} = Tr{Q̇τ} =
eV

h

N∑

n=1

|tκn|2
N

, (28)

which is just the mean particle current. For a fully trans-
mitting scatterer with |tk|2 = 1 we obtain

〈τ〉 =
h

eV
≡ τ̄ . (29)

This result shows that the mean waiting time between
the incoming electrons is simply τ̄ = h/eV . The applied
voltage bias V enters only through the mean waiting time
between the incoming electrons. This is correct as long
as the voltage is much smaller than the Fermi energy,
eV � EF , such that the dispersion relation remains lin-
ear. Additionally, the mean waiting time together with
the Fermi velocity defines a length scale

` = τ̄ vF = λF
EF
eV

, (30)

where λF = 2π/kF is the Fermi wavelength. To investi-
gate quantum properties of the incoming state and the
coherence properties of the scatterer, the length scale `
should be smaller than the coherence length of the sam-
ple. This condition is typically fulfilled in mesoscopic
samples.

For the WTD, we find after some algebra

W(τ) =
Π(τ)

Tr{Q̇0}
[
Tr2{gτ Q̇τ} − Tr{(gτ Q̇τ )2 + gτ Q̈τ}

]
.

(31)
This expression can be evaluated for an arbitrary time-
independent scattering problem and constitutes the cen-
tral result of this section.

D. Finite temperatures

We now discuss the case where the incoming electrons
are emitted from a source electrode at a finite tempera-
ture, while the drain electrode is kept at zero tempera-
ture. The Fermi-Dirac distribution of the electrons occu-
pying the incoming states is

fβ(ε) =
1

eβ(ε−EF−eV ) + 1
, (32)

where β = 1/kBT is the inverse temperature. (For the
rest of the paper, we use β when referring to tempera-
ture, while T denotes the transmission probability.) To
describe the effect of a finite electronic temperature, we
extend the energy window in Eq. (7) to

Iβ = [EF , EF + Eβ ], (33)

where the cut-off Eβ > eV is chosen such that fβ(Eβ +
EF ) ' 0. Similarly to the zero-temperature case, we
divide the energy window into N compartments of size
Eβ/N with corresponding momentum intervals of size

κβ =
Eβ

N~vF
. (34)

For the matrix elements of Qτ we take (see also Ref. 41)

[Qτ ]m,n=

∫ nκβ

(n−1)κβ

∫ mκβ

(m−1)κβ

dk′dk

2πκβ
g(k′)g(k)t∗k′tkKτ (k−k′)

(35)
with

g(k) =
√
fβ(~vF k). (36)

At zero temperature, this expression reduces to Eq. (21).
Moreover, in the limit of many particles, N � 1, we find

[Qτ ]m,n '
κβt
∗
κmtκβng(κβm)g(κβn)

2π
Kτ (κβn− κβm)

as an extension of the zero-temperature result in Eq. (23).

E. Several channels

We now generalize our theory to M identical conduc-
tion channels. Assuming that the channels are indepen-
dent, we may write the idle time probability for the M
channels as

ΠM (τ) = [Π1(τ)]M (37)

where Π1(τ) is the idle time probability of a single chan-
nel. The mean waiting time and the WTD then become

〈τ〉M =
〈τ〉1
M

(38)
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and

WM (τ) =
[Π1(τ)]M

Tr{Q̇0}
[
MTr2{gτ Q̇τ}−Tr{(gτ Q̇τ )2+gτ Q̈τ}

]
,

(39)
where 〈τ〉1 is the mean waiting time of a single quantum
channel. This expression can be evaluated for an arbi-
trary scattering problem with M independent channels.
For example, a system with two identical, independent
spin channels would correspond to M = 2.

It is instructive to consider the limit of many channels,
M � 1. In that case, the first term of Eq. (39) dominates
and we may write

WM (τ) ' M [Π1(τ)]M

Tr{Q̇0}
Tr2{gτ Q̇τ}. (40)

The idle time probability Π1(τ) is unity at τ = 0 and
decays to zero at long times. With many channels,
[Π1(τ)]M is only on the order of unity for τ � 〈τ〉1 and
then decays rapidly to zero at longer times. We can there-
fore use the short-time approximation gτ ' 1 and write

WM (τ) 'MTr{Q̇0}[Π1(τ)]M

= MTr{Q̇0}eM log{Π1(τ)},
(41)

having used Tr{Q̇τ} = Tr{Q̇0} in the first line. Addi-
tionally, we rewrite log{Π1(τ)} = log{det(1 − Qτ )} =
Tr{log(1−Qτ )}, which for τ � 〈τ〉1 can be expanded as

Tr{log(1 − Qτ )} ' −Tr{Qτ} = −Tr{Q̇0}τ = −τ/〈τ〉1.
We then finally obtain

WM (τ) ' e−τ/〈τ〉M

〈τ〉M
, M � 1. (42)

Thus, as the number of channels is increased, the WTD
approaches an exponential distribution with rate 1/〈τ〉M .
The WTD would also be exponential with a large number
of non-identical, but independent channels.

III. APPLICATIONS

We are now ready to illustrate our method with several
examples of mesoscopic scatterers. These examples il-
lustrate how WTDs contain information about the quan-
tum transport which is complementary to what can be
learned from the shot noise and the full counting statis-
tics of transferred charge.

A. Quantum point contact

We first consider a quantum point contact (QPC)
with an approximately energy-independent transmission
|tk|2 = T in the transport window.46 To begin with, the
temperature is set to zero and the electrons are consid-
ered spinless. Later on we include finite-temperature ef-
fects and the spin degree of freedom.

Figure 2 shows WTDs for different values of the trans-
mission T . As we will discuss in detail, the WTDs exhibit
a crossover from Wigner-Dyson statistics at full trans-
mission (T = 1) to Poisson statistics close to pinch-off
(T ' 0). At T = 1, the quantum channel is fully open
and there is no partition noise due to the QPC. All fluc-
tuations then arise from the quantum statistics encoded
in the incoming many-body electronic state. In this case,
the WTD consists of a single peak centered around τ = τ̄ .
If the electron transport was purely deterministic, the
WTD would be a Dirac peak at τ = τ̄ . However, as
we find, large fluctuations around the mean value reflect
the uncertainty associated with the wave nature of the
electrons. The correlations between the electrons are due
to the Pauli principle only which ensures that two elec-
trons cannot occupy the same state. This is reflected in
the suppression of the WTD at τ = 0. This suppression
is similar to the Fermi-hole in the density-density corre-
lation function of a free electron gas.47,48 The fermionic
correlations also force the WTD to decay strongly beyond
a few mean waiting times, where it essentially vanishes.

To understand the shape of the WTD at full trans-
mission, we use a mapping between one-dimensional
fermions and random matrix theory. In Appendix A,
we show how to map the many-body wave function of
non-interacting fermions to the joint probability distri-
bution of eigenvalues of random matrices. In general,
the canonical ensembles of random matrices, labeled by
their symmetry parameter β, can be mapped onto the
Calogero-Sutherland model of one-dimensional fermions
with coupling constant proportional to β − 2.49,50 Free
fermions correspond to β = 2 if we replace the N spatial
coordinates by the N eigenvalues of a random matrix of
the Gaussian unitary ensemble. As a direct consequence,
all spatial correlation functions of the original problem
are formally given by the spectral correlation functions of
the corresponding random matrix theory problem. Addi-
tionally, since the dispersion relation is linear, the system
is invariant under Galilean transformation and the spa-
tial correlations are identical to the temporal correlations
up to a scaling factor (here the Fermi velocity). We can
then use a result from random matrix theory to express
the WTD at full transmission as

WWD(τ) =
32τ2

π2τ̄3
e−4τ2/πτ̄2

. (43)

This distribution is known as the Wigner-Dyson surmise
in the context of spectral statistics. In Fig. 2, we show
that the Wigner-Dyson distribution is in very good agree-
ment with our exact results.

Next, we turn to the discussion of the WTD as the
transmission T is reduced below unity. The QPC now
introduces partition noise as electrons may reflect back
on the QPC, allowing for longer waiting times between
transferred charges. The mean waiting time for non-
perfect transmission is

〈τ〉 =
τ̄

T
. (44)



6

0 0.5 1 1.5 2 2.5 3

0.2

0.4

0.6

0.8

1.

⌧/h⌧i

h⌧
iW

(⌧
)

T = 1

T = 0.1

Poisson
Wigner-Dyson

FIG. 2. (Color online) WTD for a QPC with transmission
T = 0.1, 0.25, 0.5, 0.75, 1. For T = 1, the WTD is well-
approximated by the Wigner-Dyson distribution in Eq. (43).
Close to pinch-off (T ' 0), the WTD approaches Pois-
son statistics given by the exponential distribution W(τ) '
e−τ/〈τ〉/〈τ〉. For low transmissions, small oscillations with pe-
riod τ̄ are superimposed on the exponentially decaying WTD.

The Fermi-hole persists independently of the transmis-
sion as it follows from a short-time expansion of the WTD

W(τ) ' π2

3

T

τ̄

(τ
τ̄

)2

, τ � τ̄ . (45)

We see how the Pauli exclusion principle manifests itself
in a complete suppression at τ = 0 for all values of the
transmission. The quadratic dependence at short times
is a generic behavior as long as the energy spectrum can
be linearized and the wave-functions are differentiable.31

As the QPC comes close to pinch-off, the transmissions
become rare and uncorrelated corresponding to a Poisson
process. The WTD can then be approximated by an
exponential distribution as indicated in Fig. 2.

In Ref. 25, it was found that the crossover from
Wigner-Dyson statistics to Poisson statistics is accom-
panied by small oscillations on top of the exponentially
decaying WTD. The period of the oscillations approaches
τ̄ in the limit of a vanishing transmission. To understand
the WTD with a transmission below unity, we resolve it
with respect to the number of reflections that have oc-
curred (see Fig. 3 together with the explanation below).
Formally, we expand the WTD as

W(τ) = TW(0)(τ) + TRW(1)(τ) + TR2W(2)(τ) + . . . ,
(46)

where R = 1−T is the reflection probability andW(n)(τ)
is the WTD given that n reflections have occurred during
the waiting time τ . In Ref. 28, such n-resolved WTDs
were calculated for Lorentzian-shaped voltage pulses us-
ing a renewal assumption (see Appendix B for a discus-
sion of renewal theory). Here, in contrast, we evaluate
them exactly by explicitly expanding the WTD in R. To

1 2 3 4
0

0.2

0.4

0.6

0.8

1

+ TR

+ TR2

+ TR3

⌧̄
W

(⌧
)

⌧/⌧̄

T = 0.2

T

FIG. 3. (Color online) Expansion of the WTD in the number
of reflections that have occurred. The thick line shows the
exact result, while the thin lines indicate the series in Eq. (46)
as an increasing number of terms are included.

this end, we rewrite Eq. (5) for the WTD as

W(τ) =
T τ̄

(1−R)2

d2

dτ2
Π(τ)

= T τ̄

∞∑

n=0

(n+ 1)Rn
d2

dτ2

∞∑

m=0

Rm

m!
Π(m)(τ),

(47)

where Π(m)(τ) = ∂mR Π(τ)|R=0. Collecting terms to same
order in R, we can identify the n-resolved WTDs in
Eq. (46). For the first two WTDs, we find

W(0)(τ) = τ̄
d2

dτ2
Π(0)(τ),

W(1)(τ) = τ̄
d2

dτ2

(
2Π(0)(τ) + Π(1)(τ)

)
,

(48)

Moreover, by using Jacobi’s formula we obtain

Π(0)(τ) = det(1−Q(0)
τ ),

Π(1)(τ) =Π(0)(τ)Tr{g(0)
τ Q(0)

τ },
(49)

where

[Q(0)
τ ]m,n '

κ

2π
Kτ (κn− κm) (50)

and

g(0)
τ = (1−Q(0)

τ )−1 (51)

correspond to the fully transmitting QPC. The n-
resolved WTDs for larger n are found in a similar way.

In Fig. 3, we show an expansion of the WTD in the
number of reflections that have occurred. At short times,
it is unlikely that any reflections occur and the WTD is
well-approximated by a Wigner-Dyson distribution with
a peak around τ̄ . For longer times, higher-order WTDs
become important and we need to include more terms
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FIG. 4. (Color online) WTD of a single-channel QPC in-
cluding spin. At full transmission (T = 1) the WTD is
well-described by the generalized Wigner-Dyson distribution
in Eq. (52). Close to pinch-off (T ' 0), the WTD ap-
proaches Poisson statistics given by the exponential distribu-
tion W(τ) ' e−τ/〈τ〉/〈τ〉. The colored dashed lines indicate
the short-time expansion given by Eq. (54).

in Eq. (46) corresponding to several reflections. These
terms give rise to peaks at higher multiples of τ̄ . It is
worth noting that the influence of a finite QPC trans-
mission is formally equivalent to the effect of a finite de-
tector efficiency on the spectral statistics of complex sys-
tems like nuclei as investigated by Pato and Bohigas.51,52

Starting from a complete random matrix theory spec-
trum and randomly removing energy levels they showed
that the level spacing distribution exhibits a crossover
from a Wigner-Dyson distribution to Poisson statistics
as an increasing number of levels are removed. In the
case of the QPC, the random process of removing lev-
els corresponds to the random reflection (or removal) of
electrons from the electronic many-body state.

We now include spin by taking M = 2 in Eq. (39).
Figure 4 shows results for the WTD for different values
of the transmission T . For the fully open QPC, we can
generalize the Wigner surmise by combining Eqs. (37,38)
and (43). We then find

WWD
2 (τ) = τ̄ [Π̇WD(τ)]2 + ΠWD(τ)WWD(τ), (52)

where

ΠWD(τ) = e−4τ2/πτ̄2 − (τ/τ̄)erfc(2τ/
√
πτ̄) (53)

follows from Eq. (4) and erfc(x) is the complementary
error function. It can be shown that the mean waiting
time corresponding to this distribution indeed is 〈τ〉 =
τ̄ /2 in agreement with Eq. (38).

Figure 4 shows that the generalized Wigner-Dyson dis-
tribution in Eq. (52) is in good agreement with our exact
results for the fully transmitting QPC. In addition, as the
transmission T approaches zero, the WTD is again well-
approximated by an exponential distribution with mean

0 0.5 1 1.5 2 2.5 3

0.2

0.4

0.6

0.8

1.

Many channels

h⌧
iW

(⌧
)

⌧/h⌧i

T = 1

M = 1

M = 15

Poisson

M = 2

3

FIG. 5. (Color online) WTDs with an increasing number
of conduction channels. As the number of fully transmit-
ting channels is increased from M = 1 to M = 15, we see a
crossover from Wigner-Dyson statistics to Poisson statistics.
The suppression of the WTD at short times is completely
lifted as the number of channels is increased.

waiting time 〈τ〉 = τ̄ /2T . The short-time expansion of
the WTD including spin reads

W2(τ) ' T

τ̄
+
π2

3

T

τ̄

(τ
τ̄

)2

, τ � τ̄ , (54)

and is also indicated in Fig. 4. Two electrons can now
be detected at the same time, since the Pauli principle
does not prevent two electrons with different spin to be
in the same orbital state. The Fermi hole around τ = 0
is then lifted as we see. The results with and without
spin clearly illustrate how the WTD contains information
about the fermionic nature of electrons.

In Fig. 5 we increase the number of open conduction
channels. With M = 1 and M = 2 fully open channels
we recover the results for a single-channel QPC with and
without spin. As the number of channels is increased, the
WTD exhibits a crossover to Poisson statistics with an
exponential distribution of waiting times. In this case,
the suppression of the WTD at short times is completely
lifted, since the conduction channels are independent.

To conclude this section, we return to the single-
channel case, but now include a finite temperature of
the incoming electrons. It is of particular interest to con-
sider a fully open channel as the electronic temperature
is increased. Figure 6 shows that the essential shape
of the WTD, given by the Wigner-Dyson distribution,
is robust against a non-zero electronic temperature on
the order of the applied voltage bias. The tails of the
WTD, on the other hand, change from a Gaussian decay
at zero temperature to an exponential decay as the tem-
perature approaches the applied voltage. We note that
such a crossover has also been predicted for the emptiness
formation probability in antiferromagnetic spin chains.53

Finally, we mention that the small oscillations with pe-
riod τ̄ observed for low transmissions disappear as the
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FIG. 6. (Color online) WTD of a single-channel QPC with a
finite temperature of the incoming electrons. The dashed line
shows the Wigner-Dyson distribution, while colored lines cor-
respond to finite temperatures (β is the inverse temperature).
The inset shows the same results on a linear scale.

temperature is increased (not shown). Both effects can
be understood by considering Eqs. (35-36). The finite
temperature smears the Fermi distribution of the source
electrode, allowing electrons with an energy greater than
eV to flow through the system. The temperature defines
a new energy scale which makes the oscillations with pe-
riod τ̄ disappear.

B. Fabry-Pérot interferometer

As an example of a scatterer with energy-dependent
transmission we consider a double-barrier structure con-
sisting of delta-barriers of strengths Uj , j = 1, 2, sepa-
rated by the distance L, see Fig. 7. The structure acts as
a Fabry-Pérot interferometer for electrons with a trans-
mission probability that displays a series of peaks corre-
sponding to resonant states of the interferometer.

The transmission and reflection amplitudes of the in-
dividual barriers are

t
(j)
k =

1

1 + i
mUj
~2k

, r
(j)
k =

1

1− i ~2k
mUj

. (55)

As illustrated in Fig. 7, the total transmission amplitude
of the double-barrier structure is the sum of the ampli-
tudes of all transmitting trajectories

ttot
k = t

(2)
k eikLt

(1)
k

∞∑

n=0

(r
(1)
k e2ikLr

(2)
k )n =

t
(1)
k t

(2)
k eikL

1− r(1)
k r

(2)
k e2ikL

.

(56)

The corresponding transmission probability reads

T tot
k = |ttot

k |2 =
T

(1)
k T

(2)
k

1 +R
(1)
k R

(2)
k − 2

√
R

(1)
k R

(2)
k cos θk

(57)

U1 U2

· · ·

t
(2)
k eikLr

(1)
k eikLr

(2)
k eikLt

(1)
k

t
(2)
k eikLt

(1)
k

x︸ ︷︷ ︸
L

FIG. 7. (Color online) Fabry-Pérot interferometer. The in-
terferometer consists of two delta-barriers of strength Uj ,
j = 1, 2, separated by the distance L. Transmitting trajecto-
ries with zero, two, and four internal reflections are indicated.
The total transmission amplitude ttotk is the sum of the am-
plitudes of all transmitting trajectories.

with T
(j)
k = |t(j)k |2, R

(j)
k = |r(j)

k |2, and θk = 2kL +

arg r
(1)
k + arg r

(2)
k . For identical barriers, the transmis-

sion probability reduces to

T tot
k =

T 2

1 +R2 − 2R cos θk
, (58)

where T = T (1) = T (2) = 1 − R is the transmission
of the individual barriers. We have assumed that the
strengths of the delta barriers U1 = U2 is of the order of

EF /kF , such that t
(1)
k = t

(2)
k varies slowly in the transport

window and can be treated as k-independent. The total
transmission is unity for values of k, where cos θk = 1.
These resonances are separated by the distance

∆k =
π

L
. (59)

We first consider a single resonance situated well in-
side the transport window. Specifically, we choose the
Fermi energy and the applied voltage such that the
transport window corresponds to the symmetric interval
[kn −∆k/2, kn + ∆k/2] around a resonance at kn. We
note that it is possible to make the applied voltage larger
than the width of the resonance, while still being much
smaller than the Fermi energy, ~vF∆k < eV � EF .

Figure 8 shows the results of our calculations. As we
will now see, the WTD can be understood within the
Breit-Wigner approximation. For small transmissions of
the individual barriers, T � 1, the total transmission
probability is well-captured by the expression42

TBW
k '

∞∑

n=0

(γ/2)2

(k − k0 − n∆k)2 + (γ/2)2
(60)

where

γ =
1

L

T√
1− T (61)

is the full width at half maximum and k0 denotes the
position of the resonance corresponding to n = 0. We
interpret Lγ as the success probability of an electron to
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FIG. 8. (Color online) WTD for a Fabry-Pérot interferom-
eter with a single resonance in the transport window. The
transmissions of the individual barriers are T (1) = T (2) = 0.1.
The full line shows the exact results, while the dashed line
indicates the approximation in Eq. (63). The inset shows the
short-time behavior, where the two curves clearly differ.

tunnel through the first barrier and we take 1/τ̄ as the
attempt frequency. Their product defines the rate

Γ =
Lγ

τ̄
=
eV

h

T√
1− T (62)

at which electrons enter and leave the interferometer.
From a simple rate equation calculation we then obtain
an analytic expression for the WTD reading21

W(τ) = Γ2τe−Γτ . (63)

As shown in Fig. 8, the analytic expression shows sur-
prisingly good agreement with the exact results over a
large range of waiting times. Still, a closer inspection of
the WTD reveals some deviations at short times τ . τ̄ ,
see lower inset in Fig. 8. The simple rate model predicts
a linear short-time behavior, W(τ) ' Γ2τ , whereas the
exact results follow a quadratic dependence. Indeed, at
short times, the WTD is determined by the waiting times
between the in-coming electrons (given by the Wigner-
Dyson distribution) rather than by the scatterer. This
leads to the quadratic behavior at short times given in
Eq. (45). In contrast, the simple analytical model only
describes the scatterer by the rate Γ at which single elec-
trons enter and leave the interferometer, giving rise to
the linear short-time behavior.

It is instructive to compare our results for the wait-
ing times with the Wigner-Smith delay time54,55 of the
Fabry-Pérot interferometer. We have calculated numeri-
cally the Wigner-Smith delay time at the center of a res-
onance and found that it corresponds to the dwell-time
obtained from the rate equation description

τWS ' τdwell = 1/Γ. (64)

This should be contrasted with the mean waiting time

〈τ〉 = 2/Γ, (65)

0
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kF
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FIG. 9. (Color online) WTD for a Fabry-Pérot interferome-
ter with two and three resonances inside the transport win-
dow. The transmission probabilities of the individual barri-
ers are T (1) = T (2) = 0.1. The resonances are separated by
∆k = π/L as indicated in the inset showing the momentum-
dependent transmission probability. With two resonances in
the transport window, the WTD displays oscillations with
period T0 = 2π/(vF∆k). With three resonances, additional
small oscillations are seen with the period T0/2.

following from the rate equation description. The factor
of two accounts for the fact that it takes an average time
of 1/Γ to occupy the resonance after it has been emptied,
followed by an average time of 1/Γ to empty it again.

In Fig. 9 we increase the applied voltage so that two
and three resonances are within the transport window,
respectively. With two resonances in the transport win-
dow, we expect to see coherent oscillations in the WTD
due to the interference between different energetic path-
ways. Indeed, denoting the energies of the two resonances
as E1 and E2, respectively, with

E2 − E1 = ~vF∆k, (66)

the single-particle interference pattern of the two ener-
getic pathways becomes

∣∣∣e−iE1t/~ + e−iE2t/~
∣∣∣
2

= 2 + 2 cos (vF∆kt) , (67)

showing that the period of the oscillations should be

T0 =
2π

vF∆k
=

2L

vF
. (68)

This period is clearly reflected in the WTD for the Fabry-
Pérot interferometer with two resonances in the transport
window, see Fig. 9. Extending the line of arguments to
three equidistant resonances, we find

∣∣∣e−iE1t/h + e−iE2t/h + e−iE3t/h
∣∣∣
2

=

3 + 4 cos (vF∆kt) + 2 cos (2vF∆kt) ,
(69)

showing that the oscillations with period T0 will be ac-
companied by smaller-amplitude oscillations at half the
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FIG. 10. (Color online) WTD for a Fabry-Pérot interferom-
eter with two resonances inside the transport window and a
finite electronic temperature. The transmission probabilities
of the individual barriers are T (1) = T (2) = 0.1. The ampli-
tude of the coherent oscillations is decreased as the electronic
temperature of the source electrode is increased.

period. This behavior is clearly reflected in the WTD
with three resonances shown in Fig. 9. From Figs. 8
and 9 we conclude that the number of resonant levels
contributing to the electronic transport can be inferred
from the WTD.

In Fig. 10 we increase the temperature of the source
electrode. With increasing temperature, the amplitude of
the coherent oscillations decreases. We note that inter-
ference oscillations in WTDs have also been investigated
for electronic transport in quantum dots with and with-
out interactions.21,26,29 In those cases, oscillations in the
WTD were washed out by increasing the temperature of
an external heat bath consisting of bosonic modes.

C. Mach-Zehnder interferometer

As our last application, we consider the electronic
Mach-Zehnder interferometer depicted in the inset of
Fig. 11. The interferometer is made of a Corbino
disk in the quantum Hall regime with electronic motion
along edge states. Two QPCs act as electronic beam
splitters.56–61 The total transmission amplitude of the in-
terferometer can be tuned either by changing the trans-
mission probabilities of the individual QPCs, the mag-
netic flux enclosed by the two arms, or the length of the
arms using side-gate voltages. The Mach-Zehnder in-
terferometer is of special interest as it makes it possible
to determine the coherence time of the incoming single-
electron states.44,45 The coherence time is defined as the
time span during which single-particle interferences are
observable at the output of the interferometer. For a
dc-biased source, the coherence time is given by τ̄ . Be-
low, we investigate the influence of single-particle inter-
ferences on the WTD of a Mach-Zehnder interferometer.
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FIG. 11. (Color online) WTD for a Mach-Zehnder interferom-
eter. The inset shows the interferometer made of a Corbino
disk in the quantum Hall regime. Results are shown for half-
transmitting QPCs, RR = RL = TR = TL = 1/2, and three
different path length differences ∆L. The applied magnetic
flux equals the flux quantum, Φ = Φ0. For ∆L = 0, the
WTD is well-captured by a Wigner-Dyson distribution. For
∆L � vF τ̄ , the WTD corresponds to that of a QPC with
transmission probability RRRL + TRTL (not shown).

To evaluate the total transmission amplitude we as-
sume that the QPCs have energy-independent transmis-
sions. The momentum-dependent transmission ampli-
tude t41

k to go from input 1 to output 4 then reads

t41
k = −

√
RLRRe

i(kLu+θu) +
√
TLTRe

i(kLd+θd). (70)

The coefficients RL,R and TL,R are the reflection and
transmission probabilities of the left and right QPCs, re-
spectively. The lengths of the upper and lower arms are
denoted as Lu,d, and θu,d are the magnetic phases such
that

θu − θd = 2πΦ/Φ0, (71)

where Φ is the enclosed magnetic flux and Φ0 = h/e
is the magnetic flux quantum. With this transmission
amplitude, the matrix elements in Eq. (23) become

[Qτ ]m,n =
sin(κvF τ(n−m)/2)

π(n−m)
e−iκvF τ(n−m)/2×

[
RRRLe

iκ∆L(n−m)/2 + TRTLe
−iκ∆L(n−m)/2

+ 2
√
RRRLTRTL cos (2πΦ/Φ0 + κ∆L(n+m)/2)

]
,

where ∆L = Lu − Ld is the path length difference.
In Fig. 11 we show results for the WTD with vary-

ing path length differences. With no path length dif-
ference, ∆L = 0, the transmission probability becomes
k-independent and simplifies to

T 41 = RRRL + TRTL + 2
√
RRRLTRTL cos (2πΦ/Φ0) .
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Here, the two first terms are “classical” contributions cor-
responding to electrons that are transmitted from ter-
minal 1 to terminal 4 by either being reflected at both
QPCs or being transmitted through both. By contrast,
the third term is due to single-particle interferences which
are sensitive to the applied magnetic field. Interestingly,
by choosing half-transmitting QPCs, RR = RL = TR =
TL = 1/2, the interferometer becomes fully transmitting
if the magnetic flux is tuned to an integer number of
magnetic flux quanta, Φ = nΦ0, and fully reflecting if
Φ = (n + 1/2)Φ0, where n is an integer. In Fig. 11,
we show results for the fully transmitting case and find
that the WTD again is well-captured by a Wigner-Dyson
distribution.

In the other limiting case, where the path length dif-
ference is very large, ∆L� vF τ̄ , single-particle interfer-
ences are suppressed. In this case, the WTD corresponds
to that of a QPC with a transmission probability given
by the classical contributions RRRL + TRTL. Finally, in
the intermediate regime, ∆L ' vF τ̄ , the interference part
contributes and the WTD exhibits oscillations whose pe-
riod depends on the phase of the transmission amplitude,
which is now momentum-dependent. The oscillations in
the WTD, which are due to the single-particle interfer-
ences, are clearly seen in Fig. 11. As such, the WTD con-
stitutes an alternative approach to observe single-particle
interferences in addition to measurements of the average
current and the shot noise.

IV. CONCLUSIONS AND OUTLOOK

We have presented a detailed description of our theory
of electron waiting times in mesoscopic transport and ex-
tended earlier results for single-channel conductors to se-
tups with several (possibly spin-degenerate) conduction
channels as well as finite electronic temperatures. As a
specific application, we have analyzed in detail the dis-
tribution of electron waiting times in a quantum point
contact (QPC). We have shown that the waiting time dis-
tribution (WTD) for a QPC can be understood using a
mapping between one-dimensional free fermions and the
level spacing statistics of random matrices. The WTD
displays a crossover from Wigner-Dyson statistics at full
transmission to Poisson statistics close to pinch-off. The
suppression of the WTD at short times due to the Pauli
principle is lifted as the number of conduction channels
is increased.

As examples of scatterers with energy-dependent
transmissions, we have investigated the WTDs of a
Fabry-Pérot interferometer and a Mach-Zehnder inter-
ferometer. For the Fabry-Pérot interferometer, oscilla-
tions in the WTD reflect the number of resonant levels
contributing to the electronic transport. With a single
resonance well inside the bias window, the WTD can be
understood using a simple rate equation description with
rates obtained from a Breit-Wigner approximation of the
transmission probability. With several resonances in the

transport window, the WTD displays quantum mechani-
cal interference oscillations. For the Mach-Zehnder inter-
ferometer, the WTD shows signatures of single-particle
interferences which can be controlled by adjusting the
path length difference and the applied magnetic field.

Our work leaves a number of interesting tasks and
questions to be addressed in the future. Our theory im-
plicitly assumes a single-electron detector that is only
sensitive to electrons above the Fermi level. Experimen-
tally, progress is currently being made towards the real-
ization of such a detector.62 A theoretical description of a
single-electron detector with a built-in energy filter is also
under development. Another interesting question con-
cerns correlations between subsequent waiting times. For
a renewal process, the waiting times are uncorrelated.33

However, there are several indications that electronic
transport in mesoscopic conductors cannot be described
as a renewal process.25,28 To investigate this question in
further detail, a theory of joint distributions of waiting
times is needed. Finally, it may be possible to link the
WTDs to specific correlations functions describing the
incoming many-body state.63,64
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Appendix A: Analogy with random matrix theory

Here we explain the mapping between random matrices
and one-dimensional fermions. We note that this map-
ping does not correspond to a phenomenological descrip-
tion of a mesoscopic device with a random Hamiltonian.

We consider the canonical Gaussian ensembles of ran-
dom matrices introduced by Wigner40,65 to understand
certain universal properties of complex quantum systems
like nuclei. The constraints on the allowed Hamiltonians
depend on the symmetries of the problem, for instance
time-reversal symmetry or spin, leading to different uni-
versality classes labeled by the symmetry index β. The
Gaussian orthogonal ensemble (time-reversal invariance,
but no spin) has β = 1 and corresponds to real symmet-
ric matrices. The Gaussian unitary ensemble (breaking
of time-reversal symmetry, and no spin) has β = 2 and
corresponds to hermitian matrices.

The matrix elements Hij of the Hamiltonian H of rank
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N are chosen randomly from the distribution

P ({Hij}) = NN,β exp[−β Tr{H2}/v2], (A1)

where NN,β is a normalization constant and v a typical
energy scale. After diagonalization of the Hamiltonian,
the joint probability of the eigenvalues {Ei} becomes

P ({Ei}) = CN,β e−
β

v2

∑
j E

2
j

∏

i<j

|Ei − Ej |β , (A2)

where CN,β again is a normalization constant. Impor-
tantly, this probability distribution can be interpreted
as the square modulus of a fermionic wave function in
one dimension, if ones replaces the eigenenergies {Ei}
by fictitious quantum particles at positions {xi}. The
corresponding many-body wave function reads

Ψ({xi}) =
√
CN,βe−

β

2v2

∑
j x

2
j

∏

i<j

|xi−xj |β/2sgn(xi−xj),

where the sign function sgn(xi − xj) expresses the anti-
symmetric nature of fermionic many-body wave func-
tions. The terms |xi − xj |β/2 give rise to repulsion be-
tween particles, whereas the exponentials come from a
harmonic confining potential, which can be made arbi-
trarily weak in the large-N limit with an appropriate
rescaling of the xi’s.

One can show that Ψ({xi}) in fact is the ground state
of the interacting Calogero-Sutherland Hamiltonian49,50

H = −1

2

N∑

i=1

∂2

∂x2
i

+
β

2

(
β

2
− 1

)∑

i>j

1

(xi − xj)2
(A3)

with an inverse square interaction. For β = 2, the in-
teractions vanish and all correlations are due only to the
fermionic nature of the fictitious particles. This shows
us that the correlation functions of free fermions are for-
mally equivalent to those obtained from random matrix
theory. We note that this mapping also makes it pos-
sible to compute the WTDs of interacting fermions in
two special cases, namely β = 1 (attractive interactions)
and β = 4 (repulsive interactions), corresponding to the
Gaussian orthogonal ensemble and the Gaussian sym-
plectic ensemble, respectively.

Appendix B: Renewal theory

Here we briefly illustrate how various statistical quan-
tities can be obtained from the WTD of a renewal pro-
cess. For a renewal process, subsequent waiting times
are statistically independent and essentially all informa-
tion is encoded in the WTD.33 This makes it possible,
for instance, to infer the probability P (n, t) of observing
n events during a long time span of duration t. This
probability can be written as

P (n, t) =

∫ ∞

0

dτ1 · · ·
∫ ∞

0

dτnW(τ1) · · ·W(τn)δ(t−
n∑

i=1

τi),

having assumed that an event occurs at the beginning
and the end of the interval, but only one of them is
counted. This assumption is not important for the long-
time limit that we consider here.

Corresponding to P (n, t) we define the moment gener-
ating function

M(χ, t) =
∑

n

P (n, t)einχ. (B1)

Simple algebra allows us to write the moment generating
function as

M(χ, t) =
1

2πi

∫ i∞

−i∞
dz

ezt

1− eiχ+log W̃(z)
, (B2)

where

W̃(z) =

∫ ∞

0

dτW(τ)e−zτ (B3)

is the Laplace transform of the WTD and we have used
a Fourier representation of the delta function in the ex-

pression for P (n, t). We note that log W̃(z) generates
the cumulants of the waiting time by differentiation with
respect to −z at z = 0,

〈〈τm〉〉 = (−1)m
dm

dzm
log W̃(z)|z=0. (B4)

At long times, the moment generating function be-
comes exponential in time, M(χ, t) ∝ ez0(χ)t, with a rate
determined by the pole z0(χ) of the integrand in Eq. (B2)
closest to z = 0. The cumulant generating function for
n is defined as S(χ, t) = logM(χ, t) which becomes lin-
ear in time, S(χ, t) → z0(χ)t. We can therefore identify
z0(χ) as the cumulant generating function of the charge
current, which yields the current cumulants by differen-
tiation with respect to iχ at χ = 0,

〈〈Im〉〉 =
dm

d(iχ)m
z0(χ)|χ=0. (B5)

To find the cumulant generating function of the current
we need to solve the equation

iχ+ log W̃(z) = 0 (B6)

for the pole z = z0(χ) closest to z = 0 with z0(0) = 0.
In general, this is a difficult task. However, by consecu-
tively differentiating Eq. (B6) evaluated at z = 0 we can
establish the following relations between the cumulants
of the waiting time and the cumulants of the current24

〈〈I2〉〉
〈〈I〉〉 =

〈〈τ2〉〉
〈〈τ〉〉2 ,

〈〈I3〉〉
〈〈I〉〉 = 3

〈〈τ2〉〉2
〈〈τ〉〉4 −

〈〈τ3〉〉
〈〈τ〉〉3 ,

〈〈I4〉〉
〈〈I〉〉 = 15

〈〈τ2〉〉3
〈〈τ〉〉6 − 10

〈〈τ2〉〉〈〈τ3〉〉
〈〈τ〉〉5 +

〈〈τ4〉〉
〈〈τ〉〉4 .

(B7)
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These relations illustrate how the current cumulants for
a renewal process are directly related to the cumulants

of the waiting time. For a renewal process, the g(2)-
function can also be directly obtained from the WTD,
see for example Refs. 35 and 66.
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Rev. Lett., 108, 186806 (2012).
26 K. H. Thomas and C. Flindt, Phys. Rev. B, 87, 121405(R)

(2013).
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