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Abstract

This paper presentsEctre TrI-NC, a new sorting method which takes into account severalaede actions for charac-
terizing each category. This new method gives a particudsdom to the decision maker in the co-construction detisio
aiding process with the analyst to characterize the set tefgoaies, while there is no constraint for introducing only
one reference action as typical of each category likerivire Tri-C (Almeida-Dias et al., 2010). As in such a sorting
method, this new sorting method is composed of two jointsuleectre Tri-NC also fulfills a certain number of natural
requirements. Additional results on the behavior of the neethod are also provided in this paper, namely the ones with
respect to the addition or removal of the reference actisad €or characterizing a certain category. A numerical gptam
illustrates the manner in which.Ectre Tri-NC can be used by a decision maker. A comparison with somedetatrting
procedures is presented and it allows to conclude that themethod is appropriate to deal with sorting problems.

Keywords:Multiple criteria decision aiding, Constructive approa8brting, Eectre Tri-NC, Decision support

Résune

Une méthode multicritere de tri ol chaque caégorie est caracérisée par plusieurs actions de &ference :
la méthode ELecTrRE TRI-NC

Cet article présenteikctre Tri-NC, une nouvelle méthode de tri qui prend appui sur plusiaations de référence
pour caractériser chaque catégorie. Cette nouvelléadet laisse une grande liberté au décideur dans le process
co-constructif d'interaction avec I'analyste pour caeaister 'ensemble des catégories et elle ne le contrdug a
n’introduire qu’une seule action de référence qui sgidque de chaque catégorie comme c’est le cas aveak: Tri-

C (Almeida-Dias et al., 2010). Comme dans cette méthodsyueelle méthode est constituée de deux régles cosiplée
ELectre TrI-NC Vérifie aussi un certain nombre d’exigences naturelless @sultats additionnels par rapport au fonc-
tionnement de la nouvelle méthode sont aussi fournis detrerticle, notamment ceux qui concernent I'ajout ou leaiietr
d’actions de référence utilisees pour caractériser eatégorie donnée. Un exemple numérique montre lanfdgmt
ELecTre TrI-NC peut étre utilisée par un décideur. Une comparaison guelques méthodes de tri qui prennent appui sur
des actions de référence comme point de départ est misaaence pour permettre de conclure que la nouvelle ndetho
est appropriée pour traiter les problemes de tri.

Mots-clés :Aide multicritere a la décision, Approche constructte, Problemes de tritEcTrRe TrI-NC
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1. Introduction

Sorting problems arise in several real-life activities.this paper, we are interested decision aiding contextm
which the objects of a decision (actions, alternativel, must be sorted, or assigned to a set of categories. Such an
assignment is based on the evaluation of each action aogati@imultiple criteria. As we have shown in#eTre Tri-C
framework (Almeida-Dias et al., 2010), there arfelient manners to deal with the sorting approach. In whabvial)
we shall present a new approach, in which three assumptiersso taken into account, where only the Assumption 3
differs from the ones intfectre TrI-C.

Assumption 1. The set of categories to which the actions must be assigniscctimpletely ordered (from the worst to
the best, from the lowest priority to the highest prioritgnfi the most risky to the least risky, from the least consarsu
the most consensual, and so on). In general, numbering ttegades from 1 to g must be coherent with respect to the
increasing preferences on the criteria.

Assumption 2. Each category is conceived a priori to receive actions, Whidll be or might be processed in the same
way (in the step that follows the assignment).

Assumption 3. Each category is characterized by a subset of referencer&judged by the decision maker as repre-
sentative, or informative of the actions that should begrssil to such a category. The decision maker is able, through a
co-construction interactive process with the analyst,tavfgle the performances of the reference actions for charac

ing each category according to Assumption 2.

The new method proposed in this paper, calleecire Tri-NC, takes appropriately into account the Assumption 3.
As in ELectre Tri-C, the objective of Eectre Tri-NC is not to discover a pre-existing set of categories whezethdied
actions would naturally be assigned to. The objective iseidb help decision makers to characterize an appropriate



set of categories to receive actions according to AssumioWe would like to call the attention of the reader to the
following aspects. In several concrete decision aidinggasibns (see, for instance, the examples in Aimeida-Diad. et
(2010, Section 1)), it is not possible to refer to an objectigt of reference actions defiregriori, which can be used as
a starting point for characterizing the set of categoriemading to Assumption 2. The reference actions should egpre
a willing of the decision maker for characterizing the catégs.

The characterization of the categories based on reprasentference actions gives a “fuzzy” position with redpec
to the frontier between a given category and the two cons&catljacent ones. Some of such characteristic reference
actions can be incomparable or even ifelient to some actions to be assigned to the categories. W@seasons seem
enough to justify that a given action can be assigned to niname dne consecutive categories. Thusicire Tri-nC has
been conceived to be able to propose to the decision makéegbossible assignments according to Assumption 2.

The rest of this paper is organized as follows. Section 2 ®tel to the problem statement framework. Section 3
presents the assignment procedure, the foundationseofi#e Tri-NC, by putting into light new possibilities of such a
sorting method. Section 4 introduces the propertiesiatize Tri-NC as well as the impact of a new characterization
of the set of categories. Section 5 provides a numerical pl&mSection 6 includes a comparison to other sorting
methods, where characteristic reference actions arallgitised for representing the willing of the decision ma&eout
the assignment to each category. Finally, the last sectifarsoour concluding remarks and some avenues for future
research.

2. Problem statement

This section is devoted to the main concepts, definitiondpatation as well as the structural requirements concgrnin
the BLectre TrI-NC method.

2.1. Concepts, definitions, and notation

LetA = {a1,ay,...,a,...} denote the set gfotential actions This set of actions can be completely knoavpriori or it
may appear progressively during the decision aiding pgCHse objective is to assign these actions to a sebwipletely
ordered categoriggdenotedC = {C1,Co, ..., Cp,...,Cqy}, with g > 2 (with g = 1, there is no sorting problem). Suppose
that acoherent set of n criterigdenoted= = {g1, 2, ..., gj, ..., On}, With n > 3, has been defined in order to evaluate any
action considered to be assigned to a certain category @gelR96). Let us notice that if < 3, then the concept of
concordance is not really pertinent. For such a reason, whieig Eectre family of methods, it is recommended to have
at least three criteria.

Each criteriorg; will be considered as pseudo-criterionwhich means that two thresholds are associatey:tan
indifference thresholdy;, and apreference thresho|d;, such thap; > g; > 0. These thresholds are introduced in order
to take into account the imperfect character of the data ffercomputation of the performanagga), for alla € A, as
well as the arbitrariness thaffacts the definition of the criteria. For more details aboatdbfinition of such thresholds,
see, for instance, Almeida-Dias et al. (2010, Section 2}. usenotice that the case whepg = q; = 0, for allg; € F,
is not excluded, but such a case must be considered as a véioylzea realistic case. In what follows, assume, without
loss of generality, that all criterigy € F are to be maximized, which means that the preferences sexelaen the criteria
performances increase too.

When using the outranking concept, the main idea is thatutranksa’™” according tog;, denotedaS;a, if “a s at
least as good @& on criteriong;. Due to the definition of the inflierence thresholds;, it is quite natural to consider
that such an assertion is validated, without ambiguity,mdyéa) — g;j(a’) > —q;. But, when-p; < gj(a) — g;(&) < -q;,
the possibility of indfference betweea anda’ cannot be excluded. This intigrence is less and less credible when
gj(a) — g;(a’) moves closer te-p;.

Let o(a, &) denote the credibility of the comprehensive outranking alver &, which reflects the strength of the
statement & outranksa’” (denotedaS d) when taking all the criteria fronfr into account. This aggregation issue is
based on a&ingle vector of weightslenotedw;, such thatv; > 0, j = 1,...,n, which is associated to the set of criteria.
Additionally, a vector ofveto thresholdsdenotedy;, such thaty; > p; can also be associated to the set of criteria. For
more details on the computation@fa, &), see, for instance, Almeida-Dias et al. (2010, Section 2).

Let us introduce now the set of reference actions. Bt {by, r = 1,...,my} denote a subset oéference actions
introduced to characterize categ@y, such thatm, > 1 andh = 1,...,g. Notice thatC; is the worst category ang, is
the best one, witly > 2. LetBU {By, By.1} denote the set ofj+ 2) subsets of reference actions, or the set of all reference
actions, such thaB = {By, By,...,Bn,...,Bg}. The two particular subsets of reference actions, denBged {b})} and



Bg+1 = {bq+1} contains two reference actions defined as follogysbo) is the worst possible performance on criterggn
andg,(bq+1) is the best possible performance on the same critegjpfor all g; € F. The worst and the best possible
performances must be chosen such that for any aatione hagj(b}) < gj(a) < gj(béﬂ), for all g; € F. Moreover, for

allg; € F, one hag;(b}) - () > 0,r = ,my, andg; (b, ) - g;(b§) > O, s 1,...,my

The comparison of an actiato the characterlsuc reference acudnﬂsr =1,...,m,, providesm, credibility indices
of each typeg(a, b)) ando (b}, a). In order to make a judgment regarding the way in which aioae is placed with
respect to the catego@h it is suitable to find an aggregation operator that allowshtain a representative credibility
index for each actiom with respect to each subset of reference acti@sh = 1,...,q9. As for the case of decision
aiding sorting methods using a set of unordered catega@éss {or instance, Perny, 1998; Henriet, 2000; Belaceld200
Léger and Martel, 2002), thmaxoperator is also a natural choice in our framework as follows

Definition 1 (Categorical credibility indices)
(a) o(fal. By) = ,_max {r(a. b))
(b) o(Bn, (a) = __max {o(0},2)}
The credibility indices computed according to Definitiom)l¢an be interpreted as thategorical outranking degrees
of actiona over the subset of reference actids Similarly, the credibility indices computed accordindXefinition 1(b)

can be interpreted as tleategorical outranked degree$ actiona over the subset of reference actid®s
The justification for these two interpretations are as feio The categorical credibility indice&({a}, Bh) and

(r(Bh, {a}), are used for managing the assignment process (see Sedfjoit 3us,

(1) when defining the outranking credibility of an actiarover a subset of reference actioBg cr({a}, Bh), it seems
natural to impose priori that such a credibility degree should verify the followimgtaxioms:

Axiom 1. If B = {b}}, then, for any action aq-({a}, Bh) = o(a bY).

Axiom 2. If |By| > 2and there existsjpe By, such thatr(a, bf) < ( Bh) then, for any action ar({ aj, Bh\{b[]}) =
o(fal, Bn).

Let By = {bf,....bM"} ando(a,bf) > o(abf), r = 2,....m,. Let us prove that it-({a}, By) verifies Axioms 1
and 2, them—({ al, Bh) = o(abl) = max_y . {(r(a,b )} First, if my = 1, then, according to Axiom 1, we have
o-({ al, B ) o(a,bl). Second, ifm, > 2, then, according to Axiom 2, we hamf{a}, Bh) = o-({a},{bﬁ,...,bﬂ‘"’l}) =
o(fal (ol ... %)) = ... = o(a,bi).

(2) when defining the outranking credibility of a subset derence action®y, over an actiorg, cr(Bh, {a}), it seems
natural to impose priori that such a credibility degree should verify the followimgtaxioms:

Axiom 3. If By = (b}, then, for any action ar(By, {a}) = o(b}, a).

Axiom 4. If By > 2and there existspe B, such thair(bl, a) < o-(Bh, {a}), then, for any action ar(Bh\{b[]}, {a}) =
o(Bn. (a}).
The proof that leads to the justification of the max operatitin vespect to Definition 1.b is done in a similar way.

Remark 1. Since for all i, 0 < o(a bf) < 1and, for all if, 0 < o(bi.a) < 1, then0 < o({a}. Br) < 1and
0<o(Brnfal)<1h=1....q.

Let A denote acredibility levelas the minimum degree of credibility, which is consideregudged necessary by the
decision maker for validating or not an outranking stateinieking into account all the criteria frof . This minimum
credibility level takes a value within the range§01]. When comparing an actianto a subset of reference actioBg
this credibility level allows to define fout-binary relations as follows (see also Proposition 1, intisact).



Definition 2 (2-binary relations)
(@) A-outranking:{a}S'By & o({al, By) > .
(b)) A-preference{a}PB;, < cr({a}, Bh) > ando-(Bh, {a}) <A
(b2) A-indifference:(a}l*By & o({a), Bn) > 1 ando(Bn, {al) > 1.
(b3) A-incomparability:{a}R'B, < o-({a}, Bh) <A ando-(Bh, {a}) <A

In order to conceive the characteristic reference actibiisrequired that those belonging By, and the ones be-
longing toB;, define two consecutive distinct categories. This meansttisahecessaryo impose that each characteristic
reference action frorBy,,; dominates each characteristic reference action Bgm

Condition 1 (Dominance) The set of reference actions, B, fulfills the dominance ¢amdif and only if ¥ j, g;(bg,,) -
gi(b)) >0,s=1,....myy;r=1....myh=1...,(q-1).

Let us notice that iBy, has three characteristic reference actions suctBhat{bf, by, b}]}, whereb], dominatesy® and
by dominatesb}v then the characteristic reference actijrcan be deleted frorB, because such a reference action does
not play any role when comparing an actito the subseBy,. Thereforepy is redundant.

Nevertheless, when considering the possible minimufierdinces in the performances of the reference actions, the
dominance condition isot syficientfor characterizing two consecutive distinct categorieis hecessary to exclude the
possibility of having two characteristic reference acsidj, , andby, defined by non significantly fflerent performances
on each criterion, since they are not able to charactergindt categories. Two subsets of reference actiBpg,andBy,
characterize two consecutive distinct categories onlyldast each reference action belongin@te; is weakly preferred
to each reference action belongingBg according to at least one criterion. Therefore, the set fefreace actionsB,
must fulfill the weak separability condition as follows:

Condition 2 (Weak separability) The set of reference actions, B, fulfills the weak sepatglitindition if and only if it
fulfills the dominance condition and(bj, by, ) <1, r=1,....,my; s=1,....,my; h=1,...,(q-1).

Two additional stronger conditions can also be defined dovist

Condition 3 (Strict separability) The set of reference actions, B, fulfills the strict sepditgtdondition if and only if it
1

fulfills the dominance condition and(bj, by, ) <5, r=1,....,my; s=1,....,myq; h=1,...,(q-1).
Condition 4 (Hyper-strict separability) The set of reference actions, B, fulfills the hyper-strigiasability condition if
and only if it fulfills the dominance condition awdbi, by, ) =0, r=1,...,my; s=1,....,my; h=1,...,(q-1).

The above separability conditions are required only betwtbe reference actions that characterizéedéent cate-
gories. Let us notice that there is no reason to impose som&raints on the reference actions characterizing the same
categoryCp. This means that wheBy,, h = 1,..., g, contains at least two reference actions, introduced tcacherize
the categonCn, h = 1,...,q, between each pair of such reference actions we can hawdifference 2-preference, or
A-incomparability.

Remark 2. Conditions 1, 2, 3, and 4, which are used within fRectre Tri-NC framework, are based on similar
conditions provided by Almeida-Dias et al. (2010).

2.2. Structural requirements

The section introduces the structural requirements, wbathbe viewed as the desirable properties of theire
Tri-NC method, as follows.

Definition 3 (Structural requirements)

(a) Conformity: each characteristic reference actidp b= 1,..., m,, must be assigned to category,®=1,...,q.

(b) Homogeneity: two actions must be assigned to the same cgteden they have the same outranking credibility
indices with respect to each one of the characteristic mxfee actions.
(c) Monotonicity: if an action a strictly dominates,ahen a is assigned at least to the same categbty assigned to.



(d) Stability: when applying either a merging or a splitting oation (see Definition 4 below), the actions previously
assigned to the non-modified categories will be assigneddsame categories or, possibly, to the new categories,
after modification. More precisely:

(1) After merging two consecutive categories:

- any action previously assigned to a non-adjacent categorthe modified ones will remain in the same
category;

- any action previously assigned to an adjacent categorjnéorhodified ones will either be assigned to the
same category or to the new category;

- any action previously assigned to a merged category wilezibe assigned to the new category or to an
adjacent category.

(2) After splitting a category into two new consecutive catéggor
- any action previously assigned to a non-adjacent categorthe modified one will remain in the same
category;
- any action previously assigned to an adjacent categonh&modified one will either be assigned to the
same category or to a new category;
- any action previously assigned to the split category vitlier be assigned to a new category or to an adjacent
category.

Definition 4 (Merging and splitting operations)

a) Merging operation: two consecutive categories, +1, will be merged to become a new oné, €haracterize

(a) Mergi i i ieg,ad G, il b dtob €h ized
by a new subset of reference actionﬁ,zB{br’, r'=1,...,m}, suchthat, forallge F:

(1) for all b{]:, there is at least onefpverifying g(bl,) — g;(b}) >0,
(2) for all by, there is at least oneph, verifying g(by, ;) — gj(b) = 0.

(b) Splitting operation: the categoryds split into two new consecutive categories, &d C’, characterized by two
new distinct subsets of reference actions,B{bf,, r' = 1,...,m}and B/ = {b{", r” = 1,...,m}, respectively,
such that:

(1) for all bf];rl and t; ff(t/’r”’/‘?ﬁu) <1

(2) forall bE]/ andf , cr(bfr,b[1 )f 1

(3) for all bp” and kj]il, o(by_.,by) f 1; o . r

(4) forallb Y there is at least onejfverifying g (bf, ) - gj(ph) > 0, forall gj € F;
(5) forall by, there is at least onejverifying g(bf) — gj(bf,) > 0, forall g; € F.

Definition 3(d) implies that the set of reference actidBswill be changed within a co-construction interactive es
between the analyst and the decision maker. After a mergiagation (Definition 4(a)), the new set of categories be@mme
C*={C1, Cys, ..., Ch 1, C, Chiz, ..., Cq}. This new set of categories is characterized by a new sefererce actions,
denotedB* = {By, By, ..., Bn-1, B}, Bni2, ..., By}, which trivially fulfills at least the weak separability odition. After
a splitting operation (Definition 4(b)), the new set of categs become€* = {Cy, Cy, ..., Ch-1, C, C/', Chy1, ..., Cgl.
This new set of categories is characterized by a new set efaete actions, denot®i = {By, By, ..., Bn-1, Bf, By,
Bh+1, - . ., Bg}, which must fulfill at least the weak separability condition

Let us notice that adding or removing a category are pagti@#ses of a merging or a spitting operation. Additionally,
when a category can be characterized by more than one reéeegtion, it is suitable to analyze the impact of a local
modification of a category by adding or removing a charastierreference action to or from each subset of reference
actions (see Section 4.2).

3. The ELectre TrI-NC method

The aim of this section is to present the assignment proeeaiwd the foundations oftkctre Tri-NC as well as a
briefly comparison to Ezctre Tri-C.



3.1. Assignment procedure

The Bkectre Tri-NC assignment procedure is composed of two joint rules,atlle descending rule and the ascending
rule, which must be used conjointly (and not separatelygsehules are based on the same rules proposed fortheE
Tri-C method (Almeida-Dias et al., 2010), while replacing tlassical credibility indices by the categorical credityili
indices (Definition 1) introduced in Section 2.1. As imeErre Tri-C, both joint rules firstly pre-select a category between
two possibles ones, and secondly they select an appropaétgory by making use of selecting functiondenoted
p((a}, Bn), for a possible assignment of each actinDue to the role played by this function, it must fulfill thedw
following properties:

Property 1.

() p({a}, Bn) is a function ofr({a}, Bn) ando( By, (al), where B is a subset of reference actions=t. ..., .

(b) Let G, be the pre-selected category for a possible assignmenttmfraa. The chosen condition for selecting C
rather than G_; or Cy.1, which is also candidate, must be meaningful. Such a camdis the following one:
p({a), Bn) > p({al, Bs), with s=h—1or s = h+1 (which depends on one of the two joint rules where the prestieh
is made). Consequently, if an action a has the same perfarenfor each criterion as one of the characteristic
reference actions fromrBthenp({a}, Bh) must be strictly greater tha,ﬁ({a}, BS), withs=h-1lors=h+1.

Property 2. Let a and & be two actions that allow to pre-select the same categona dfrictly dominates ‘a then
p({a}, Bh) > p({a}, Bh+1) = p({a’}, Bh) > p({a'}, Bh+1). This implication is equivalent, by the logic negatiorp((n’}, Bh+1) >

p((a}, Bn) = p((al, Bni1) > p({a), Br).

Property 1(a) is imposed in order to clarify the arguments/irich E.ectre Tri-NC is founded. Property 1(b) is
necessary so that the selected categories by each one witf@rit rules play the appropriate role, which is given bg th
Erectre TrI-NC assignment procedure. Property 2 is necessary in ordeifiibthe monotonicity with respect to each
one of the two joint rules.

In each one of the joint rules, defined hereafter, we propmseeke use of the following selecting function (see also
Section 3.2, question (4)):

p((al, By) = min{o({a}. Br). o(Bn. fal)}. (1)

Definition 5 (Descending rule)Choose a credibility level} (% < 4 < 1). Decrease h fronfg + 1) until the first value, t,
such thatr({a}, Bt) > A (C is called the descending pre-selected category):

(a) Fort = q, select G as a possible category to assign action a.

(b) ForO<t<gq, ifp({a}, &) > p({a}, BHl), then select Cas a possible category to assign a; otherwise, seleat C
(c) Fort =0, select G as a possible category to assign a.

In the descending rule, a category is pre-selected takiogaiccount thatB; is the highest subset of reference actions
such that the statemera butranksB,” is validated with the chosen credibility level, In such a case, the possibility of
the assignment of actianto the descending pre-selected categrnust be examined. However, taking into account the
manner that the subsets of reference actiBrendBy, 1 were defined, the assignment of acteto Ci, 1 is an alternative
that must also be examined (in such a case, the stateraenitfanksBy,;” is not validated with the chosen credibility
level, 1) becausd;,; was not defined to play the role of a subset of upper boundséocategorg;.

Definition 6 (Ascending rule) Choose a credibility level} (% < 4 < 1). Increase h from zero until the first value, Kk,
such thatr(Bk, {a}) > A (Cy is called the ascending pre-selected category):

(a) For k = 1, select G as a possible category to assign action a.

(b) For 1 < k < (q+ 1), if p({a}, B) > p({al. Bx-1) then select Cas a possible category to assign a; otherwise, select
Ci-1.

(c) Fork=(q+1), select G as a possible category to assign a.



In the ascending rule, a category is pre-selected takimgaatount thatBy is the lowest subset of reference actions
such that the statemenBi outranksa” is validated with the chosen credibility level, In such a case, the possibility of
the assignment of actiato the ascending pre-selected categdyynust be examined. However, taking into account the
manner that the subsets of reference actByandB,_1 were defined, the assignment of acteto Cy_; is an alternative
that must also be examined (in such a case, the staterBgntdutranksa” is not validated with the chosen credibility
level, 1) becausdB,_; was not defined to play the role of a subset of lower boundcategonCy.

Remark 3. If each one of the subsets of reference actiopshB- 1, ..., q, has only one characteristic reference action
suchthat B = {by}, h=1,...,q, then the descending rule (respectively the ascendir) of ELectre Tri-NC does not
differ from the descending rule (respectively the ascendirg) mfIELecTre Tri-C (Almeida-Dias et al., 2010).

ELectre TrI-nNC assignment procedure leads to select a lowest and a hjgbesble categories to which an actian
can be assigned to by using the descending rule and the &sgeulg conjointly (and not separately). Thereforegdzre
Tri-NC provides as a possible assignment of actigeee Theorem 2, in Section 4.1):

- one category, when the two selected categories are the same
- two categories, when the two selected categories are cotae
- arange of more than two consecutive categories, delirbiyetie two selected categories.

In what follows,I'(a) denote the range of consecutive categories providediyrke Tri-NC as possible categories to
which an actiora can be assigned to.

3.2. Foundations oELecTRE TrRI-NC

This section provides the foundations fareErre Tri-NC. They are based on the answers of the following four key
questions:

(1) Why to found an assignment procedure on the basis of the arétafcredibility indices of typesr({a}, Bh) and

o(Bn, {a})?

(2) V\/(hy two)joint assignment rules for giving a possible rangeafsecutive categories in which an action a can be
assigned to?

(3) Why to use both descending rule and ascending rule cony@intl

(4) What kind of selecting functiop({a}, Bh), guarantees that Bplays the required role according to its meaning?

The answers to the above four questions provided fecize Tri-C (Almeida-Dias et al., 2010, Section 3.3) can
easily be transposed, without significant changes,teike Tri-nC. The only diterence is that instead of considering
a single characteristic reference action by categoryrakueference actions are used. Thiffelience has no impact on
the arguments given in theLkctre Tri-C framework, mainly based on the manner in which the categlocredibility
indices,o-({a}, Bh) and(r(Bh, {a}), have been defined (see Section 2.1).

As for a similar function in the Ectre Tri-C framework, the selecting function (1) fulfills Propesti and 2 (for
more details, see Almeida-Dias et al. (2010, Section 3.3ApEEndix A.1)). This proof remains valid in thekeTrRE
Tri-NC framework, since it depends on the monotonicity propgmiecredibility indiceso(a, by) ando(by, a), which
do not change with respect tfﬁ{a}, Bh) ando-(Bh,{a} (see also Appendix B). However, we did not prove that such a
selecting function, defined as function (1), is the only dva fulfills Properties 1 and 2. This special issue remair@as
open problem.

3.3. ELecTrRE TRI-NC versusELECTRE TRI-C

In this section, we show thatLEctre Tri-NC is not a simple extension, or generalization efd&re Tri-C, but it
comprises several new and important featurasicire Tri-NC gives a particular freedom to the decision maker in the
co-construction decision aiding process with the analysthiaracterize the categories. This freedom is indeed a real
advantage for the decision maker. Thus,

(1) In Eectre Tri-C, the decision maker is required to conceive a unique eafar action, which should be typical of
the actions shbe judges appropriate to be assigned to each category augtodAssumption 2. In Eectre TrI-NC,
there is an important ffierence: the decision maker can introduce several repegs@meference actions that ghe
considers as appropriate to be assigned to each categagy.afé not necessarily typical. In particular, Ateecan
introduce two reference actions, or some pairs of referantiens of the following typeb;, andb}jl, such thag;(b})
is better tharg;(bf**) for all gj in a subset of criteri& c F andg;(bf) is better thar;(by) for all g; notinE c F.



(2) As in BEectre Tri-C, ELectre TrI-NC does not require to define a frontier between two consexgtitegoriesCy
andCy, ;. However, Eectre Tri-NC offers the possibility of “approaching” such a frontier. Thiglone by defining
at least a lower characteristic reference actign,, which is judged rather closed to the“lower part” of the gaiey
Chi1 and at least an upper characteristic reference adtipnyhich is judged rather closed to the “upper part” of
the categonCn. The analyst should call the attention to the decision médkée fact that if shée introduces a
reference action ds; ,, such an action will be processed byeErre TrI-NC as closed to the lower part Gf,1 only
when another characteristic reference action is conjointtoduced to be closed to the upper parCaf;.

(3) In the case where the decision maker wants to merge tweecoitive categories withLEctre Tri-C shghe cannot
keep the two characteristic reference actions that defieedtegories to be merged. In such a case, the decision
maker may keep only one of them, or build a new one. On the agntwhen using Eectre Tri-NC the decision
maker can simply keep the union of the characteristic refaxactions of the two merged categories in order to define
the new category, which is a very natural way for doing a nreygiperation.

Let us notice that the splitting operation can also give amathge to EecTre Tri-NC in comparison to Eectre Tri-C
if it is possible to make an ordered partition of the refegeactions characterizing the category to be split into twe ne
consecutive categories, such that the dominance condaiilbbe verified with respect to these new categories.

4. Properties ofELecTRE TrRI-NC

This section presents the main results based on the théwsailiequirements defined in Section 2.2 and the construc-
tion of the range of categories provided by&rre Tri-NC as well as the impact of a new characterization of the set of
categories.

4.1. Main results
Theorem 1(a) will bring to light the role played by a minimueguired level of credibilityd, which is defined as
follows:
= 1me(13<_1){o-(b{], bS,),r=1...,my s= 1,...,mh+1}. 2)

If the hyper-strict separability condition is fulfilled,eh A° = 0; if the strict separability condition is fulfilled, then
A* € [0, 3[; and, if the weak separability condition is fulfilled, theh < [0, 1[ (see also Section 2.1).

Theorem 1. TheEvectre TrI-NC assignment procedure fulfills:

(a) the conformity property ift > .
(b) the homogeneity, the monotonicity, and the stability pries

The proof of Theorem 1 is provided in Appendix A.

Let A be the chosen credibility level used to define flkieinary relations (see Definition 2, in Section 2.1). Prapos
tion 1 presents a useful result when comparing an actimrthe subsets of reference actions in order to shed lighten t
interpretation of the assignment results provided bycEre Tri-NC (see also Theorem 2).

Proposition 1. For any action a compared to the subsets of reference acBgmse and only one of the three following
cases occurs:

(a) Action a is neithen-indifferent nori-incomparableto B h=1,...,q.

(b) Action a isA-indifferent to at least one subset of reference actiopsMBreover, if B is not unique, then the subsets
of reference actions, which areindifferent to action a, define a subset of consecutive categories.

(c) Action a isA-incomparable to at least one subset of reference actionsNBoreover, if B is not unique, then the
subsets of reference actions, which arsncomparable to action a, define a subset of consecutivagoaies.

The proof of Proposition 1 is provided in Appendix B.

Theorem 2. LetI'(a) denote the range of consecutive categories provideHiayrre Tri-NC as possible categories to
which an action a can be assigned to.

(a) When a is neithes-indifferent nori-incomparableto B h=1,...,q: I'(a) is composed of one or two consecutive
categories.



(b) When a ist-indifferent to at least one subset of reference actiopsIBa) is composed of the subset of consecutive
categories defined by sudkindifference, and, possibly, by including one or two of the adjacategories to them.

(c) When aist-incomparable to at least one subset of reference actign§ @) is composed of the subset of consecutive
categories defined by suchincomparability, and, possibly, by including one or twotlé adjacent categories to
them.

The proof of Theorem 2 can easily be derived from AlmeidasDea al. (2010, Appendix A.4) by replacing the
classical credibility indices by the categorical credipilndices and based on Proposition 1. Based on this prebfid
notice that:

- In the case oft-indifference, the descending pre-selected category is the higltegory,C;, such that is A-
indifferent toB, while the ascending pre-selected category is the lowésgoay,Cy, such that is A-indifferent to
Bx.

- In the case oft-incomparability, the descending pre-selected categothie the worst adjacent catego®y, 1, to
the lowest categorg:, such that is A-incomparable td3;, while the ascending pre-selected category is the best
adjacent categorgy.1, to the highest categorgy, such that is 2-incomparable tdy.

4.2. Adding or removing a characteristic reference action

The merging and the splitting operations are two ways for ifgo) the characterization of the categories, which
necessarily change their number. This section is devotesather way for modifying such a characterization, which
does not change their number, but at least the characterizatone of them is changed. This modification consists of
adding or removing a characteristic reference action taanfa subset of reference actions. Moreover, changing the
characterization of a category has also an impact on therectvhich could be assigned to the two adjacent categories.

Let by be a new reference action, which is addedtp for a new characterization of categdy. Therefore, let
B, = Bnh U {b};} be the modified subset of reference action§pfProposition 2 presents the impact of such a modification
on the categorical credibility indices.

Proposition 2. When adding a characteristic reference actiofy,t B, the new categorical credibility indices are related
to the former ones as follows:

o(fa), By) > o(fal, Bn) ando(B;, fal) > o(Bn, {al) 3)

The proof of Proposition 2 is provided in Appendix C. Let usio@that the decision maker can be interested in such
a modification, for instance, when ghe is not in agreement with the assignment of some actoriEhis can mainly
occur in the two following cases:

- ais assigned t€_1, while the decision maker considers thathould be assigned ©;
- ais assigned t€.1, while the decision maker considers thathould be assigned ©;

In the above two cases, the decision maker, in the co-canigtrunteractive process with the analyst, can examine the
possibility of adding such an acti@as an additional characteristic reference actio@of

Theorem 3 introduces the conditions in which such a modifinatan be done as well as the impact on the assignment
results provided by theikctre Tri-NC method.

Theorem 3. Let g, denote an action, which is added t@ 8s a reference action for modifying the characterization of
Ch. Assume that B= Bu {b}} fulfills at least the weak separability condition and thevpois chosen credibility level,
verifiesd > A%, Let T, = {Cp_1, Ch, Che1} denote the triplet of categories, including the modified ané the two adjacent
ones. Lefl’(a) andI™*(a) be the assignment results Bfectre Tri-NC before and after such modifications, respectively.
The following cases occur:

(a) If both lower and upper bounds bfa) are not in T, thenI™(a) remains the same d¥a).

(b) If only the lower bound off (a) is in Ty, (where the upper bound is at least.@), then eithed™(a) remains the same
asI'(a), orI'™*(a) is obtained fronT'(a) by adding or removing one or both categories amopg@nd G,.

(c) If only the upper bound df(a) is in Ty, (where the lower bound is at most.G), then eithed™(a) remains the same
asI'(a), orI'*(a) is obtained fronT'(a) by adding or removing one or both categories amop@@d G, ;.
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(d) If both lower and upper bounds ©{a) are in Ty, then eithed™(a) remains the same d¥a), or ['*(a) is obtained
fromI'(a) by adding or removing one or two new categories fromar by replacing the unique category by one or
two categories from ; or by replacing two categories by only one from T

The proof of Theorem 3 is provided in Appendix D. B

Let us notice that removing a characteristic referenceadb,, from a subset of reference actiol, is also a way
of modifying the characterization of catega@4. However, it seems to us that there is less practical coscatout
this modification than the above one. When considering tBe odremoving a characteristic reference action, the only
required condition is thaB, must contain at least two characteristic reference acti@fisre modification. LeT'(a)
andI™(a) be the assignment results ofderre Tri-NC before and after a modification (removing), respectivaijre
modification of the assignment results provided by TheoresreBso applied is this case by substitutif@) (adding) by
I'*(a) (removing) and™(a) (adding) byl'(a) (removing).

5. A numerical example

The aim of this section is to illustrate how theeErre Tri-NC method can be used by a decision maker (DM),
including the analysis of the impact of adding referenc@®astleading to a new characterization of some categorigs an
the dfects of splitting and merging operations.

Consider a DM who has to organize the whole process by whielge Inumber of projects will be examined and
finally implemented or rejected. Ste considers that a first step of this process could consmekfng use of a sorting
procedure like Eectre TrI-NC in order to allocate the projects toffdirent categories. For this purpose, the DM thinks
that the following 5 categories could be appropriaecellentCs), good(C,4), moderatgCs), weak(C,), andbad(Cy).
This chosen set of categories may play a relevant role inrigp@nizing process, since the DM considangriori that:

- the projects assigned @ should be eliminated without any further exams, while thesoassigned t€s should
be implemented without any further exams.

- three working groups must be formed, where each one of tkami@es the projects assigneddg Cz, andC; in
order to define in what conditions (need of additional infatimn, minor revision, major revision, and so on) such
projects could be implemented or rejected.

Suppose that each project has been evaluated on a cohdreint seiteria. The chosen set of parameters is presented
in Table 1. Each one of these criteria is to be maximized withe range [0100].

Table 1: Criteria and parameters

Criteria
Parameters g1 92 93 94 Js 96 g7
Wj 020 015 010 010 0.10 0.15 0.20
Q; 5 5 5 5 5 5 5
P 10 10 10 10 10 10 10
Vj 35 35 35 35

Taking into account the manner of processing each projsajr@ed to a given category, the DM proposes to charac-
terize the set of categories on the following basis (seeEdbte 2):

- anexcellent projecftbelonging toCs) can be characterized by the performances of 95 on all thevieri

- agood projectbelonging toC,) can be characterized by the performances of 85 on the firgtetia or on the last
4 criteria, and at least 70 on the remaining 3 criteria. Meegoa project with the performances of 75 on all the
criteria could be representative of the lower part of thiggary.

- amoderate projectbelonging taC3) can be characterized by the performances of 65 on all therieras represen-
tative of the upper part, and 40 on all the criteria as reprasige of the lower part.

- aweak project{belonging taC,) can be characterized by the performances of 30 on all tterieras representative
of the upper part of this category, and 20 on all the critehiaracterizes a very weak project, which could remain
in the category of weak projects for excluding a direct atiation without further exams.
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- abad project(belonging toC;) can be characterized by the performances zof 5 on all theriexi

This set of characteristic reference actions fulfills thiesseparability condition, sincg® = 0.45. Thus, the chosen
credibility level, 2, can be any value within the range$01].

Table 2: Characteristic reference actions

Criteria

Bh B, O % O % O 9 O
BB b 5 5 5 5 5 5 5
B, b% 20 20 20 20 20 20 20
bg 30 30 30 30 30 30 30
Bs bl 40 40 40 40 40 40 40
bg 65 65 65 65 65 65 65
By bi 70 70 70 85 85 85 85
bﬁ 85 85 85 85 70 70 70
bi 75 75 75 75 75 75 75
Bs bé 95 95 95 95 95 95 95

When choosing a particular credibility leval,the DM may present the following reasons: when there is ho, &
outranking assertion must only be validated if at least drtleeotwo most important criteriay or gz, is concordant. Thus,
if only one of these criteria is concordant, then for validgisuch an assertion it is necessary that at least 4 moegiarit
are concordant. Ifj; andg; are both concordant, then for validating such an assettisrsifficient that at least 2 more
criteria, includingg, or gs, will be concordant too. This implies thatdD < A < 0.65. Following these arguments, let us
suppose that the DM validatds= 0.65. Based on this chosen credibility level, let us analysadifierence actions which
characterize the categoB4. Among themp} andb arel-incomparable, since (b, b?) = o(b3, b}) = 0.55. These two
reference actions are bathpreferred td, sinceo (b}, b3) = o(b?, b3) = 1 ando(bZ, b}) = o(b3, b?) = 0.45.

Before the final choice of the elements of the above sortindagh@nainly the subset of characteristic reference actions
and the chosen credibility level), the DM could examine thenmer in which such a sorting model could assign some
test-projects (potential actions). These projects candhéidus, but having easily interpretable performanceshenset
of criteria. For such projects, the DM carpriori give an opinion concerning the category, or the range ofjcaies, to
which they can be assigned to if such projects couldffextve ones. For this didactical example, the DM considdrs 2
test-projects (see Table 3). These test-projects cowddadl revise the manner of tteepriori characterization of the set
of categories, the chosen credibility level, or the inifimdlgment regarding the assignment of them.

The categorical credibility indices of the comprehensivganking of the potential actions over the subset of refese
actions, andice-versaas well as tha-binary relations, are presented in Table 4. The assignmsenlits provided by the
ErLectre Tri-NC method are presented in Table 5.
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Table 3: Set of test-projects (potential actions)

Criteria

Actons g1 G2 O3 % O G 97 DM

ar 10 10 10 10 10 10 10 Cy

a 10 20 20 10 20 20 10 Cy

ag 15 5 10 15 10 5 15 C

a 15 15 15 15 15 15 15 ¢;,Cy

as 20 20 50 50 50 20 20 Cy

as 30 30 45 45 45 30 30 Cy

a7 5 50 50 50 50 50 90 @,Cq]

ag 35 35 35 35 35 35 35 G,Ch

ag 25 25 25 50 50 50 50 (,Cs)

aro 30 30 30 40 40 40 40 G

an 30 45 45 45 45 45 30 G

ai 35 35 35 45 45 45 45 Cs

a3 3% 3% 3 70 70 70 70 Cs

an 45 45 30 30 30 45 45 G

ars 65 25 25 25 25 25 65 Cs

are 85 85 50 50 50 15 15 Cs

a7 65 65 85 85 85 65 65 (3,C4

E 70 70 70 70 70 70 70 (3,C4

arg 70 70 70 95 95 95 95 C4

a0 75 75 75 80 80 80 80 C4

an 80 80 80 80 80 80 80 C4

ag 85 50 8 8 8 50 85 Cy

ass 75 75 75 95 95 95 95 q4: C5]

A 90 90 80 80 80 90 90 Cs

Table 4: Comparison of actions

a({a}, Bh) o—(Bh, [a}) A-binary relations { = 0.65)"
Actions B: B, Bs By Bs B: B, B3 B4 Bs B: B, Bs By Bs
a; 1.00 0.00 0.00 0.00 0.00 1.00 1.00 1.00 1.00 1.001 P’ P’ P’ P’
ap 1.00 0.50 0.00 0.00 0.00 0.50 1.00 1.00 1.00 1.00P P P’ P’ P’
ag 1.00 0.50 0.00 0.00 0.00 0.50 1.00 1.00 1.00 1.00P P P’ P’ P’
y 1.00 1.00 000 0.00 000 0.00 100 1.00 100 1.00P | P’ P’ P’
as 1.00 100 0.16 0.00 000 0.00 070 1.00 100 1.00P | P’ P’ P’
ag 1.00 1.00 0.30 0.00 0.00 0.00 0.70 1.00 1.00 1.00P | P’ P’ P’
ay 1.00 0.80 0.00 0.00 0.00 0.00 0.00 0.80 1.00 1.00P P P P’ P’
ag 1.00 1.00 1.00 0.00 0.00 0.00 1.00 1.00 1.00 1.00P | | P’ P’
ay 1.00 100 055 0.00 000 0.00 045 1.00 100 1.00P P P P’ P’
a0 1.00 100 055 0.00 000 0.00 045 1.00 100 1.00P P P P’ P’
ag 1.00 1.00 0.60 0.00 0.00 0.00 0.40 1.00 1.00 1.00P P P P’ P’
ao 1.00 1.00 1.00 0.00 0.00 0.00 0.45 1.00 1.00 1.00P P | P P’
a3 1.00 100 100 0.00 000 0.00 0.00 1.00 100 1.00P P | P P’
) 1.00 100 070 0.00 000 0.00 030 1.00 100 1.00P P | P P’
s 1.00 1.00 040 0.00 000 0.00 000 1.00 100 1.00P P P P’ P’
aie 1.00 1.00 0.65 0.00 0.00 0.00 0.00 0.65 1.00 1.00P P | P P’
a7 1.00 1.00 1.00 0.65 0.00 0.00 0.00 0.70 0.90 1.00P P | | P’
g 1.00 100 100 1.00 0.00 0.00 0.00 1.00 100 1.00P P | | P’
a9 1.00 100 100 1.00 043 0.00 0.00 0.06 045 1.00P P P P P
a0 1.00 100 100 1.00 0.00 0.00 0.00 0.00 100 1.00P P P | P
ag1 1.00 1.00 1.00 1.00 0.00 0.00 0.00 0.00 1.00 1.00P P P | P
ax 1.00 1.00 1.00 0.70 0.00 0.00 0.00 0.22 0.70 1.00P P P | P
a3 1.00 100 100 1.00 055 0.00 0.00 0.00 045 1.00P P P P P
9 1.00 100 100 1.00 070 0.00 0.00 0.00 055 1.00P P P P |

*P=P,1=I4,R=R,a P By=ByPa.
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Table 5: Assignment resultd & 0.65)
Actions EectrRe TrRI-NC DM

a1 Cy Cy
a [C1,Co] Cy
ag [C1,Co] Cy
ay C2 [C1,Co]
as C Cy
a C; C;
a [C2.C5) [C2,Cs5]
ag [C2,Cq] [C2,Cs]
ag Cs [C2,Cs]
aio Cs Cs
ain Cs Cs
a1z Cs Cs
a1z Cs Cs
aig Cs Cs
as Cs Cs
a6 Cs Cs
a7 [Cs.C4] [C3,C4]
ag [Cs,Cd] [Cs,Ca]
alg Cq Cq
a0 Cq Cq
a1 Cy Cq
a2 Cy Cq
ap3 Cs [C4,Cs)
= Cs Cs

According to Table 5 the DM can observe that:

- the assignment results provided bysErre Tri-nC are rigorously the same as frés a priori judgements for 19
of the 24 test-projects. Among such a subset of test-pj&ctctre TrI-NC recognizes a “fuzzy” position with
respect to the frontier between two consecutive categattien assigning four test-projects;, ag, a;7, andayg.

- among the 5 cases where thee&are Tri-NC assignment resultsfeiér from herhis a priori judgements, 3 of them
are related to the ones in which such judgements were notestlblished. It concerns the test-projezisag,
andags. For each one of such projects, there was a strong hesitagioveen two consecutive categories. /Bhe
remarks that Eectre Tri-nC removes such an hesitation and assigns each one of thera togihest category
related to such an hesitation.

- for the remaining two cases from the previous po#st,and az, on the contrary Eectre Tri-NC provides the
categorie€C; andC; as a possible assignment for such test-projects/h8hensiders that these projects must be
eliminated without any further exams, and, therefore, thexgt be assigned 16;. The possibility of assigning,
andag to C, can easily be eliminated since such two projects can be aaklekaracteristic reference action<ef
(in such a case}® becomes 0.50). This adding operation has only one impaettetit-project, is now assigned
to the range(,, C,], which is the same as héisa priori judgement.

The above results have been obtained with: 0.65. Before the final choice of such a credibility level, the DM

can wish to know the assignment results when choosingfareihti on ]0.60, 0.65]. In this numerical example, sthe
observe that there is no change on the assignment resubtslagg to this validated range of credibility levels.

The DM, in interaction with the decision aiding analyst, acgish to examine a splitting of the catega®y, since
it is possible that a large number ofective projects can be assigned to it. This operation carpbbea as follows:
LetCs = C; U C4. The two new categories can, for instance, be charactesigéallows: C; by B, = {b}, b3}, where
gj(by) = gj(b3) = 40 andg;(b3) = 45,j = 1,...,7; as well aC; by By = {b]",b3"}, whereg;(b}") = 55 andg;(b3") =
g,-(b%) =65,] =1,...,7. After the splitting operation, when applyingdeTre Tri-NC with the new set of 6 categories
the DM can observe that:

- the test-projects previously assigneddgpare either assigned @, or toC7.

. @g, a10, A11, 812, &14, andays are assigned tG%;
. a3 is assigned t€7; and
. &y is assigned toQ;, C71.
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- ag previously assigned tah, Cs] is now assigned to{y, C;]; a7 previously assigned tdh, Cg] is now assigned
to C; and,a;7 andayg previously assigned taCg, C4] are now assigned ta};, Cy].

- the remaining test-projects are assigned to the samearae@s before the splitting operation.

Based on the assignment results after the splitting operaket us also illustrate a merging operation applied to
categorie€; andCj. The new category, denot&, such thaC; = C,UC, can trivially be characterized B, U B;. Let
us notice that in such a set the two reference actigmsidb are redundant taking into account the dominance condition.
Therefore, the new catego@, can be characterized 1, = {b , b3 }, whereg;(b; ) = gj(b3) = 20,j = 1,...,7; and
gj(3) = gj(b3) = 45, = 1,...,7. After the merging operation, when applyingeErre Tri-NC with the new set of 5
categories the DM can observe that:

- the test-projects previously assigneddpandC; are, after the merging of these two categories, assignéukto t
new categoryCs, excludingaz, which is now assigned to the randg&[CY].

- the test-projectsy andays remain assigned to the same range of two consecutive casgoe. [1,C}] and
[C3, C41, respectively.

- the remaining ones are assigned to the same categoriefoas the merging operation.

The two above operations of splitting and merging put intlidie stability of the assignment obtained withe&re
Tri-NC.

6. Comparison with related sorting methods

The aim of this section is to examine several sorting methotisre characteristic reference actions are initiallyduse
for representing the willing of the decision maker aboutdksignment to each category. Twdfelient decision aiding
sorting contexts must be distinguished.

The first one is the case where the set of categories is ureatded each category is characterized by the same kind of
reference actions as used ireErre Tri-NC. See, for instance, thigtering by indjference assignment procedudenoted
here FIP (Perny, 1998), thmost indjferent prototype assignment procedudenoted PIP (Henriet, 2000), thedRrrn
assignment procedure (Belacel, 2000), thendmrc assignment procedure (Léger and Martel, 2002), andstinéng
by preference closeness assignment procedigaoted here sort (Fernandez et al., 2008, 2009) LEErre Tri-NC
differs from these sorting methods, since it is applied to spdimtexts where the set of categories is completely orcered
it is based on a strong relationship between the prefereineetion of the criteria and the preference direction of the
categories, while this relationship does not necessaxift & the above sorting methods; and it is founded on cikigib
degrees of an outranking relation instead of a closenessae] or a similar relation.

The second decision aiding context is the one where the swttefories is completely ordered. Here twiiatient
cases must be distinguished. The first of these two cases isni where the categories are characterized by bound-
ary reference actions. In such a case, some sorting metmedsaaed on flows like in therRBvmeTHEE methodology.
See, for instance, thetbwSort assignment procedure (Nemery and Lamboray, 2008), sl&€Rs assignment proce-
dure (Doumpos and Zopounidis, 2004), and theMSorT assignment procedure (Araz and Ozkarahan, 2007). There are
also some sorting methods based on the-fre methodology. See, for instance, theneralized conjunctive assignment
procedure denoted here FSY (Yu, 1992, pp. 108-141), fittering by strict preference assignment procedutenoted
here FPP (Perny, 1998), and tluezy inclusion assignment procedutenoted here FIS (Rigopoulos et al., 2008).

The second case deals with methods where a set of referetimesaisa priori proposed by the decision maker on
the basis of a co-construction interactive process withathedyst; each of the reference actions being supposed to be
representative or informative of the actions that shoulc&adsigned to a given category. Besides thecEre Tri-NC
framework, this case was already considered in severaighgal works.

Let us mention the following ones: Greco et al. (2002), Btaghski et al. (2007), and Dembczyhski et al. (2009).
The sorting procedures presented in these works are tiedhebased on new developments of the rough set theory.
Their aim is to propose to the decision maker a set of decisilas for the assignment of the actions to the categories.

The Urapis™S method by Greco et al. (2010) consists of building a set daimses of a preference model that restores
the assignment of the reference actions in the most adegagtaccording to the decision maker wishes (expressed as
preference statements provided by the decision maker)néamental dierence with Eectre Tri-NC comes from fact
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that the preference model is built on the construction of dditave value function and not on one or several outrank-
ing relations as it is the case indcTre type methods. Besides this fundamentdledence, the authors introduce and
distinguish two concepts: a necessary assignment and #élgosssignment.

The Tueseus method (Fernandez and Navarro, 2011) must be considereddrea brief comparison with iEEcTrRE
Tri-NC. This method can be considered in the framework of the secase. The four premises under which the method is
based on (Fernandez and Navarro, 2011, see Section 2)draeecommon features with the three assumptions.efize
Tri-NC (see Section 1), which should be fulfilled in each decisidimg context Eectre Tri-NC is used. Nevertheless,
important diferences exist between our Assumptions 2 and 3 and the Peefiisand (iv) in Fernandez and Navarro
(2011). Consequently, the role which are intended to playctitegories in the decision aiding contexts, as well as the
manner of how to define all the reference actions (used falacherize these categories) can be vefiedént, depending
on whether the analyst useseerre Tri-NC Or Taeseus. Besides, this aspects, in#etre Tri-NC we do not follow the
Implications (1) (Fernandez and Navarro, 2011, see Seg)owhich should be fulfilled by fHeseus.

Consequently, the assignment procedureatEre Tri-NC is significantly diferent from those of Heseus. A last
difference should be pointed out. Ineerre Tri-NC a weak separability condition (see Condition 2 in Sectidl) 2
between categories should be fulfilled. It imposes sometrings for each characteristic reference action in order t
guarantee the conformity with respect to the order of thegmies. Such constraints do not exist imedeus. Based on
these constraintsikctre Tri-NC fulfills some stability properties, which are the requisats introduced priori (see
Definition 3.d). Such stability properties are not guaradtm| Tueseus. However, the absence of constraints iesgus
gives more freedom to the decision maker for the choice ofd¢fexrence actions.

7. Conclusions

In this paper, we presented a new sorting method, calledrke Tri-NC, which gives new possibilities to the DM for
characterizing the categories, such that the dominanadittmm remains fulfilled, as in theectre Tri-C framework.
When each category is characterized by a single referertmscwhich is a typical reference action, there&re
Tri-NC does not dier from BEectre Tri-C.

This new method, allows, in our opinion, to model a larger benof decision aiding situations in the field of sorting
problems. It was proved in this paper that thedre Tri-NC method fulfills some fundamental properties: conformity,
homogeneity, monotonicity, and stability.

The numerical example presented in Section 5 shows hewtks Tri-NC works.

The weak separability condition has been defined by supgdisat each characteristic reference actions of a category
dominates each characteristic reference actions of thetvadiacent category. However, in some particular cases, th
condition can be restrictive for a more flexible charactian of the set of categories. Taking into account the nigaker
example, the weak separability condition does not allowdd #he actiomay, as characteristic reference action of the
categoryC,. As for future research, we will analyse in what conditiomi possible to weaken the dominance condition
as it was taken into account in the weak separability comliti order to give more freedom to the DM for characterizing
the set of categories. In such a case, it seem necessary ity demlyse the conditions in which the properties of
conformity and stability remain fulfilled.

We showed in the paper that adding or removing referenceractian be made interactively through the co-construction
process between the DM and the decision aiding analyst.artakysis provides indeed several advantages for character
izing the set of categories.

The comparison of Eectre Tri-NC to some related sorting methods, using several referertimma to characterize
each one of the categories, allows to conclude that the sisghyovidedn this papetis original and useful for sorting
problems (see Section 6).

As for additional future research avenues, a decision stiggstem incorporating the concept of characteristicrrefe
ence actions is to be implemented. At the same time, we stiocls our attention on the inference of some parameters
through an disaggregation-aggregation elicitation tepes using characteristic reference actions.
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Appendix A. Proof of Theorem 1

This proof is applied to the descending rule and it can easiliransposed to the ascending rule.

(a) Conformity
Assume that the strict separability condition holds. Suchraition means that(bf, bf,,) < % forr=1,...,my;s=1,..., Mh1;

In other wordsg({b},}, Bn.1) < % forr =1,...,my; andh = 1,...,(q— 1). In such a case, one has- A for any A € [%,1]. By
definition of the characteristic actions and by constructibthe credibility indices, one has(b;, ;b)) = 1, fors=1,...,my;
r=1,...,myand,h=1...,(q-1), ando(by,by) = 1, forr =1,...,my; andh = 1,...,q. This implies that-({b;,,}, By) = 1,
fors=1,...,myqandh=1,...,(g-1), ando({b},Bn) = 1, forr = 1,...,my; andh = 1,...,q. When applying the descending
rule, the pre-selected category for the characteristiom&f is C, sinceo (b, by) is always strictly greater than to adye [3, 1]
and equal tal if such a chosen credibility level is T is selected for the assignment of each characteristicralti and only if
(b}, BY) > p({b}}, Bi,1). This condition is verified, singe({bf}, By) fulfills Property 1. The proof is similar whetf > %
(b) Homogeneity, monotonicity, and stability

This part of the proof can easily be derived from Almeida<Dé al. (2010, Appendix A.2), taking into account the rolehaf
categorical credibility indices on the assignment process O

Appendix B. Proof of Proposition 1

This proof is trivial by proving the monotonicity of the cgteical credibility degreesg({a}, B,) ando (B, {a}), and by taking
into account thaB,, will play the same role ab, regarding Eectre Tri-C (Almeida-Dias et al., 2010) and.kctre Tri-B (Roy and
Bouyssou, 1993, Rés. 6.3.1, p. 392) (at least in a first step)

First, consider that each subset of reference actiBpshas only one characteristic reference action, suchBhat {b,}, h =
1,....9. In such a case, since the set of categories is completetyadthe following monotonicity properties are triviallgrified:

(@) When at leashy,; strictly dominateso,, h = 1,...,(q — 1), one has:o(a, b,) is a monotonic non-increasing function b,
h=1,...,g. This means that(a,by) > o(a,bn1), h=1,...,(q- 1); and,o(b,, a) is a monotonic non-decreasing functionbgpf
h=1,...,9. This means that(b,,a) < o(bn:1,8),h=1,...,(q-1).

(b) If actiona strictly dominates actio®’, then:o(a,by) > o(&,bn), h=1,...,q; ando(by, ) < o(bn, &), h=1,...,q.

Second, let us now prove the following two properties: cd.{)a}, Bh) is a monotonic non-increasing function of the subd#ts
h=1,...,q,and (Z)O'(Bh, {a}) is a monotonic non-decreasing function of the subBgié = 1,...,q. Therefore, one has:

(1) Consider now that each subset of reference actiBpshas more than one characteristic reference action. Taktogaccount
that all the characteristic reference actions belonginBytg differ from all characteristic reference actions belongin®t@nd
all the characteristic reference actions belongin@®to are at least weakly preferred to all characteristic refezemctions be-

increasing function of the subsedg, h=1,...,q.

(2) Consider now that each subset of reference actiBpshas more than one characteristic reference action. Taktogaccount
that all the characteristic reference actions belonginBytg differ from all characteristic reference actions belongin®t@nd
all the characteristic reference actions belongin@®to are at least weakly preferred to all characteristic refegemctions be-

decreasing function of the subs&g h=1,...,q. O

Appendix C. Proof of Proposition 2

Letb; be a characteristic reference action, which is adddg} tsuch thaB;, = B, U {b}} is the new subset of reference actions for a
new characterization of categoBy. For more details regarding the properties of the categbcredibility indices, see also Appendix
B. Taking into account the definition of the credibility idis as well as their properties of monotonicity, the reteiop between the
categorical credibility indices (Definition 1), before aafier such modification, is defined as one of the followingesas

(@) If by is “comprehensively the same” as one of the characteristerence actions frorB;, then one hadlr, o(a,by) = o(a, by)
ando(bi,a) = o(b),a). In such a case, regarding the categorical credibilityices] the following conditions are verified:
max 1 m, {o(@ bf), o(a by)} = max -1 m, {o(a b))}, which proves that({a}, B;) = c({al, Bn); and max- 1, m, {o(b5, 8), o(b;, )}

m {o-(bﬁ, a)}, which proves thatr(B;, {a}) = O'(Bh, {a}).
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(b) It by, is “comprehensively better” than all the characteristiterence actions fronBy, then one has'r, o(a by) < o(a by)
ando(bi,a) > o(b),a). In such a case, regarding the categorical credibilityices] the following conditions are verified:
maX -1 .. m, {a(a, bL), o (a by, } =max._1 _m {cr(a, b[])}, which proves thatr({a}, B;‘]) = 0'({a}, Bh); and max_ 1 _m, {(r(bﬁ, a), o (b, a)}
> maX- 1 ..m, {o-(bs, a)}, which proves thadr(B;, {a}) > O'(Bh, {a}).

(c) If by is “comprehensively worse” than all the characteristicerefice actions fron8,, then one hag'r, o(a,by) > o(a by)
ando(b’,a) < o(b,a). In such a case, regarding the categorical credibilityicesi the following conditions are verified:
max 1. m, {o(@ b). o(@ by)} > max _ 1. m, {o(a. b))}, which proves that({a}, B;) > c({al, Br); and max- 1. ... m, {o (b, 8), (b, )}

,,,,, m {a(bs, a)}, which proves thaﬁ(B;, {a}) = cr(Bh, {a}).

(d) It by, is “comprehensively the same” as an act@nthen, for such an actioa, one can obtairdr, o(a,b;) > o(a,bf) and
o(br,a) > o(b,a). Taking into account (b) and (c) above, regarding the categl credibility indices, the following conditions
can be verifiedzr({a}, B;‘]) > cr({a}, Bh); andcr(B;‘], {a}) > O'(Bh, {a}).

Based on the above four cases, one proves that when addiagaetristic reference actionsBg, one necessarily obtaini{a}, B;) >
o(fal. By) ando(B;, a}) > o(Bn. (al) O

Appendix D. Proof of Theorem 3

A new reference actiob;, can only be added tBy, for modifying the characterization @&, if the new set of reference actions,
B* = B U {by}, fulfills at least the weak separability condition in orderrespect the meaningful ordered character of the set of
categories. Additionally, the conformity property mustchim order to continue with a coherent assignment modelclvhieans that
1> A, wherea is the same chosen credibility level before and after maatifio, andA® is the minimum required credibility level
associated td@*. The aim of this proof is also to show that adding a new refegeaaction for a new characterization ©f, can only
produce additional féects on the two adjacent categori€s,; andCy,;. For this purpose, |€f}, be a triplet of categories, such that
Th = {Ch_1, Ch, Chi1}. LetI'(a) andI™(a) be the assignment results aofderre Tri-NC before and after modification, respectively.

Taking into account the EEctre TrI-NC assignment procedurE(a) can be composed according to 1Helient cases within the
modification framework (see Table D.6). These cases candupgd into 4 classes: Class A, where both lower and upperdsooin
I'(a) are not inTy; Class B, where only the lower boundIofa) is in Ty,; Class C, where only the upper bound@4) is in Ty; Class D,
where both lower and upper boundsi@h) are inT,.

Taking into account the 4 classes identified in Table D.6, iequired to prove successively that:

I. If I'(a) is associated with Class A, thén(a) remains the same &%a).

Il. If I'(a) is associated with Class B, then one of the following casesiIs:
(1) T*(a) remains the same &%a).
(2) T*(a) is obtained fronT'(a) by adding one or both categories amdaig; andC;,.
(3) I'*(a) is obtained fronT'(a) by removing one or both categories amdazig; andC,.

Ill. If T'(a) is associated with Class C, then one of the following casears:

(1) T*(a) remains the same &%a).
(2) I'*(a) is obtained fronT'(a) by adding one or both categories amdahgandCp, .
(3) T'*(a) is obtained fronT'(a) by removing one or both categories amdfgandCy,, ;.

IV. If T'(a) is associated with Class D1, then one of the following casesirs:

(1) T*(a) remains the same &%a).
(2) T*(a) is obtained fronT'(a) by adding one or two new categories frdm
(3) I'*(a) is obtained fronT’(a) by replacing the unique category by one or two categori@s ff;..

V. If I'(a) is associated with Class D2, then one of the following casesrs:

(1) T*(a) remains the same &%a).

(2) T*(a) is obtained fronT'(a) by adding a new category frofy,.

(3) I'*(a) is obtained fronT'(a) by removing one or two categories from.

(4) T*(a) is obtained fronT'(a) by replacing two categories by only one fram
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Table D.6: Cases on the range of categories

Lowest category  Highest category Case Class
> Chy2 > Chy2 Casel Class A
> Chy2 Case 2 Class B
Ch+1
Chi1 Case 3 Class D1
> Chy2 Case 4 Class B
C
n Chi1 Case 5 Class D2
Ch Case 6 Class D1
> Chy2 Case 7 Class B
Cha Chi1 Case 8 Class D2
Ch Case 9 Class D2
Cho1 Case 10 Class D1
> Chy2 Casel1ll ClassA
Chi1 Casel1l2 ClassC
< Cho2 Ch Case13 ClassC
Ch-1 Casel4 ClassC
< Ch-2 Case15 ClassA

Let us prove one case of each class:

(1) Class A Consider theCase Ifrom Table D.6. This proof is trivial since there are no chesiaB;,,1 andBy,,, which are relevant

for computingl™(a) (Case I.). Thus[*(a) remains the same &%a).

(2) The proof of Cases II.1, 111.1, IV.1, and V.1 are triviahen Proposition 2 (see case (a) of its proof) is true, butribisthe only

situation in which such four cases hold (see below).

(3) Class B Consider theCase 2from Table D.6.T*(a) can difer fromI'(a) if and only if Cy,; is obtained when the descending
pre-selected i€y, or when the ascending pre-selected categoGpis, before modification. It is trivial to verify that there is no
change in the upper bound Bfa). Taking into account Proposition 2 (see cases (b) and (it)emproof), the following situations

must be analyzed:

- After modification, the descending pre-selected categemain<C,,. In such a case, one hﬁ(s{a}, B;) > anda({a}, Bml) <

A If p({a}, B;‘]) < p({a}, Bh+1), thenCh,; remains the descending selected category for a possikiesnt ofa, which
means thal*(a) remains the same &%a) (Case 11.1); otherwiseZ, becomes the descending selected category. In the latter

case[*(a) is obtained fronT’(a) by adding the categorg; (Case I1.2).

- After modification, the ascending pre-selected categamaingCy,, ;. In such a case, one ha(sB*, {a}) <A anda(BM, {a}) >

A If p({a}, BM) > p({a}, B;;), thenCp.1 remains the ascending selected category for a possibgassit ofa, which means
thatT*(a) remains the same d%a) (Case Il.1); otherwiseCy becomes the ascending selected category. In the latter case

I'*(a) is obtained fronT’(a) by adding the categor@, (Case 11.2).

- After modification, the ascending pre-selected categegpme<,,. In such a case, one ha(sB*, {a}) > A anda(Bh_l, {a}) <

A 1f p({a), By) > p(fal. Br_1), thenCy, becomes the ascending selected category for a possibimasit ofa; otherwise,
Ch-1 becomes the ascending selected category. TH(a) is obtained fronT'(a) by adding the categor@y, or both cate-

goriesCy andC,,_;, respectively (Case I1.2).

(4) Class C Consider theCase 1Xrom Table D.6. The analysis of this case is similar to the prawided above for th€ase 2 On
the contrary, it is trivial to verify that there is no changetle lower bound of (a). Taking into account Proposition 2 (see cases

(b) and (c) of its proof), the following situations must beabzed:

- After modification, the descending pre-selected categemainsC,. WhenCy,; remains the descending selected category
for a possible assignment afthenl™*(a) remains the same &%a) (Case lll.1), or whett,, becomes the descending selected
category, the™*(a) is obtained fronT'(a) by removing the categor@y,; (Case 111.3).

- After maodification, the ascending pre-selected categenyainsCy,;. WhenC,, remains the ascending selected category
for a possible assignment af thenI™*(a) remains the same &%a) (Case Ill.1), or whei€, becomes the ascending selected
category, the™(a) is obtained fronT'(a) by removing the categor@,; (Case 111.3).
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- After modification, the ascending pre-selected categagomesC,. WhenCy, or C,_; becomes the ascending selected
category for a possible assignmentapthenI™(a) is obtained froni’(a) by removing the categor@,1, or both categories
Ch andCy, 1, respectively (Case 111.3).

(5) Class D Consider theCase 6from Table D.6. I'*(a) can difer fromI'(a) if and only if Cy, is obtained when the descending
pre-selected i€, and the ascending pre-selected categoGhis, or when the descending pre-selecte@is; and the ascending
pre-selected category@;,, before modification. Taking into account Proposition 2(sases (b) and (c) of its proof), the following
situations must be analyzed:

- After modification, the descending pre-selected categenyains necessarilg, and the ascending pre-selected category
becomesC,,. If the descending pre-selected category remains nedgs€ar then one necessarily hag{a}, B;) > 4,
o({a},Bna) < 4, andp({a), BY) > p({al}, Bnea), which imply that the descending selected category resn@jn If the
ascending pre-selected category beco@igshen one has(B;, {a}) > 1 ando(Bh-y, {a}) < 4. In such a case, ji({a}, B;) >
p({a}, Bh-1), then the ascending selected category rem@jpsvhich means thdt*(a) = I'(a) = Cy, (Case 1V.1); otherwise,
the ascending selected category becofes. In the latter casd,*(a) is obtained fronT'(a) by adding the categor@y,_,
such thaf™(a) = [Cy_1, Cy] (Case 1V.2).

- After modification, the descending pre-selected catedmyomesC;, and the ascending pre-selected category remains
necessarilg,. If the ascending pre-selected category rem@ifshen one necessarily hagB’, {a}) > 1, c(Bn_1,{a}) < 4,
andp({a}, By) > p({a}, Bn-1), which imply that the ascending selected category ren@jndf the descending pre-selected
category becomeS,,, then one has-({a}, By) > 1 ando({a}, By.1) < 4. In such a case, if({a}, B;) > p({a}, Bn.1), then
the descending selected category rem&pswhich means that*(a) = I'(a) = C;, (Case IV.1); otherwise, the descend-
ing selected category becom@g.1. In the latter casd;*(a) is obtained fronT(a) by adding the categor@;,, such that
I'“(a) = [Ch, Chi1] (Case IV.2).

Since the proof of the remaining cases is similar the the elomes, and taking into account that all the Cases I.-V. ae then we
achieve the proof of Theorem 3. Let us notice that the case (i proof of Proposition 2 is trivially based on the cad®safd (c) of
the same proof. a
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