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EXPLICIT SOLUTION AND FINE ASYMPTOTICS FOR A CRITICAL

GROWTH-FRAGMENTATION EQUATION

Marie Doumic1 and Bruce van Brunt2

Abstract. We give here an explicit formula for the following critical case of the growth-fragmentation
equation

∂

∂t
u(t, x) +

∂

∂x
(gxu(t, x)) + bu(t, x) = bα

2
u(t, αx), u(0, x) = u

0(x),

for some constants g > 0, b > 0 and α > 1 - the case α = 2 being the emblematic binary fission case.
We discuss the links between this formula and the asymptotic ones previously obtained in [8], and use
them to clarify how periodicity may appear asymptotically.

Résumé. Nous donnons ici une solution explicite de l’équation de croissance-fragmentation dans le
cas critique suivant

∂

∂t
u(t, x) +

∂

∂x
(gxu(t, x)) + bu(t, x) = bα

2
u(t, αx), u(0, x) = u

0(x),

pour des constantes g > 0, b > 0 et α > 1 - le cas α = 2 correspondant au cas emblématique de la
fission binaire. Malgré l’absence de comportement auto-similaire ou stationnaire, nous employons cette
formule pour mettre en évidence un comportement asymptotique périodique, de période variable en
fonction de la courbe (t, x(t) = ert) suivie. Nous discutons également les liens entre cette formulation
et celles obtenues précédemment dans [8].

Introduction

Growth-fragmentation equations appear in many applications, ranging from protein polymerisation to inter-
net protocols or cell division equation. Under a fairly general form it may be written as follows

∂

∂t
u(t, x) +

∂

∂x

(

g(x)u(t, x)
)

+B(x)u(t, x) =

∞
∫

x

k(y, x)B(y)u(t, y)dy,

where u(t, x) represents the concentration of individuals of size x at time t, g their growth speed, B the
total instantaneous fragmentation probability rate and k(y, x) the fragmentation probability of fragmenting
individuals of size y to give rise to individuals of size x. Under assumptions linking fragmentation and growth
parameters B, k and g, a steady asymptotic behaviour appears, i.e. there exists a unique couple (λ, U) with
λ > 0 such that u(t, x)e−λt → U(x) - see for instance the pioneering papers [6,14], [15] for an introduction and
many other references like [5,19,20] for some most recent ones. However, such a steady behaviour may also fail
for two types of reasons:
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(1) the balance assumptions between B, g and k are not satisfied,
(2) Growth and fragmentation are such that there is a lack of dissipativity in the equation. This is typically

the case when the growth is exponential, i.e. g(x) = gx, and the fragmentation is a dirac, k(y, x) =
αδ x

y
= 1

α
with α > 1. In such a case, if the division rate B is such that there exists a positive couple

(λ, U), there also exists a countable set of complex couples of the form (λ + iθk, Uk), which leads to a
periodic limit cycle, see [1, 12].

We focus here on a critical case where both these reasons appear, namely B(x) ≡ b > 0 - also called ”homoge-
neous fragmentation” - g(x) ≡ xg and k(y, x) = αδ x

y
= 1

α
, which generalises the binary fission case α = 2. The

equation under study is thus

∂

∂t
u(t, x) +

∂

∂x
(gxu(t, x)) + bu(t, x) = bα2u(t, αx), u(0, x) = u0(x). (1)

This is a specific case of the homogeneous fragmentation equation studied in [2,3,8]. The main results obtained
in [8] were the following:

• a formulation in terms of Mellin and inverse Mellin transform was obtained, as soon as the initial
condition u0 decays sufficiently fast in 0 and ∞,

• no steady or self-similar behaviour was possible for L1 functions,
• the asymptotic behaviour was described along lines of the type x = e−ct, with an exponential speed of
convergence at places where the mass was decaying, but with at most polynomial growth for the lines
where the mass concentrates,

• in the case of a fragmentation kernel defined as a dirac mass (or a sum of dirac masses linked by a specific
algebraic relation), the asymptotic behaviour was also defined thanks to the Mellin transform, but was
more involved, with an infinite sum of contributions and a still slower polynomial rate of convergence.

Despite these results, a question remains unclear: can we observe a kind of ”oscillatory” behaviour, as in the
case of a limit cycle [1, 12]?

In Proposition 1, we first provide an explicit solution of Equation (1) and discuss its interpretation, in
particular in terms of possible periodicity. In Section 2, we investigate in more detail the asymptotic behaviour,
based on the estimates obtained in [8] and with the help of a rescaling inspired by [3].

1. An explicit formulation

Explicit formulations may be obtained, as said above, via the Mellin transform of the equation - the Mellin
transform has also been used in other studies for the qualitative behaviour of solutions of equations of the same
type, see for instance [4, 9–11, 18]. Analytical solutions for specific cases of the eigenvalue problem have also
been given in some studies, see e.g. [7, 13, 16] for some examples.

Else, obtaining analytical solutions for the time-dependent equation is not frequent - let us mention [17,21] for
the fragmentation equation, and [19] for the full analytical solution to the cell division equation with constant
coefficients. Up to our knowledge, the following explicit solution for our case was not known.

Proposition 1. Let S ′(R+) the space of distribution functions (dual space of S(R+) the Schwartz space on R+)
and u0 ∈ S ′(R+). The distribution defined in a weak sense by

u(t, x) = e−(b+g)t
∞
∑

k=0

u0(α
kxe−gt)

(bα2t)k

k!
, t > 0, x > 0, (2)

is solution to Equation (1). Moreover, if u0 ∈ Lp(xqdx) then u ∈ L∞(0, T ;Lp(xqdx)) for any T > 0, p ∈ [1,∞]
and q ∈ R . Similarly, if u0 ∈ Mb

+(x
qdx) the space of nonnegative bounded measures absolutely continuous with

respect to the measure xqdx, u ∈ L∞(0, T ;Mb
+(x

qdx)).
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Proof. The spaces to which u(t, x) belongs to are immediate by using the definition (2), multiplying it by the
convenient weight or test function, and make a term-by-term change of variables y = αkxe−gt; it is linked

to the fast convergence of the terms sk

k! defining the series of the exponential. The proof that u(t, x) satisfies
Equation (1) in a weak sense can be done similarly, by multiplying the equation applied to u(t, x) by a test
function, integrating by parts and making a change of variables. �

This formula makes directly appear several interesting features, linked to the very specific shape of the
fragmentation kernel k0(z) = αδz= 1

α
.

• At time t = 0+, there is an immediate appearance of contributions to the distribution in x of all the
points αkx with k ≥ 0. This can be interpreted in terms of division: without growth, cells of size x

contained in an interval [x, x+ dx] may come from k times the division of cells of size αkx, contained in
the interval [αkx, αk(x + dx)], this division producing αk cells of size x so that there is a factor α2k in
the contribution coming from the division of size [αkx, αkx+αkdx] particles. Now, the probability of k

successive division of given cells of size αkx in a time interval δt is proportional to bk(δt)k

k! , the product
of k times the probability for a cell to divide taken among an infinite possibility of divisions, and then
renormalised by e−bδt to obtain a total probability equal to 1 on all the possibilities to divide 0, 1, . . .
k times. When time passes, this remains true, and the formula follows the characteristic lines xegt :
without the birth term on the right-hand side, the solution of the equation

∂

∂t
u+

∂

∂x
(gxu(t, x)) + bu(t, x) = 0

would be u(t, x) = e−(b+g)tu0(xe
−gt), the first term of the series; on the contrary, without the growth

and the left-hand side division term, the equation

∂

∂t
u = bα2u(t, αx), u(0, x) = u0(x)

would admit for solution
∞
∑

k=0

u0(α
kx) (bα

2t)k

k! for t > 0 and x > 0.

• Ccontrarily to other cases (with a smoother fragmentation kernel or a non-linear growth rate), we
see that the equation has no smoothing effect. Taking for instance the case of a dirac initial data
u0(x) = δx0 , we see that as expected intuitively the mass is permanently supported by a countable
set of dirac masses, taking values along characteristic lines x = α−kx0e

gt representing, for k = 0, the
ancestor characteristic curve, and for k ≥ 1, the characteristic line of the k − th generation of offspring
(individuals having divided k times at time t).

Despite its simple formulation, the analytical formula (2) does not lead directly to an easy asymptotic
behaviour. This was also the case with the formulation obtained in [8] using Mellin and inverse Mellin transform:
a complete asymptotic analysis of the complex integral was necessary to obtain an asymptotic behaviour.

However, an important clue is given to the question of possible oscillations when looking at the solution
obtained for u0 = δx0 : the mass is permanently supported in the countable set of dirac at points x = α−kegtx0

for k ∈ N, so that at each period of time t = nT such that egT = α, and only at them, the dirac masses come
back to the points x = α−k+nx0. This set tends to the countable set x = αkx0 with k ∈ Z . But can we say
more concerning the mass of each of these points?

In a more general manner, if supp(u0) ⊂ [x0, x1], at any time one has supp(u(t, ·)) ⊂ ∪k∈N[2
−kx0e

gt, 2−kx1e
gt]

for k ∈ N : if for instance 1
2 < x0 < x1 ≤ 1, we have supp (u(t, ·)) ∩ ∪k∈N(2

−k−1egt, 2−kx0e
gt) = ∅. It is thus

clear that no pointwise limit toward a steady behaviour is possible.
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2. Asymptotic behaviour

2.1. Asymptotics via the Mellin transform [8]

Let us here assume g = 0 and b = 1, denote v(t, x) the corresponding solution of the pure fragmentation
equation, we know that u(t, x) = e−gtv(bt, xe−gt), and Formula (2) becomes

v(t, x) = e−t

∞
∑

k=0

u0(α
kx)

(α2t)k

k!
. (3)

In [8], another explicit formula was obtained using Mellin and inverse Mellin transform. For the sake of simplicity,
we restrict ourselves to u0 ∈ C2

0(R+), the space of two-times differentiable functions on R+ decaying faster than
any power law in 0 and +∞ (see Theorem 3.1. in [8] for more general assumptions).

Define

K(s) =

1
∫

0

xs−1αδx= 1
α
dx = α2−s, U0(s) =

∞
∫

0

u0(x)x
s−1dx, (4)

we have (Theorem 3.1. in [8]), for g = 0 and b = 1, and any ν ∈ R :

v(t, x) =
1

2πi

ν+i∞
∫

ν−i∞

U0(s) e
(K(s)−1)tx−sds. (5)

The following asymptotic formula was then obtained in Theorem 2.3. (b) of [8] for x < 1:

v(t, x) = x−s+(t,x)e(α
2−s+(t,x)−1)t

∑

k∈Z

U0(sk)e
2iπk
log α

log x

√
2πt(logα)α1−

s+(t,x)

2

(

1 + o(t−β)
)

, (6)

for some β > 0 and s+(t, x) defined by

s+(t, x) = K ′−1

(

log x

t

)

= 2−
log

(

− log(x)
t logα

)

logα
, x = e−t(logα)α2−s+

, sk = s+ +
2ikπ

logα
.

Using the Poisson formula, it was also noticed in Remark 3 of [8] that it gives

v(t, x) = e(α
2−s+(t,x)−1)t

∑

n∈Z

u0(α
nx)αs+n

√
2πtα1−

s+(t,x)

2

(

1 + o(t−β)
)

. (7)

By a straightforward calculation, we can use this formula to obtain the asymptotic formulae for the general case
b, g > 0, by the transformation u(t, x) = e−gtv(bt, xe−gt). We take however here b = 1 for the sake of simplicity,
and still denote in short s+ the function now defined in s+(t, xe

−gt). We have

u(t, x) ∼ x−s+(t,xe−gt)e(α
2−s+(t,xe−gt)−1+g(s+−1))t

∑

k∈Z

U0(sk)e
2iπk
log α

log x

√
2πt(logα)α1−

s+(t,xe−gt)

2

(1 + o(tβ)),

u(t, x) ∼ e(α
2−s+(t,xe−gt)−1−g)t

∑

n∈Z

u0(α
nxe−gt)αs+n

√
2πtα1−

s+(t,xe−gt)

2

.

(8)

Despite its resemblance with (3), no immediate link appears.
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2.2. Weak convergence result

Can we use the formula (6) or (7) to make appear an oscillatory asymptotic behaviour? Following [3], let us
first focus on the following rescalings of v :

r(t, y) := te2tyv(t, ety) = te2ty+gtu(
t

b
, e(y+g)t), y0 := − logα,

r̃(t, z) = r(t, y0 +
σz√
t
)
σ√
t
, σ2 = K ′′(y0) = (logα)2.

Such a rescaling is motivated by the fact that the lines x = ety, with y < 0 constant, correspond to the lines
s+(t, x) constant in time, leading to a given asymptotic profile in (6) or (7). Moreover it is such that the integral
of r and r̃ is preserved, i.e.

∞
∫

−∞

r(t, y)dy =

∞
∫

−∞

r̃(t, y)dy =

∞
∫

0

xv(t, x)dx =

∞
∫

0

xu0(x)dx, ∀ t ≥ 0.

Theorem 1 in [3] apparently contradicts any oscillatory behaviour by stating the following weak convergence
result, for which we sketch below an alternative proof using Formula (6).

Proposition 2 (Specific case of Theorem 1 in [3]). Let u0 ∈ C2
0(R+).

r(t, ·) ⇀ δ− logαU0(2), r̃(t, ·) ⇀ U0(2)G,

with G(z) = e
−

·
2

2√
2π

in a weak sense: for any bounded C1 function φ on R, we have

+∞
∫

−∞

φ(y)r(t, y)dy → U0(2)φ(− logα) and

+∞
∫

−∞

φ(z)r̃(t, z)dz → U0(2)

+∞
∫

−∞

φ(z)
e−

z2

2√
2π

dz,

with U0(2) =
∞
∫

0

xu0(x)dx the initial mass and K ′(2) = logα.

Proof. First, for y < 0, let us denote s+(y) := s+(t, e
ty) = 2 − log(− y

log α
)

logα
, which is independent of the time t.

We also notice that α2−s+(y) = − y
logα

.

In Corollary 1 of [8], this result has been obtained in the case where the kernel is not singular, so that instead

of the infinite sum
∑

k∈Z

U0(sk)e
2iπk
log α

yt there was only the term U0(s+(y)). Hence to prove the result, it only

remains to show that the terms with U0(sk) vanish for k 6= 0. Under our simpler assumption of u0 ∈ C2
0(R+),

we have for any continuous and bounded test function φ(y) with y ∈ R:

+∞
∫

−∞

φ(y)r(t, y)dy =

−A
∫

−∞

+

−ε
∫

−A

+

+∞
∫

−ε

φ(y)r(t, y)dy.

For ε > 0 small enough and A > 0 large enough fixed, the first and the third integrals are estimated as in the
proof of Corollary 1 in [8] (in the notations of [8] we have p0 = −∞ and q0 = +∞ due to the fast decay of u0 in
0 and ∞): v(t, x) being exponentially decreasing in time on these interval, and using the regularity assumptions
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on the test function, these integrals go to zero. Let us call I the second integral, where the mass concentrates,
and use the asymptotic behaviour recalled above:

I :=
−ε
∫

−A

φ(y)r(t, y)dy

=
(

1 + o(t−β)
)

−ε
∫

−A

φ(y)te2tye−s+(y)yte(α
2−s+(y)−1)t

∑

k∈Z

U0(s+(y)+ 2ikπ
log α)e

2iπk
log α

ty

√
−2πt(logα)y

dy

=
(

1 + o(t−β)
)

−ε
∫

−A

φ(y)te
log(−

y
log α

)

log α
yte(−

y

log α
−1)t

∑

k∈Z

U0(s+(y)+ 2ikπ
log α )e

2iπk
log α

ty

√
−2πt(logα)y

dy.

=
(

1 + o(t−β)
)
∑

k∈Z

Ik.

The term for k = 0 is the same as in Corollary 1 in [8]:

I0 =
(

1 + o(t−β)
)

−ε
∫

−A

φ(y)
√
teΨ(y)t U0

(

s+(y)
)

√
−2π(logα)y

dy →t→∞ φ(− logα)U0(2),

using Laplace’s method and the fact that

Ψ(y) :=
log(− y

logα
)

logα
y − y

logα
− 1, Ψ′(y) =

log(− y
logα

)

logα
, Ψ′′(y) =

1

y logα

has a unique maximum at y0 = K ′(2) = − logα, with Ψ(− logα) = 0 and Ψ′′(− logα) = − 1
(logα)2 . For the

terms Ik with k 6= 0 we have

Ik =
(

1 + o(t−β)
)

−ε
∫

−A

φ(y)te2tye−s+(t,ety)yte(α
2−s+(t,ety)−1)t U0(s+(t,ety)+ 2ikπ

log α )e
2iπk
log α

ty

√
−2πt(logα)y

dy

=
(

1 + o(t−β)
)

−ε
∫

−A

φ(y)
√
te(Ψ(y)+ 2ikπ

log α
y)t U0

(

s+(y)+ 2ikπ
log α

)

√
−2π(logα)y

dy →t→∞ 0,

by the stationary phase approximation. The proof for convergence of r̃ is similar. �

2.3. Pointwise oscillatory asymptotic behaviour

Despite its seemingly contradiction, we see by the above proof that the steady convergence obtained does
not necessarily contradict pointwise oscillations: a weak convergence may happen even for pointwise oscillatory
solutions, oscillatory terms compensating each other when averaged by integration.

The weak convergence results above have shed light on the line where the mass concentrates: the line
x = ety0 = α−t. Let us first keep the aboveseen change of variables r(t, y) = te2tyv(t, ety), Formulae (6) and (7)
become, for y = y0 − logα :

r(t, y0) = tα−2tv(t, α−t) =

√

t

2π

∑

k∈Z

U0(2 +
2ikπ

logα
)e−2iπkt

(

1 + o(t−β)
)

,
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or, using the Poisson formula

tα−2tv(t, α−t) = tα−2t

∑

n∈Z

u0(α
n−t)α2n

√
2πt

(

1 + o(t−β)
)

=
√

t
2π

∑

n∈Z

u0(αn−t)α2(n−t)
(

1 + o(t−β)
)

.

These two formulae make obvious the periodic behaviour, of period T = 1, of the quantity r(t,y)√
t
. More generally,

for a given y < 0 fixed, these two formulae also show that the function

fy(t) =
√
te2ty−Ψ(y)tv(t, eyt)

is periodic in time of period Ty = − logα
y

. Since the exponential term eΨ(y)t is maximal for y = − logα, the line

(t, α−t) dominates all the others - what explains the weak convergence result - but each of these lines follow
a specific type of periodicity. The period is larger when |y| is smaller, which corresponds to the lines x = eyt

going more slowly to zero - other said, to the righ-hand side of the gaussian in y (see also Figure 2). This is
explained by the fact that the gaussian becoming wider and wider since its standard deviation is proportional
to

√
t, the periodicity needs to be faster in the forefront (left-hand side of the gaussian in Figure 2) and slower

after.

2.4. Numerical illustration

To simulate more easily the asymptotic behaviour, we define

n(t, y) = e2yv(t, ey),

which satisfies the following equation

∂

∂t
n(t, y) + n(t, y) = n(t, y + logα), n(0, y) = e2yu0(e

y). (9)

We choose as an initial condition for n(0, y) a gaussian of mean zero and variance σ2. For σ large, we do not
observe any oscillations - exactly as in the previous numerical illustration of [8] where we did not pay attention to
the oscillatory phenomena. But for σ small enough, clear oscillations appear and illustrate exactly the results. In
Figure 1, we take σ = 0.1, α = 2 and draw the numerical value of

√
tn(t,−t log(2)),

√
tn(t,−2t log(2))e(2 log(2)−1)t

and
√
tn(t,− t

2 log(2))e
1
2 (1−log 2)t which as expected exhibit oscillations of period 1, 1

2 and 2 respectively. In

Figure 2, we show the time evolution of the rescaled profile
√
tn(t, y) : we clearly see the envelope shape of a

gaussian appear and become wider and wider, whereas equally-wide peaks are inside the gaussian.
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