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The Impact of Morphological Processing and
Feature Selection on Handwriting Recognition

Accuracy

Joonas Lõmps1, and Amnir Hadachi1 ?

Institute of Computer Science, University of Tartu, Tartu, 51014 Estonia

Abstract. Handwriting or character recognition is one of the most chal-
lenging topics and the oldest application of pattern recognition. Till now,
all the research progress and innovation has been made either regarding
enhancing the preprocessing steps or via advancing the language mod-
elling process. In this paper, we are presenting a combined method for
Hiragana handwriting recognition through the exploration of morpholog-
ical processing and features extraction. Our approach is tested in offline
mode and uses two different classifiers for evaluation, the Support Vector
Machine (SVM) and the K-Nearest Neighbour (KNN). The outcome of
this investigation gave knowledge about the best combination and struc-
ture of the adequate method for performing a recognition accuracy of
90.3 percent on offline test data not used in the training.

Keywords: Morphological Processing, Support Vector Machine, K-Nearest Neigh-
bor, Hiragana Handwriting Recognition, Features Selection.

1 Introduction

Handwriting recognition or optical character recognition is the art of identifying
written characters with the help of a machine. In general, there are two ways of
performing recognition: either in online mode or offline mode. The online mode
refers to real-time character recognition of a time series of coordinates that rep-
resent the movements captured from a pen tip. However, the offline recognition
concerns the identification based on already taken images of the text. Moreover,
the online recognition yields good results due to the amount of data and relevant
features that can be extracted, which is not the case in offline recognition [1].
The importance of handwriting recognition systems can be illustrated by the in-
creasing need for them in many emerging fields of application, such as electronic
libraries, personalized medicine, multimedia and all types of systems that require
or use hand written inputs. Besides, automating the digitalization of handwrit-
ten characters offers lot of advantages when it comes to processing large amounts
of papers, documents, and transforming or transferring data into computers.
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1



Handwriting recognition approaches usually include the following steps: prepro-
cessing, representation, segmentation or stroke, feature extraction and recog-
nition. However, this is not a rule, some techniques do not include all these
mentioned steps. In addition, all of them have the objective of cleaning, filter-
ing and transforming the input before applying the recognition via the use of a
classifier, such as K-Nearest Neighbour [3], Support Vector Machine [2], Hidden
Markov Model [4], Euclidean Distance [5], etc.
Our research is conducted on Hiragana handwriting in offline mode. Most people
believe that the Japanese language, especially the Hiragana, is based a complex
writing system due to its morphology and photonic script [8]. Hence, the work
presented in this paper focuses on investigating the impact of the morphologi-
cal processing and feature selection on the accuracy recognition of our proposed
method for recognizing the Hiragana characters.

2 Related Work

When it comes to handwriting recognition, a great deal of research has already
been carried out. Since awhile now, most of the focus in research is on Japanese
character recognition has been on applying statistical and probabilistic approach
for classification like Neural Networks [9], genetic algorithms [10] or shape char-
acteristics [11] have been used.
For example, in [12], the authors proposed a technique tested on Chinese char-
acters and based on feature extractions and the Bayes classifier. The results
yielded a recognition accuracy of 92,8%. Besides, there is also the case of using
Hidden Markov Chain, as presented in [13], which gave interesting results with
92% accuracy for Kanji. Regarding Hiragana characters, the best results were
95.1% accuracy using a simple three-layer neural network [15] and 94% accuracy
obtained using SVM [14].
Another application of Neural Network is illustrated in [20], where the authors
proposed an algorithm which utilises Size-Translation-Rotation-Invariant vec-
tors. During the process of constructing the vectors a neural network approach
was used and it was created by design, not by training. The testing of the algo-
rithm showed an accuracy rate of 96.2%.
As we know, one of the challenges with handwriting is the absorption varia-
tion of the same character among different handwriting styles. Besides, there
are graphical similarities of different characters in Japanese script. To overcome
these issues, the authors in [18] proposed a technique based on template match-
ing and enhanced this by using a couple of strategies focusing on cutting off a
number of recognition classes and introducing a fine detail classification for the
recognition.
Another approach was presented in [19], based on virtual example synthesis.
The latter was done by synthesizing virtual examples from a number of real
samples. The results obtained demonstrated that by choosing the appropriate
eigenvectors and base samples they had good performances compared to pattern
segmentation techniques and SVM.
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In general, all mentioned approaches were not tested on datasets with high vari-
ability regarding the handwriting style. In addition, the situation in the litera-
ture regarding the recently attempted techniques is that researchers are focusing
either on soft computing approaches for classification or shape/morphology char-
acteristics for classification.

3 Methodology

3.1 Adopted Method

The method adopted in this article can be resumed as follows: preprocessing,
morphology processing, feature extraction and classification (Fig. 1). During the
preprocessing step, the image is processed using gray scale and binarization tech-
niques. Next phase is morphological processing, where we investigate the effect
of erosion and dilate methods. Then, it is the feature extraction. The features
chosen for this work are the HOG feature, Horizontal and vertical projections,
zoning and raw data. Finally, the classifiers tested in this architecture are SVM
and KNN.

Fig. 1. The Adopted Method

3.2 Preprocessing

Before the character image is ready for morphological processing, it has to go
through preprocessing for more consistent and accurate results. Our approach
to preprocessing consists of three parts. For the data to be comparable, it has to
have same dimensions: we chose them to be 50x50 pixels. Normalization takes
an input image of a character, crops the image as much as possible to only leave
the character, and resizes it to 50x50. Normalized image of a character is then
turned into a grayscale image, meaning it only carries its intensity information
and is represented exclusively by different shades of gray, varying from black at
the weakest to white at the strongest level of intensity. This is followed by bina-
rization of the grayscale image using the Otsu’s method, as our test images were
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all on white paper [6]. That leaves us with a digital image of a character where
every background pixel is either a 0 for black or 255 for white for foreground
pixels.

3.3 Morphology process

Mathematical morphology provides a set of different operators for processing
digital images based on their shape. The operators are especially useful for the
analysis of binary images. When correctly used, the mathematical morphology
operators can be used for edge detection, noise removal, image enhancement,
image segmentation etc, all while preserving their shape and eliminating irrele-
vancies. Mathematical morphology uses sets to represent shapes and the opera-
tors use methods defined in the set theory to transform the input image [7].
Our work focuses on the two most basic operations in mathematical morphology:
erosion and dilation. Both operations take two inputs. One is the input image,
that is to be modified, and the other is the structuring element. The structuring
element determines the details regarding how the operator modifies the input
image.

Erosion

Erosion is a morphological transformation that combines two sets using the
vector subtraction of set elements (Fig. 2). If A and B are sets in the Euclidean
space E and A is a binary image, then the erosion of the binary image A by the
structuring element B is defined as:

A	B = {x ∈ E | x+ b ∈ A,∀b ∈ B} (1)

Example of an erosion operation:

A = {(0, 0), (0, 1), (1, 0), (1, 1), (1, 2), (1, 3), (2, 1), (2, 2),

(2, 3), (2, 4), (3, 2), (3, 3), (4, 5)}

B = {(0,−1), (−1, 0), (0, 0), (0, 1), (1, 0)}

A	B = {(1, 1), (2, 2), (3, 2)}

This is the definition used for erosion operation by [7]. For simplicity, the struc-
turing element B can be slid across the binary image A and where B is contained
inA, its origin point (0, 0) is present in A	B.

Dilation

Dilation is a pseudo-inverse of the erosion. Instead of combining two sets using
vector subtraction of set elements, it uses their addition (Fig. 3). If A and B are
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Fig. 2. Illustration of the erosion process

sets in Euclidean space and A is a binary image, then the dilation of the binary
image A by the structuring element B is defined as:

A⊕B = {c ∈ E | c = a+ b,∃a ∈ A,∃b ∈ B} (2)

Example of dilate operation:

A = {(1, 1), (1, 2), (2, 2), (2, 3), (3, 3)}

B = {(1,−1), (0, 0), (0, 1)}
A⊕B = {(2, 0), (1, 1), (2, 1), (3, 1), (1, 2), (2, 2), (3, 2),

(4, 2), (1, 3), (2, 3), (3, 4), (2, 4), (3, 4)}

Fig. 3. Illustration of the dilation process

This is the definition used for the dilation operation by [7]. For simplicity, the
structuring element B may be slid across the binary image A. Wherever the
origin point of B matches a point on A, the structuring element B can be
stamped onto image A, creating A⊕B.

3.4 Feature Extraction

Image representation plays a crucial role in a recognition system. Simple binary
image can be fed to a recognizer, but it might not achieve the desired results.
A more compact and characteristic representation of an image is required for
most of the recognition systems to avoid unnecessary complexity and to increase
the recognition accuracy rates [16]. Extracting a set of features for each class
helps to distinguish it from other classes while remaining invariant to character-
istic differences within the class [17]. In the following sections, we describe the
extracted features used in our approach.
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Raw data

The simplest feature is the output of preprocessing without any feature extrac-
tion. With our approach, it either gives us an eroded or dilated binary image of
a character. Due to using 50x50 images of character it gives us a vector of 2500
data points per character.

Projection Histogram

Using a Projection Histogram (PH) is a way to represent a two-dimensional (2-
D) image signal into 1-D signal. In short, it counts the number of foreground
pixels in each column and row in an image and turns the values into a vector
with a size of n+m where n and m represent the dimensions of the image [21].
Example of it can be seen on figure 4.

Fig. 4. Example of a Projection Histogram

Zoning

Zoning is a feature that divides the input image into a number of predefined
sizes and add up the intensities of foreground pixels in the given zone [22]. We
tested two different variations of a number of zones and their sizes: 25 zones of
10x10 and 100 zones of 5x5.
To find the zoning feature vector of an image, all pixel intensities in a given zone
need to be summed. The values are then transformed into a vector with a size
of l, where l is the number of zones.
If f(i, j) is a digital image and I(i, j) is the pixel intensity of that image, then
the pixel intensities I(i, j) of an image in a zone k are calculated by

Vk =

n∑
i=1

m∑
j=1

Ik(i, j) (3)

where 1 ≤ k ≤ l, where l is the number of zones and n and m are the dimensions
of the zone.
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Equation (3) describes the summation of intensity values of kth zone in the
image. The final vector is a list of intensities of every zone.

V = [Vk], 1 ≤ k ≤ l (4)

In our approach, it simplifies the counting of the foreground pixels due to the
use of binary images as input for extracting the features with results that can
be seen in figure 5.

Fig. 5. An example result of zoning. a) base image, b) zoning k = 25, c) zoning k = 100

Histogram of Oriented Gradients

Objects’ appearance and shape can be characterized by the distribution of lo-
cal intensity gradients or edge directions. It begins by dividing the image into
smaller regions called cells, and then for every cell a local 1-D histogram of gra-
dient direction over the pixels of the cell is compiled. Concatenation of these
histograms makes up the descriptor. For improved accuracy, the cell values can
be normalized by combining cells into a larger region of the image, called a block,
and using its intensity for normalization [23].

3.5 Classification

Classification is the problem of identifying the category to which a new obser-
vation belongs based on a training set of observations whose category is already
known. Classifier is an algorithm that implements classification and usually con-
sists of training and testing. Training a classifier introduces examples of obser-
vations that belong into a certain category, while testing uses the algorithm to
predict to which category the given observation belongs to.
For our investigation, k-nearest neighbour and support vector machine classifiers
are used, as they are two of the most well known and commonly used classifiers.

K-Nearest Neighbour

The k-nearest neighbours rule [24] is one of the simplest and most well known
methods for classification. It classifies examples based on the majority of the
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k-nearest neighbours found in a training set.
Given a set of n pairs (x1, θ2), ..., (xn, θn), where xi takes values in as metric
space X defined a metric d and θ takes values in the set of possible class indexes
{1, 2, ...,M}.
For any new pair (x, θ), only the value of x is known, and it is necessary for to
estimating its θ by using the information provided in the set of trained classified
points. Then x,n ∈ {x1, x2, ..., xn} is the nearest neighbour to x if

min d(xi, x) = d(x,n, x) i = 1, 2, ..., n (5)

The nearest neighbour rule decides that x belongs to the category θ,n of its
nearest neighbour x,n. In our approach k = 3.

Support Vector Machine

Support vector machine is a discriminative classifier defined by a separating
hyperplane. Given labelled training data, the algorithm outputs an optimal hy-
perplane which categorizes new examples. The optimal separating hyperplane
maximizes the margin (M) of the training data. Let | β0 + βTx |= 1 represent a
hyperplane, where x denotes the training example closest to the hyperplane(also
called support vector). Then the distance between a point x and a hyperplane
(β, β0) is

distance =
| β0 + βTx |
‖ β ‖

(6)

As the numerator is equal to one and the distance to the support vector is

distancesupport vectors =
| β0 + βTx |
‖ β ‖

=
1

‖ β ‖
(7)

The margin is then equal to twice the distance of the closest example M = 2
||β|| .

Maximizing M is equivalent to the problem of minimizing a function L(β) sub-
ject to some constraints. The constraints model the requirement for the hyper-
plane to classify all the training example xi. Formally

min
β,β0

L(β) =
1

2
‖ β ‖2 subject to yi(β

Txi + β0) ≥ 1 ∀i, (8)

where yi represents each of the labels of the training examples. This problem
can be solved using Lagrange multipliers to obtain the weight vector β and the
bias β0 of the optimal hyperplane.

4 Experimental Results and Discussion

The handwritten Hiragana characters used for testing were collected by the au-
thors with the help of University’s Department of Languages of Asian Region.
This database consists of 12251 characters, approximately 173 images of every
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71 different Hiragana characters, and includes 28 different handwriting styles
from Japanese language students with varying experience with the language.
As consequence, our dataset has a significant variability about an average of
49%. Some of the characters have a considerable variability due to the different
handwriting styles. For example, figure 6 gives an idea about the variability of
each character in our dataset. Based on our experiments, the mathematical mor-

Fig. 6. Handwriting dataset variability

phology operations, erosion and dilation, affect the average recognition accuracy
rates no matter which technique is used for feature selection or classification.
We noticed that the changes in accuracy depend much more on the classifier
than the features. Support vector machines seem to be less affected by the mor-
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phological operators than k-nearest neighbours, as it can be seen in tables 1 and
2.
In all of our tested combinations of features and classifiers, while using morpho-
logical erosion before extracting the feature, resulted in a drop in the recognition
accuracy rate. The most affected combination was KNN along with raw data go-
ing from 78.84% to 56.95%, resulting in a 21.89% drop in recognition accuracy.
On the other hand, using dilation resulted in an increase of recognition accuracy
rate. There were two combinations where dilation reduced the accuracy; SVM
with PH and SVM with HOG. The combination of classifiers and the feature
that benefited the most from using morphological dilation was KNN with raw
data at 11.24%.

SVM - erosion SVM SVM - dilation

PH 67.38% 70.56% 69.16%

Zone25 77.40% 81.33% 83.33%

Zone100 86.04% 87.26% 89.13%

Raw 85.22% 88.92% 90.36%

HOG 79.48% 84.04% 83.04%

HP+Zone25 83.84% 85.65% 86.62%
Table 1. Accuracy rates of SVM classifier with different features and morphological
operators

KNN - erosion KNN KNN - dilation

PH 63.94% 72.73% 78.29%

Zone25 84.06% 87.67% 88.46%

Zone100 82.81% 87.10% 90.22%

Raw 56.95% 78.84% 90.08%

HOG 64.99% 74.20% 81.77%

HP+Zone25 84.31% 88.25% 89.98%
Table 2. Accuracy rates of KNN classifier with different features and morphological
operators

All that we discussed above can be clearly seen in our recognition rate ma-
trix (Figure 7). The matrix gives an idea about recognition rates per technique
and character. The latter allows us also to notice that applying morphology
increases in most cases, the recognition rate while using any method or combi-
nation of methods. In addition, it is still hard to raise the recognition rate of
characters that have a lot of shape similarities, due to their resemblance with
other characters.
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Fig. 7. Recognition rate per character and technique

For example, in figure 8 the characters are very similar. By adding the hand-
writing style variation, it becomes hard to differentiate between the characters
using the algorithms.

Fig. 8. Example of almost identical characters

5 Conclusion

Throughout our experiment, we collected different handwriting styles from the
field, which makes our dataset with significant variability. After investigating
different feature selections and applying morphological processing, we conclude
that both steps have an important impact on the handwriting recognition ac-
curacy. Since in most cases, we noticed an increase in recognition rate after
applying the morphology processing and feature selection by almost 11% when
using KNN and by almost 2% when using SVM.
Moreover, during this investigation we proposed a technique that gives a good
recognition accuracy rate under constraints of significant variability of the dataset.
The work presented is an encouraging evaluation for future investigations in
increasing the handwriting recognition rate. In addition, introducing new ap-
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proaches and methods in the chain process of handwriting recognition can be
very beneficial for offline mode and real-time application.
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