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Differential Equations. Part II: Decoupled mild

solutions and Examples
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Abstract. Let (Ps,x)(s,x)∈[0,T ]×E be a family of probability measures, where
E is a Polish space, defined on the canonical probability space D([0, T ], E)
of E-valued cadlag functions. We suppose that a martingale problem with
respect to a time-inhomogeneous generator a is well-posed. We consider also an
associated semilinear Pseudo-PDE for which we introduce a notion of so called
decoupled mild solution and study the equivalence with the notion of martingale
solution introduced in a companion paper. We also investigate well-posedness
for decoupled mild solutions and their relations with a special class of BSDEs
without driving martingale. The notion of decoupled mild solution is a good
candidate to replace the notion of viscosity solution which is not always suitable
when the map a is not a PDE operator.
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Markov processes; backward stochastic differential equation; decoupled mild
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1 Introduction

The framework of this paper is the canonical space Ω = D([0, T ], E) of cadlag
functions defined on the interval [0, T ] with values in a Polish space E. This
space will be equipped with a family (Ps,x)(s,x)∈[0,T ]×E of probability measures
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indexed by an initial time s ∈ [0, T ] and a starting point x ∈ E. For each
(s, x) ∈ [0, T ]×E, Ps,x corresponds to the law of an underlying forward Markov
process with time index [0, T ], taking values in the Polish state space E which
is characterized as the solution of a well-posed martingale problem related to a
certain operator (D(a), a) and an increasing continuous function V : [0, T ] → R.
In the companion paper [7] we have introduced a semilinear equation generated
by (D(a), a), called Pseudo-PDE of the type

{

a(u) + f
(

·, ·, u,
√

Γ(u, u)
)

= 0 on [0, T ]× E

u(T, ·) = g,
(1.1)

where Γ(u, u) = a(u2)−2ua(u) is a potential theory operator called the carré du
champs operator. A classical solution of (1.1) is defined as an element of D(a)
verifying (1.1). In [7] we have also defined the notion of martingale solution of
(1.1), see Definition 2.22. A function u is a martingale solution if (1.1) holds
replacing the map a (resp. Γ) with an extended operator a (resp. G) which is
introduced in Definition 2.15 (resp. 2.17). The martingale solution extends the
(analytical) notion of classical solution, however it is a probabilistic concept.
The objectives of the present paper are essentially three.

1. To introduce an alternative notion of (this time analytical) solution, that
we call decoupled mild, since it makes use of the time-dependent transition
kernel associated with a. This new type of solution will be shown to be
essentially equivalent to the martingale one.

2. To show existence and uniqueness of decoupled mild solutions.

3. To emphasize the link with solutions of forward BSDEs (FBSDEs) with-
out driving martingale introduced in [7].

The aforementioned FBSDEs are of the form

Y s,xt = g(XT )+

∫ T

t

f

(

r,Xr, Y
s,x
r ,

√

d〈M s,x〉

dV
(r)

)

dVr− (M s,x
T −M s,x

t ), (1.2)

in a stochastic basis
(

Ω,Fs,x, (Fs,x
t )t∈[0,T ],P

s,x
)

which depends on (s, x). Under
suitable conditions, the solution of this FBSDEs is a couple (Y s,x,M s,x) of
cadlag stochastic processes where M s,x is a martingale. This was introduced
and studied in a more general setting in [7], see [32] for a similar formulation.

We refer to the introduction and reference list of previous paper for an ex-
tensive description of contributions to non-Brownian type BSDEs.

The classical forward BSDE, which is driven by a Brownian motion is of the
form
{

Xs,x
t = x+

∫ t

s
µ(r,Xs,x

r )dr +
∫ t

s
σ(r,Xs,x

r )dBr

Y s,xt = g(Xs,x
T ) +

∫ T

t
f (r,Xs,x

r , Y s,xr , Zs,xr ) dr −
∫ T

t
Zs,xr dBr,

(1.3)
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where B is a Brownian motion. Existence and uniqueness for (1.3) was estab-
lished first supposing mainly Lipschitz conditions on f with respect to the third
and fourth variable. µ and σ were also assumed to be Lipschitz (with respect to
x) and to have linear growth. In the sequel those conditions were considerably
relaxed, see [36] and references therein. This is a particular case of a more gen-
eral (non-Markovian) Brownian BSDE introduced in 1990 by E. Pardoux and
S. Peng in [34], after an early work of J.M. Bismut in 1973 in [8].

Equation (1.3) was a probabilistic representation of a semilinear partial dif-
ferential equation of parabolic type with terminal condition:
{

∂tu+ 1
2

∑

i,j≤d
(σσ⊺)i,j∂

2
xixj

u+
∑

i≤d
µi∂xi

u+ f(·, ·, u, σ∇u) = 0 on [0, T [×Rd

u(T, ·) = g.
(1.4)

Given, for every (s, x), a solution (Y s,x, Zs,x) of the FBSDE (1.3), under
some continuity assumptions on the coefficients, see e.g. [35], it was proved that
the function u(s, x) := Y s,xs is a viscosity solution of (1.4), see also [37, 35, 37,
15], for related work.

We prolong this idea in a general case where the FBSDE is (1.2) with solution
(Y s,x,M s,x). In that case u(s, x) := Y s,xs will be the decoupled mild solution
of (1.1), see Theorem 3.15; in that general context the decoupled mild solution
replaces the one of viscosity, for reasons that we will explain below. One cele-
brated problem in the case of Brownian FBSDEs is the characterization of Zs,x

through a deterministic function v. This is what we will call the identification
problem. In general the link between v and u is not always analytically estab-
lished, excepted when u has some suitable differentiability property, see e.g. [6]:
in that case v is closely related to the gradient of u. In our case, the notion of
decoupled mild solution allows to identify (u, v) as the analytical solution of a
deterministic problem. In the literature, the notion of mild solution of PDEs
was used in finite dimension in [4], where the authors tackled diffusion operators
generating symmetric Dirichlet forms and associated Markov processes thanks
to the theory of Fukushima Dirichlet forms, see e.g. [21]. A partial extension to
the case of non-symmetric Dirichlet forms is performed in [31]. Infinite dimen-
sional setups were considered for example in [20] where an infinite dimensional
BSDE could produce the mild solution of a PDE on a Hilbert space.

Let B be a functional Banach space (B, ‖ · ‖) of real Borel functions defined
on E and A be an unbounded operator on (B, ‖ · ‖). In the theory of evolution
equations one often considers systems of the type

{

∂tu+Au = l on [0, T ]×Rd

u(T, ·) = g,
(1.5)

where l : [0, T ]×Rd → R and g : Rd → R are such that l(t, ·) and g belong to
B for every t ∈ [0, T ]. The idea of mild solutions consists to consider A (when
possible) as the infinitesimal generator of a semigroup of operators (Pt)t≥0 on
(B, ‖ · ‖), in the following sense. There is D(A) ⊂ B, a dense subset on which
Af = lim

t→0+

1
t
(Ptf −f). In particular one may think of (Pt)t≥0 as the heat kernel
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semi-group and A as 1
2∆. The approach of mild solutions is also very popular

in the framework of stochastic PDEs see e. g. [9].
When A is a local operator, one solution (in the sense of distributions, or in the
sense of evaluation against test functions) to the linear evolution problem with
terminal condition (1.5) is the so called mild solution

u(s, ·) = PT−s[g]−

∫ T

s

Pr−s[l(r, ·)]dr. (1.6)

If l is explicitly a function of u then (1.6) becomes itself an equation and a mild
solution would consist in finding a fixed point of (1.6). Let us now suppose the
existence of a map S : D(S) ⊂ B → B, typically S being the gradient, when
(Pt) is the heat kernel semigroup. The natural question is what would be a
natural replacement for a mild solution for

{

∂tu+Au = f(s, ·, u, Su) on [0, T ]×Rd

u(T, ·) = g.
(1.7)

If the domain of S is B, then it is not difficult to extend the notion of mild
solution to this case. One novelty of our approach consists is considering the
case of solutions u : [0, T ]×Rd → R for which Su(t, ·) is not defined.

1. Suppose one expects a solution not to be classical, i.e. such that u(r, ·)
should not belong to the domain of D(A) but to be in the domain of S.
In the case when Pseudo-PDEs are usual PDEs, one think to possible
solutions which are not C1,2 but admitting a gradient, typically viscosity
solutions which are differentiable in x. In that case the usual idea of mild
solutions theory applies to equations of type (1.7).

In this setup, inspired by (1.6) a mild solution of the equation is naturally
defined as a solution of the integral equation

u(s, ·) = PT−s[g] +

∫ T

s

Pr−s[f(r, ·, u(r, ·), Su(r, ·))]dr. (1.8)

2. However, there may be reasons for which the candidate solution u is such
that u(t, ·) does not even belong to D(S). In the case of PDEs it is often
the case for viscosity solutions of PDEs which do not admit a gradient.
In that case the idea is to replace (1.8) with

u(s, ·) = PT−s[g] +

∫ T

s

Pr−s[f(r, ·, u(r, ·), v(r, ·))]dr. (1.9)

and to add a second equality which expresses in a mild form the equality
v(r, ·) = Su(r, ·).

We will work out previous methodology for the Pseudo − PDE(f, g). In that
case S will be given by the mapping u 7−→

√

Γ(u, u). If A = 1
2∆ for instance one

would have Γ(u, u) = ‖∇u‖2. For pedagogical purposes, one can first consider
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an operator a of type ∂t + A when A is the generator of a Markovian (time-
homogeneous) semigroup. In this case,

Γ(u, u) = ∂t(u
2) +A(u2)− 2u∂tu− 2uAu

= A(u2)− 2uAu.

Equation

∂tu+Au+ f
(

·, ·, u,
√

Γ(u, u)
)

= 0, (1.10)

could therefore be decoupled into the system
{

∂tu+Au+ f(·, ·, u, v) = 0
v2 = ∂t(u

2) +A(u2)− 2u(∂tu+Au),
(1.11)

which furthermore can be expressed as
{

∂tu+Au = −f(·, ·, u, v)
∂t(u

2) +A(u2) = v2 − 2uf(·, ·, u, v)
(1.12)

Taking into account the existing notions of mild solution (1.6) (resp. (1.8)), for
corresponding equations (1.5) (resp. (1.7)), one is naturally tempted to define
a decoupled mild solution of (1.1) as a function u for which there exist v ≥ 0
such that
{

u(s, ·) = PT−s[g] +
∫ T

s
Pr−s[f(r, ·, u(r, ·), v(r, ·))]dr

u2(s, ·) = PT−s[g2]−
∫ T

s
Pr−s[v2(r, ·)− 2u(r, ·)f(r, ·, u(r, ·), v(r, ·))]dr.

(1.13)
As we mentioned before, our approach is alternative to a possible notion of
viscosity solution for the Pseudo− PDE(f, g). That notion will be the object
of a subsequent paper, at least in the case when the driver do not depend on
the last variable. In the general case the notion of viscosity solution does not fit
well because of lack of suitable comparison theorems. On the other hand, even
in the recent literature (see [5]) in order to show existence of viscosity solutions
specific conditions exist on the driver. In our opinion our approach of decoupled
mild solutions for Pseudo− PDE(f, g) constitutes an interesting novelty even
in the case of semilinear parabolic PDEs.

The main contributions of the paper are essentially the following. In Sec-
tion 3.1, Definition 3.4 introduces our notion of decoupled mild solution of (1.1)
in the general setup. In section Section 3.2, Proposition 3.7 states that under
a square integrability type condition, every martingale solution is a decoupled
mild solution of (1.1). Conversely, Proposition 3.8 shows that every decoupled
mild solution is a martingale solution. In Theorem 3.9 we prove existence and
uniqueness of a decoupled mild solution for (1.1). In Section 3.3, we show how
the unique decoupled mild solution of (1.1) can be represented via the FBSDEs
(1.2). In Section 4 we develop examples of Markov processes and corresponding
operators a falling into our abstract setup. In Section 4.1, we work in the setup
of [42], the Markov process is a diffusion with jumps and the corresponding op-
erator is of diffusion type with an additional non-local operator. In Section 4.2
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we consider Markov processes associated to pseudo-differential operators (typi-
cally the fractional Laplacian) as in [27]. In Section 4.3 we study a semilinear
parabolic PDE with distributional drift, and the corresponding process is the so-
lution an SDE with distributional drift as defined in [18]. Finally in Section 4.4
are interested with diffusions on differential manifolds and associated diffusion
operators, an example being the Brownian motion in a Riemannian manifold
associated to the Laplace-Beltrami operator.

2 Preliminaries

In this section we will recall the notations, notions and results of the companion
paper [7], which will be used here.

Notation 2.1. In the whole paper, concerning functional spaces we will use the
following notations.
A topological space E will always be considered as a measurable space with its
Borel σ-field which shall be denoted B(E). Given two topological spaces, E,F ,
then C(E,F ) (respectively B(E,F )) will denote the set of functions from E to F
which are continuous (respectively Borel) and if F is a metric space, Cb(E,F )
(respectively Bb(E,F )) will denote the set of functions from E to F which are
bounded continuous (respectively bounded Borel). For any p ∈ [1,∞], d ∈ N∗,
(Lp(Rd), ‖·‖p) will denote the usual Lebesgue space equipped with its usual norm.

On a fixed probability space (Ω,F ,P), for any p ∈ N∗, Lp will denote the set of
random variables with finite p-th moment.

A probability space equipped with a right-continuous filtration (Ω,F , (Ft)t∈T,P)
(where T is equal to R+ or to [0, T ] for some T ∈ R∗

+) will be called called
a stochastic basis and will be said to fulfill the usual conditions if the
probability space is complete and if F0 contains all the P-negligible sets. When
a stochastic basis is fixed, Pro denotes the progressive σ-field on T× Ω.

On a fixed stochastic basis (Ω,F , (Ft)t∈T,P), we will use the following nota-
tions and vocabulary, concerning spaces of stochastic processes, most of them
being taken or adapted from [28] or [29]. V (resp V+) will denote the set of
adapted, bounded variation (resp non-decreasing) processes starting at 0; Vp

(resp Vp,+) the elements of V (resp V+) which are predictable, and Vc (resp
Vc,+) the elements of V (resp V+) which are continuous.
M will be the space of cadlag martingales. For any p ∈ [1,∞] Hp will de-
note the subset of M of elements M such that sup

t∈T
|Mt| ∈ Lp and in this

set we identify indistinguishable elements. It is a Banach space for the norm

‖M‖Hp = E[|sup
t∈T

Mt|p]
1
p , and Hp

0 will denote the Banach subspace of Hp con-

taining the elements starting at zero.
If T = [0, T ] for some T ∈ R∗

+, a stopping time will be considered as a random
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variable with values in [0, T ] ∪ {+∞}. We define a localizing sequence of

stopping times as an increasing sequence of stopping times (τn)n≥0 such that
there exists N ∈ N for which τN = +∞. Let Y be a process and τ a stopping
time, we denote Y τ the process t 7→ Yt∧τ which we call stopped process. If C
is a set of processes, we define its localized class Cloc as the set of processes
Y such that there exist a localizing sequence (τn)n≥0 such that for every n, the
stopped process Y τn belongs to C.
For any M ∈ Mloc, we denote [M ] its quadratic variation and if moreover
M ∈ H2

loc, 〈M〉 will denote its (predictable) angular bracket. H2
0 will be

equipped with scalar product defined by (M,N)H2 = E[MTNT ] = E[〈M,N〉T ]
which makes it a Hilbert space. Two local martingales M,N will be said to be
strongly orthogonal if MN is a local martingale starting in 0 at time 0. In
H2

0,loc this notion is equivalent to 〈M,N〉 = 0.

Concerning the following definitions and results, we are given some T ∈ R∗
+,

and a stochastic basis
(

Ω,F , (Ft)t∈[0,T ],P
)

fulfilling the usual conditions.

Definition 2.2. Let A and B be in V+. We will say that dB dominates dA in

the sense of stochastic measures (written dA ≪ dB) if for almost all ω,
dA(ω) ≪ dB(ω) as Borel measures on [0, T ].

Let B ∈ V+. dB ⊗ dP will denote the positive measure on (Ω × [0, T ],F ⊗

B([0, T ])) defined for any F ∈ F⊗B([0, T ]) by dB⊗dP(F ) = E
[

∫ T

0
1F (ω, t)dBt(ω)

]

.

A property which holds true everywhere except on a null set for this measure will
be said to be true dB ⊗ dP almost everywhere (a.e.).

We recall that given two processes A,B in Vp,+, if dA ≪ dB, there ex-
ists a predictable process which we will denote dA

dB
and call Radon-Nikodym

derivative of A by B, verifying A =
∫ ·
0
dA
dB

(r)dBr , see Proposition I.3.13 in [29].

As in previous paper [7] we will be interested in a Markov process which is
the solution of a martingale problem which we now recall below. For definitions
and results concerning Markov processes, the reader may refer to Appendix
A. In particular, let E be a Polish space and T ∈ R+ be a finite horizon we
now consider

(

Ω,F , (Xt)t∈[0,T ], (Ft)t∈[0,T ]

)

the canonical space which was in-
troduced in Notation A.1, and a canonical Markov class measurable in time
(Ps,x)(s,x)∈[0,T ]×E, see Definitions A.6 and A.4. We will also consider the com-
pleted stochastic basis

(

Ω,Fs,x, (Fs,x
t )t∈[0,T ],P

s,x
)

, see Definition A.8.
We now recall what the notion of martingale problem associated to an op-

erator introduced in Section 4 of [7].

Definition 2.3. Given a linear algebra D(a) ⊂ B([0, T ]× E,R), a linear op-
erator a mapping D(a) into B([0, T ]× E,R) and a non-decreasing continuous
function V : [0, T ] → R+ starting at 0, we say that a set of probability measures
(Ps,x)(s,x)∈[0,T ]×E defined on (Ω,F) solves the Martingale Problem associ-

ated to (D(a), a, V ) if, for any (s, x) ∈ [0, T ]× E, Ps,x verifies

(a) Ps,x(∀t ∈ [0, s], Xt = x) = 1;
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(b) for every φ ∈ D(a), the process φ(·, X·) −
∫ ·
s
a(φ)(r,Xr)dVr, t ∈ [s, T ]

is a cadlag (Ps,x, (Ft)t∈[s,T ])-local martingale.

We say that the Martingale Problem is well-posed if for any (s, x) ∈ [0, T ]×
E, Ps,x is the only probability measure satisfying the properties (a) and (b).

As for [7], in the sequel of the paper we will assume the following.

Hypothesis 2.4. The Markov class (Ps,x)(s,x)∈[0,T ]×E solves a well-posed Mar-
tingale Problem associated to a triplet (D(a), a, V ) in the sense of Definition 2.3.

Notation 2.5. For every (s, x) ∈ [0, T ]× E and φ ∈ D(a), the process

t 7→ 1[s,T ](t)
(

φ(t,Xt)− φ(s, x) −
∫ t

s
a(φ)(r,Xr)dVr

)

will be denoted M [φ]s,x.

M [φ]s,x is a cadlag (Ps,x, (Ft)t∈[0,T ])-local martingale equal to 0 on [0, s],
and by Proposition A.9, it is also a (Ps,x, (Fs,x

t )t∈[0,T ])-local martingale.

The bilinear operator below was introduced (in the case of time-homogeneous
operators) by J.P. Roth in potential analysis (see Chapter III in [38]), and popu-
larized by P.A. Meyer and others in the study of homogeneous Markov processes
(see for example Exposé II: L’opérateur carré du champs in [33] or 13.46 in [28]).

Definition 2.6. We introduce the bilinear operator

Γ :
D(a)×D(a) → B([0, T ]× E)

(φ, ψ) 7→ a(φψ)− φa(ψ) − ψa(φ).
(2.1)

The operator Γ is called the carré du champs operator.

The angular bracket of the martingales introduced in Notation 2.5 are ex-
pressed via the operator Γ. Proposition 4.8 of [7], tells the following.

Proposition 2.7. For any φ ∈ D(a) and (s, x) ∈ [0, T ] × E, M [φ]s,x is in
H2

0,loc. Moreover, for any (φ, ψ) ∈ D(a) ×D(a) and (s, x) ∈ [0, T ]× E we have

in (Ω,Fs,x, (Fs,x
t )t∈[0,T ],P

s,x) and on the interval [s, T ]

〈M [φ]s,x,M [ψ]s,x〉 =

∫ ·

s

Γ(φ, ψ)(r,Xr)dVr . (2.2)

We introduce some significant spaces related to V .

Notation 2.8. H2,V := {M ∈ H2
0|d〈M〉 ≪ dV }. We will also denote L2(dV ⊗

dP) the set of (up to indistinguishability) progressively measurable processes φ

such that E[
∫ T

0
φ2rdVr] <∞.

Proposition 4.11 of [7] says the following.

Proposition 2.9. If Hypothesis 2.4 is verified then under any Ps,x,
H2

0 = H2,V .
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In the sequel, several functional equations will hold up to a zero potential

set that we recall below.

Definition 2.10. For any (s, x) ∈ [0, T ]×E we define the potential measure

U(s, x, ·) on B([0, T ]× E) by U(s, x,A) := Es,x
[

∫ T

s
1{(t,Xt)∈A}dVt

]

.

A Borel set A ∈ B([0, T ]× E) will be said to be of zero potential if, for any
(s, x) ∈ [0, T ]× E we have U(s, x,A) = 0.

Notation 2.11. Let p > 0, we define

Lps,x :=
{

f ∈ B([0, T ]× E,R) : Es,x
[

∫ T

s
|f |p(r,Xr)dVr

]

<∞
}

on which we in-

troduce the usual semi-norm ‖·‖p,s,x : f 7→
(

E

s,x
[

∫ T

s
|f(r,Xr)|pdVr

])
1
p

We also

denote L0
s,x :=

{

f ∈ B([0, T ]× E,R) :
∫ T

s
|f |(r,Xr)dVr <∞P

s,x a.s.
}

.

For any p ≥ 0, we then define an intersection of these spaces, i.e.
LpX :=

⋂

(s,x)∈[0,T ]×E
Lps,x.

Finally, let N the linear subspace of B([0, T ] × E,R) containing all functions
which are equal to 0 U(s, x, ·) a.e. for every (s, x). For any p ∈ N, we define
the quotient space LpX := LpX/N . If p ≥ 1, LpX can be equipped with the topol-
ogy generated by the family of semi-norms (‖ · ‖p,s,x)(s,x)∈[0,T ]×E which makes
it into a separable locally convex topological vector space.

The statement below was stated in Proposition 4.14 of [7].

Proposition 2.12. Let f and g be in B([0, T ]× E,R) such that the processes
∫ ·
s
f(r,Xr)dVr and

∫ ·
s
g(r,Xr)dVr are finite Ps,x a.s. for any (s, x) ∈ [0, T ]×E.

Then f and g are equal up a zero potential set if and only if
∫ ·
s
f(r,Xr)dVr and

∫ ·
s
g(r,Xr)dVr are indistinguishable under Ps,x for any (s, x) ∈ [0, T ]× E.

We recall that if two functions f, g differ only on a zero potential set then
they represent the same element of LpX .

We recall our notion of extended generator.

Definition 2.13. We first define the extended domain D(a) as the set func-
tions φ ∈ B([0, T ]× E,R) for which there exists ψ ∈ B([0, T ]× E,R) such that
under any Ps,x the process

1[s,T ]

(

φ(·, X·)− φ(s, x) −

∫ ·

s

ψ(r,Xr)dVr

)

(2.3)

(which is not necessarily cadlag) has a cadlag modification in H2
0.

Proposition 4.16 in [7] states the following.

Proposition 2.14. Let φ ∈ B([0, T ]× E,R). There is at most one (up to zero
potential sets) ψ ∈ B([0, T ]×E,R) such that under any Ps,x, the process defined
in (2.3) has a modification which belongs to Mloc.
If moreover φ ∈ D(a), then a(φ) = ψ up to zero potential sets. In this case,
according to Notation 2.5, for every (s, x) ∈ [0, T ] × E, M [φ]s,x is the Ps,x

cadlag modification in H2
0 of 1[s,T ]

(

φ(·, X·)− φ(s, x) −
∫ ·
s
ψ(r,Xr)dVr

)

.
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Definition 2.15. Let φ ∈ D(a) as in Definition 2.13. We denote again by
M [φ]s,x, the unique cadlag version of the process (2.3) in H2

0. Taking Propo-
sition 2.12 into account, this will not generate any ambiguity with respect to
Notation 2.5. Proposition 2.12, also permits to define without ambiguity the
operator

a :
D(a) −→ L0

X

φ 7−→ ψ.

a will be called the extended generator.

We also extend the carré du champs operator Γ(·, ·) to D(a)×D(a).
Proposition 4.18 in [7] states the following.

Proposition 2.16. Let φ and ψ be in D(a), there exists a (unique up to zero-
potential sets) function in B([0, T ]× E,R) which we will denote G(φ, ψ) such
that under any Ps,x, 〈M [φ]s,x,M [ψ]s,x〉 =

∫ ·
s
G(φ, ψ)(r,Xr)dVr on [s, T ], up to

indistinguishability. If moreover φ and ψ belong to D(a), then Γ(φ, ψ) = G(φ, ψ)
up to zero potential sets.

Definition 2.17. The bilinear operator G : D(a) × D(a) 7−→ L0
X will be called

the extended carré du champs operator.

According to Definition 2.13, we do not have necessarily D(a) ⊂ D(a), how-
ever we have the following.

Corollary 2.18. If φ ∈ D(a) and Γ(φ, φ) ∈ L1
X , then φ ∈ D(a) and (a(φ),Γ(φ, φ)) =

(a(φ),G(φ, φ)) up to zero potential sets.

We also recall Lemma 5.12 of [7].

Lemma 2.19. Let (s, x) ∈ [0, T ] × E be fixed and let φ, ψ be two measurable
processes. If φ and ψ are Ps,x-modifications of each other, then they are equal
dV ⊗ dPs,x a.e.

We now keep in mind the Pseudo-Partial Differential Equation (in short
Pseudo-PDE), with final condition, that we have introduced in [7].
Let us consider the following data.

1. A measurable final condition g ∈ B(E,R);

2. a measurable nonlinear function f ∈ B([0, T ]× E ×R×R,R).

The equation is
{

a(u)(t, x) + f
(

t, x, u(t, x),
√

Γ(u, u)(t, x)
)

= 0 on [0, T ]× E

u(T, ·) = g.
(2.4)

Notation 2.20. Equation (2.4) will be denoted Pseudo− PDE(f, g).

Definition 2.21. We will say that u is a classical solution of Pseudo −
PDE(f, g) if it belongs to D(a) and verifies (2.4).
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Definition 2.22. A function u : [0, T ]×E → R will be said to be a martingale

solution of Pseudo− PDE(f, g) if u ∈ D(a) and
{

a(u) = −f(·, ·, u,
√

G(u, u))
u(T, ·) = g.

(2.5)

Until the end of these preliminaries, we will assume some generalized mo-
ments conditions on X , and some growth conditions on the functions (f, g).
Those will be related to two functions ζ, η ∈ B(E,R+).

Hypothesis 2.23. The Markov class will be said to verify Hmom(ζ, η) if

1. for any (s, x) ∈ [0, T ]× E, Es,x[ζ2(XT )] is finite;

2. for any (s, x) ∈ [0, T ]× E, Es,x
[

∫ T

0 η2(Xr)dVr

]

is finite.

Hypothesis 2.24. A couple of functions
f ∈ B([0, T ]×E ×R×R,R) and g ∈ B(E,R) will be said to verify H lip(ζ, η)
if there exist positive constants KY ,KZ , C, C′ such that

1. ∀x : |g(x)| ≤ C(1 + ζ(x));

2. ∀(t, x) : |f(t, x, 0, 0)| ≤ C′(1 + η(x));

3. ∀(t, x, y, y′, z, z′) : |f(t, x, y, z)−f(t, x, y′, z)| ≤ KY |y−y′|+KZ|z−z′|.

Finally, if we assume that g and f(·, ·, 0, 0) are bounded, we will say that they

verify H lip
b .

Remark 2.25. Even if the underlying process X admits no generalized mo-
ments, given a couple (f, g) verifying H lip

b , the considerations of this paper still
apply.

We conclude these preliminaries by stating the Theorem of existence and
uniqueness of a martingale solution for Pseudo− PDE(f, g). It was the object
of Theorem 5.21 of [7].

Theorem 2.26. Let (Ps,x)(s,x)∈[0,T ]×E be a Markov class associated to a tran-
sition function measurable in time (see Definitions A.6 and A.4) which fulfills
Hypothesis 2.4, i.e. it is a solution of a well-posed Martingale Problem associ-
ated with the triplet (D(a), a, V ). Moreover we suppose Hypothesis Hmom(ζ, η)
for some positive ζ, η. Let (f, g) be a couple verifying H lip(ζ, η), cf. Hypothesis
2.24.

Then Pseudo− PDE(f, g) has a unique martingale solution.

We also had shown (see Proposition 5.19 in [7]) that the unique martingale
solution is the only possible classical solution if there is one, as stated below.

Proposition 2.27. Under the conditions of previous Theorem 2.26, a classical
solution u of Pseudo−PDE(f, g) such that Γ(u, u) ∈ L1

X , is also a martingale
solution.
Conversely, if u is a martingale solution of Pseudo − PDE(f, g) belonging to
D(a), then u is a classical solution of Pseudo−PDE(f, g) up to a zero-potential
set, meaning that the first equality of (2.4) holds up to a set of zero potential.
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3 Decoupled mild solutions of Pseudo-PDEs

All along this section we will consider a canonical Markov class (Ps,x)(s,x)∈[0,T ]×E
associated to a transition function p measurable in time (see Definitions A.6,
A.4) verifying Hypothesis 2.4 for a certain (D(a), a, V ). Positive functions ζ, η
are fixed and we will assume that the Markov class verifies Hmom(ζ, η), see Hy-
pothesis 2.23. We are also given a couple of functions f ∈ B([0, T ]×E×R×R,R)
and g ∈ B(E,R).

3.1 Definition

As mentioned in the introduction, in this section we introduce a notion of solu-
tion of our Pseudo−PDE(f, g) that we will denominate decoupled mild, which
is a generalization of the mild solution concept for partial differential equation.
We will show that such solution exists and is unique. Indeed, that function will
be the one appearing in Theorem 3.13.

A function u will be a decoupled mild solution of Pseudo − PDE(f, g) if
there is a function v such that the couple (u, v) is a (decoupled mild) solution of
the identification problem IP (f, g). In this section we first go through a notion
of decoupled mild solution for the identification problem, which has particular
interest in itself.

We will be interested in functions (f, g) which satisfy weaker conditions than
those of type H lip(ζ, η) (see Hypothesis 2.24) namely the following ones.

Hypothesis 3.1. A couple of functions
f ∈ B([0, T ]×E×R×R,R) and g ∈ B(E,R) will be said to verify Hgrowth(ζ, η)
if there exist positive constants C,C′ such that

1. ∀x : |g(x)| ≤ C(1 + ζ(x));

2. ∀(t, x, y, z) : |f(t, x, y, z)| ≤ C′(1 + η(x) + |y|+ |z|).

Notation 3.2. Let s, t in [0, T ] with s ≤ t, x ∈ E and φ ∈ B(E,R), if the
expectation Es,x[|φ(Xt)|] is finite, then Ps,t[φ](x) will denote Es,x[φ(Xt)] .

We recall two important measurability properties.

Remark 3.3. Let φ ∈ B(E,R).

• Suppose that for any (s, x, t), Es,x[|φ(Xt)|] <∞ then by Proposition A.12,
(s, x, t) 7−→ Ps,t[φ](x) is Borel.

• Suppose that for every (s, x), Es,x[
∫ T

s
|φ(Xr)|dVr ] < ∞. Then by Lemma

A.11, (s, x) 7−→
∫ T

s
Ps,r[φ](x)dVr is Borel.

In our general setup, considering some operator a, the equation

a(u) + f
(

·, ·, u,
√

Γ(u, u)
)

= 0, (3.1)
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can be naturally decoupled into
{

a(u) = −f(·, ·, u, v)
Γ(u, u) = v2.

(3.2)

Since Γ(u, u) = a(u2)− 2ua(u), this system of equation will be rewritten as
{

a(u) = −f(·, ·, u, v)
a(u2) = v2 − 2uf(·, ·, u, v).

(3.3)

On the other hand our Markov process X is time non-homogeneous and
Vt can be more general than t, which leads us to the following definition of a
decoupled mild solution.

Definition 3.4. Let (f, g) be a couple verifying Hgrowth(ζ, η).
Let u, v ∈ B([0, T ]× E,R) be two Borel functions with v ≥ 0.

1. The couple (u, v) will be called solution of the identification problem

determined by (f, g) or simply solution of IP (f, g) if u and v belong
to L2

X and if for every (s, x) ∈ [0, T ]× E,

{

u(s, x) = Ps,T [g](x) +
∫ T

s
Ps,r [f (r, ·, u(r, ·), v(r, ·))] (x)dVr

u2(s, x) = Ps,T [g
2](x)−

∫ T

s
Ps,r

[

v2(r, ·)− 2uf (r, ·, u(r, ·), v(r, ·))
]

(x)dVr .

(3.4)

2. The function u will be called decoupled mild solution of Pseudo −
PDE(f, g) if there is a function v such that the couple (u, v) is a solution
of IP (f, g).

Lemma 3.5. Let u, v ∈ L2
X , and let f be a Borel function satisfying the second

item of Hgrowth(ζ, η), then f (·, ·, u, v) belongs to L2
X and uf (·, ·, u, v) to L1

X .

Proof. Thanks to the growth condition on f in Hgrowth(ζ, η), there exists a
constant C > 0 such that for any (s, x) ∈ [0, T ]× E,

E

s,x
[

∫ T

t
f2(r,Xr, u(r,Xr), v(r,Xr))dVr

]

≤ CEs,x
[

∫ T

t
(f2(r,Xr, 0, 0) + u2(r,Xr) + v2(r,Xr))dVr

]

<∞,
(3.5)

since we have assumed that u2, v2 belong to L1
X , and since we have made

Hypothesis 2.23 and Hgrowth(ζ, η). This means that f2 (·, ·, u, v) belongs to
L1
X . Since 2 |uf (·, ·, u, v)| ≤ u2 + f2 (·, ·, u, v) then uf (·, ·, u, v) also belongs to

L1
X .

Remark 3.6. Consequently, under the assumptions of Lemma 3.5 all the terms
in (3.4) make sense.
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3.2 Existence and uniqueness of a solution

Proposition 3.7. Assume that (f, g) verifies Hgrowth(ζ, η) (see Hypothesis
3.1) and let u ∈ L2

X be a martingale solution of Pseudo − PDE(f, g). Then

(u,
√

G(u, u)) is a solution of IP (f, g) and in particular, u is a decoupled mild
solution of Pseudo− PDE(f, g).

Proof. Let u ∈ L2
X be a martingale solution of Pseudo− PDE(f, g). We em-

phasize that, taking Definition 2.13 and Proposition 2.16 into account, G(u, u)
belongs to L1

X , or equivalently that
√

G(u, u) belongs to L2
X . By Lemma 3.5,

it follows that f
(

·, ·, u,
√

G(u, u)
)

∈ L2
X and uf

(

·, ·, u,
√

G(u, u)
)

∈ L1
X .

We fix some (s, x) ∈ [0, T ]×E and the corresponding probability Ps,x. We are
going to show that






u(s, x) = Ps,T [g](x) +
∫ T

s
Ps,r

[

f
(

r, ·, u(r, ·),
√

G(u, u)(r, ·)
)]

(x)dVr

u2(s, x) = Ps,T [g
2](x)−

∫ T

s
Ps,r

[

G(u, u)(r, ·)− 2uf
(

r, ·, u(r, ·),
√

G(u, u)(r, ·)
)]

(x)dVr .

(3.6)
Combining Definitions 2.13, 2.15, 2.22, we know that on [s, T ], the process

u(·, X·) has a cadlag modification which we denote Us,x which is a special semi-
martingale with decomposition

Us,x = u(s, x)−

∫ ·

s

f
(

·, ·, u,
√

G(u, u)
)

(r,Xr)dVr +M [u]s,x, (3.7)

where M [u]s,x ∈ H2
0. Definition 2.22 also states that u(T, ·) = g, implying that

u(s, x) = g(XT ) +

∫ T

s

f
(

·, ·, u,
√

G(u, u)
)

(r,Xr)dVr −M [u]s,xT a.s. (3.8)

Taking the expectation, by Fubini’s theorem we get

u(s, x) = E

s,x
[

g(XT ) +
∫ T

s
f
(

·, ·, u,
√

G(u, u)
)

(r,Xr)dVr

]

= Ps,T [g](x) +
∫ T

s
Ps,r

[

f
(

r, ·, u(r, ·),
√

G(u, u)(r, ·)
)]

(x)dVr .

(3.9)
By integration by parts, we obtain

d(Us,x)2t = −2Us,xt f
(

·, ·, u,
√

G(u, u)
)

(t,Xt)dVt+2Us,x
t−
dM [u]s,xt +d[M [u]s,x]t,

(3.10)
so integrating from s to T , we get

u2(s, x)

= g2(XT ) + 2
∫ T

s
Us,xr f

(

·, ·, u,
√

G(u, u)
)

(r,Xr)dVr − 2
∫ T

s
Us,x
r−
dM [u]s,xr − [M [u]s,x]T

= g2(XT ) + 2
∫ T

s
uf
(

·, ·, u,
√

G(u, u)
)

(r,Xr)dVr − 2
∫ T

s
Us,x
r−
dM [u]s,xr − [M [u]s,x]T ,

(3.11)
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where the latter line is a consequence of Lemma 2.19. The next step will consist
in taking the expectation in equation (3.11), but before, we will check that
∫ ·
s
Us,x
r−
dM [u]s,xr is a martingale. Thanks to (3.7) and Jensen’s inequality, there

exists a constant C > 0 such that

sup
t∈[s,T ]

(Us,xt )2 ≤ C

(

∫ T

s

f2
(

·, ·, u,
√

G(u, u)
)

(r,Xr)dVr + sup
t∈[s,T ]

(M [u]s,xt )2

)

.

(3.12)

SinceM [u]s,x ∈ H2
0 and f

(

·, ·, u,
√

G(u, u)
)

∈ L2
X , it follows that sup

t∈[s,T ]

(Us,xt )2 ∈

L1 and Lemma 3.15 in [7] states that
∫ ·
s
Us,x
r−
dM [u]s,xr is a martingale. Taking

the expectation in (3.11), we now obtain

u2(s, x) = E

s,x
[

g2(XT ) +
∫ T

s
2uf

(

·, ·, u,
√

G(u, u)
)

(r,Xr)dVr − [M [u]s,x]T

]

= E

s,x
[

g2(XT ) +
∫ T

s
2uf

(

·, ·, u,
√

G(u, u)
)

(r,Xr)dVr − 〈M [u]s,x〉T
]

= E

s,x
[

g2(XT )
]

−Es,x
[

∫ T

s

(

G(u, u)− 2uf
(

·, ·, u,
√

G(u, u)
))

(r,Xr)dVr

]

= Ps,T [g
2](x) −

∫ T

s
Ps,r

[

G(u, u)(r, ·)− 2u(r, ·)f
(

r, ·, u(r, ·),
√

G(u, u)(r, ·)
)]

(x)dVr ,

(3.13)
where the third equality derives from Proposition 2.16 and the fourth from
Fubini’s theorem. This concludes the proof.

We now show the converse result of Proposition 3.7.

Proposition 3.8. Assume that (f, g) verifies Hgrowth(ζ, η), see Hypothesis 3.1.
Every decoupled mild solution of Pseudo − PDE(f, g) is a also a martingale
solution. Moreover, if (u, v) solves IP (f, g), then v2 = G(u, u) (up to zero
potential sets).

Proof. Let u and v ≥ 0 be a couple of functions in L2
X verifying (3.4). We

first note that, the first line of (3.4) with s = T , gives u(T, ·) = g. We fix
(s, x) ∈ [0, T ] × E and the associated probability Ps,x, and on [s, T ], we set
Ut := u(t,Xt) and Nt := u(t,Xt)− u(s, x) +

∫ t

s
f(r,Xr, u(r,Xr), v(r,Xr))dVr .

Combining the first line of (3.4) applied in (s, x) = (t,Xt) and the Markov
property (A.3), and since f (·, ·, u, v) belongs to L2

X (see Lemma 3.5) we get the
a.s. equalities

Ut = u(t,Xt)

= Pt,T [g](Xt) +
∫ T

t
Pt,r [f (r, ·, u(r, ·), v(r, ·))] (Xt)dVr

= E

t,Xt

[

g(XT ) +
∫ T

t
f(r,Xr, u(r,Xr), v(r,Xr))dVr

]

= E

s,x
[

g(XT ) +
∫ T

t
f(r,Xr, u(r,Xr), v(r,Xr))dVr |Ft

]

,

(3.14)

from which we deduce thatNt = Es,x
[

g(XT ) +
∫ T

s
f(r,Xr, u(r,Xr), v(r,Xr))dVr |Ft

]

−

u(s, x) a.s. So N is a martingale. We can therefore consider on [s, T ] and under
P

s,x, Ns,x the cadlag version of N , and the special semi-martingale
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Us,x := u(s, x)−
∫ ·
s
f(r,Xr, u(r,Xr), v(r,Xr))dVr +Ns,x which is a cadlag ver-

sion of U . By Jensen’s inequality for both expectation and conditional expec-
tation, we have

E

s,x[(Ns,x)2t ] = E

s,x

[

(

E

s,x
[

g(XT ) +
∫ T

s
f(r,Xr, u(r,Xr), v(r,Xr))dVr |Ft

]

− u(s, x)
)2
]

≤ 3u2(s, x) + 3Es,x[g2(XT )] + 3Es,x
[

∫ T

s
f2(r,Xr, u(r,Xr), v(r,Xr))dVr

]

< ∞,
(3.15)

where the second term is finite because of Hmom(ζ, η) and Hgrowth(ζ, η), and
the same also holds for the third one because f (·, ·, u, v) belongs to L2

X , see
Lemma 3.5. So Ns,x is square integrable. We have therefore shown that under
any Ps,x, the process u(·, X·) − u(s, x) +

∫ ·
s
f(r,Xr, u(r,Xr), v(r,Xr))dVr has

on [s, T ] a modification in H2
0. Definitions 2.13 and 2.15, justify that u ∈ D(a),

a(u) = −f(·, ·, u, v) and that for any (s, x) ∈ [0, T ]× E, M [u]s,x = Ns,x.
To conclude that u is a martingale solution of Pseudo−PDE(f, g), there is left
to show that G(u, u) = v2, up to zero potential sets. By Proposition 2.16, this
is equivalent to show that for every (s, x) ∈ [0, T ]× E,
〈Ns,x〉 =

∫ ·
s
v2(r,Xr)dVr , in the sense of indistinguishability.

We fix again (s, x) ∈ [0, T ]× E and the associated probability, and now set
N ′
t := u2(t,Xt)−u2(s, x)−

∫ t

s
(v2−2uf(·, ·, u, v))(r,Xr)dVr. Combining the sec-

ond line of (3.4) applied in (s, x) = (t,Xt) and the Markov property (A.3), and
since v2, uf (·, ·, u, v) belong to L1

X (see Lemma 3.5) we get the a.s. equalities

u2(t,Xt) = Pt,T [g
2](Xt)−

∫ T

t
Pt,r

[

(v2(r, ·)− 2u(r, ·)f (r, ·, u(r, ·), v(r, ·)))
]

(Xt)dVr

= E

t,Xt

[

g2(XT )−
∫ T

t
(v2 − 2uf(·, ·, u, v))(r,Xr)dVr

]

= E

s,x
[

g2(XT )−
∫ T

t
(v2 − 2uf(·, ·, u, v))(r,Xr)dVr|Ft

]

,

(3.16)
from which we deduce that for any t ∈ [s, T ],

N ′
t = E

s,x
[

g2(XT )−
∫ T

s
(v2 − uf(·, ·, u, v))(r,Xr)dVr |Ft

]

− u2(s, x) a.s. So N ′

is a martingale. We can therefore consider on [s, T ] and under Ps,x, N ′s,x the
cadlag version of N ′.

The process u2(s, x) +
∫ ·
s
(v2 − uf(·, ·, u, v))(r,Xr)dVr +N ′s,x is therefore a

cadlag special semi-martingale which is a Ps,x-version of u2(·, X) on [s, T ]. But
we also had shown that Us,x = u(s, x)−

∫ ·
s
f(r,Xr, u(r,Xr), v(r,Xr))dVr+N

s,x,
is a version of u(·, X), which by integration by part implies that
u2(s, x)−2

∫ ·
s
Us,xr f(·, ·, u, v)(r,Xr)dVr+2

∫ ·
s
Us,x
r−
dNs,x

r +[Ns,x] is another cad-
lag semi-martingale which is a Ps,x-version of u2(·, X) on [s, T ].
∫ ·
s
(v2 − 2uf(·, ·, u, v))(r,Xr)dVr +N ′s,x is therefore indistinguishable from

−2
∫ ·
s
Us,xr f(·, ·, u, v)(r,Xr)dVr + 2

∫ ·
s
Us,x
r−
dNs,x

r + [Ns,x], which can be written
〈Ns,x〉−2

∫ ·
s
Us,xr f(·, ·, u, v)(r,Xr)dVr+2

∫ ·
s
Us,x
r−
dNs,x

r +([Ns,x]−〈Ns,x〉) where
〈Ns,x〉−2

∫ ·
s
Us,xr f(·, ·, u, v)(r,Xr)dVr is predictable with bounded variation and

2
∫ ·
s
Us,x
r−
dNs,x

r + ([Ns,x] − 〈Ns,x〉) is a local martingale. By uniqueness of the
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decomposition of a special semi-martingale, we have
∫ ·
s
(v2−2uf(·, ·, u, v))(r,Xr)dVr = 〈Ns,x〉−2

∫ ·
s
Us,xr f(·, ·, u, v)(r,Xr)dVr , and by

Lemma 2.19,
∫ ·
s
(v2−2uf(·, ·, u, v))(r,Xr)dVr = 〈Ns,x〉−2

∫ ·
s
uf(·, ·, u, v)(r,Xr)dVr ,

which finally yields 〈Ns,x〉 =
∫ ·
s
v2(r,Xr)dVr as desired.

We recall that (Ps,x)(s,x)∈[0,T ]×E is a Markov class associated to a transition
function measurable in time (see Definitions A.6 and A.4) which fulfills Hypoth-
esis 2.4, i.e. it is a solution of a well-posed Martingale Problem associated with
the triplet (D(a), a, V ). Moreover we suppose Hypothesis Hmom(ζ, η) for some
positive ζ, η, see Hypothesis 2.23.

Theorem 3.9. Let (f, g) be a couple verifying H lip(ζ, η), see Hypothesis 2.24.
Then Pseudo− PDE(f, g) has a unique decoupled mild solution.

Proof. This derives from Theorem 2.26 and Propositions 3.7, 3.8.

Corollary 3.10. Assume that (f, g) verifies H lip(ζ, η), see Hypothesis 2.24. A
classical solution u of Pseudo − PDE(f, g) such that Γ(u, u) ∈ L1

X , is also a
decoupled mild solution.
Conversely, if u is a decoupled mild solution of Pseudo− PDE(f, g) belonging
to D(a), then u is a classical solution of Pseudo − PDE(f, g) up to a zero-
potential set, meaning that the first equality of (2.4) holds up to a set of zero
potential.

Proof. The statement holds by Proposition 3.8 and Proposition 2.27.

3.3 Representation of the solution via FBSDEs with no

driving martingale

In the companion paper [7], the following family of FBSDEs with no driving
martingale indexed by (s, x) ∈ [0, T ]× E was introduced.

Definition 3.11. Let (s, x) ∈ [0, T ] × E and the associated stochastic basis
(

Ω,Fs,x, (Fs,x
t )t∈[0,T ],P

s,x
)

be fixed. A couple
(Y s,x,M s,x) ∈ L2(dV ⊗ dPs,x)×H2

0 will be said to solve FBSDEs,x(f, g) if it
verifies on [0, T ], in the sense of indistinguishability

Y s,x = g(XT )+

∫ T

·
f

(

r,Xr, Y
s,x
r ,

√

d〈M s,x〉

dV
(r)

)

dVr−(M s,x
T −M s,x

· ). (3.17)

If (3.17) is only satisfied on a smaller interval [t0, T ], with 0 < t0 < T , we say
that (Y s,x,M s,x) solves FBSDEs,x(f, g) on [t0, T ].

The following result follows from Theorem 3.22 in [7].

Theorem 3.12. Assume that (f, g) verifies H lip(ζ, η), see Hypothesis 2.24.
Then for any (s, x) ∈ [0, T ]× E, FBSDEs,x(f, g) has a unique solution.
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In the following theorem, we summarize the links between the FBSDEs,x(f, g)
and the notion of martingale solution of Pseudo−PDE(f, g). These are shown
in Theorem 5.14, Remark 5.15, Theorem 5.20 and Theorem 5.21 of [7].

Theorem 3.13. Assume that (f, g) verifies H lip(ζ, η) (see Hypothesis 2.24)
and let (Y s,x,M s,x) denote the (unique) solution of FBSDEs,x(f, g) for fixed
(s, x). Let u be the unique martingale solution of Pseudo − PDE(f, g). For
every (s, x) ∈ [0, T ]× E, on the interval [s, T ],

• Y s,x and u(·, X·) are Ps,x-modifications, and equal dV ⊗ dPs,x a.e.;

• M s,x and M [u]s,x are Ps,x-indistinguishable.

Moreover u belongs to L2
X and for any (s, x) ∈ [0, T ] × E, we have d〈Ms,x〉

dV
=

G(u, u)(·, X·) dV ⊗ dPs,x a.e.

Remark 3.14. The martingale solution u of Pseudo − PDE exists and is
unique by Theorem 2.26.

We can therefore represent the unique decoupled mild solution of Pseudo−
PDE(f, g) via the stochastic equations FBSDEs,x(f, g) as follows.

Theorem 3.15. Assume that (f, g) verifies H lip(ζ, η) (see Hypothesis 2.24)
and let (Y s,x,M s,x) denote the (unique) solution of FBSDEs,x(f, g) for fixed
(s, x).
Then for any (s, x) ∈ [0, T ]× E, the random variable Y s,xs is Ps,x a.s. equal to
a constant (which we still denote Y s,xs ), and the function

u : (s, x) 7−→ Y s,xs (3.18)

is the unique decoupled mild solution of Pseudo− PDE(f, g).

Proof. By Theorem 3.13, there exists a Borel function u such that for every
(s, x) ∈ [0, T ] × E, Y s,xs = u(s,Xs) = u(s, x) Ps,x a.s. and u is the unique
martingale solution of Pseudo − PDE(f, g). By Proposition 3.7, it is also its
unique decoupled mild solution.

Remark 3.16. The function v such that (u, v) is the unique solution of the
identification problem IP (f, g) also has a stochastic representation since it ver-
ifies for every (s, x) ∈ [0, T ]× E, on the interval [s, T ],
d〈Ms,x〉
dV

= v2(·, X·) dV ⊗ dPs,x a.e. where M s,x is the martingale part of the
solution of FBSDEs,x.

Conversely, under the weaker condition Hgrowth(ζ, η) if one knows the so-
lution of IP (f, g), one can (for every (s, x)) produce a version of a solution of
FBSDEs,x(f, g) as follows. This is only possible with the notion of decoupled
mild solution: even in the case of Brownian BSDEs the knowledge of the viscos-
ity solution of the related PDE would (in general) not be sufficient to reconstruct
the family of solutions of the BSDEs.
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Proposition 3.17. Assume that (f, g) verifies Hgrowth(ζ, η), see Hypothesis
3.1. Suppose the existence of a solution (u, v) to IP (f, g), and let (s, x) ∈
[0, T ]× E be fixed. Then

(

u(·, X), u(·, X)− u(s, x) +

∫ ·

s

f(·, ·, u, v)(r,Xr)dVr

)

(3.19)

admits on [s, T ] a Ps,x-version (Y s,x,M s,x) which solves FBSDEs,x on [s, T ].

Proof. By Proposition 3.8, u is a martingale solution of Pseudo−PDE(f, g) and
v2 = G(u, u). We now fix (s, x) ∈ [0, T ]× E. Combining Definitions 2.15, 2.17
and 2.22, we know that u(T, ·) = g and that on [s, T ], u(·, X) has a Ps,x-version
Us,x with decomposition Us,x = u(s, x) −

∫ ·
s
f(·, ·, u, v)(r,Xr)dVr + M [u]s,x,

where M [u]s,x is an element of H2
0 of angular bracket

∫ ·
s
v2(r,Xr)dVr and is a

version of u(·, X) − u(s, x) +
∫ ·
s
f(·, ·, u, v)(r,Xr)dVr. By Lemma 2.19, taking

into account u(T, ·) = g, the couple (Us,x,M [u]s,x) verifies on [s, T ], in the sense
of indistinguishability

Us,x = g(XT )+

∫ T

·
f

(

r,Xr, U
s,x
r ,

√

d〈M [u]s,x〉

dV
(r)

)

dVr− (M [u]s,xT −M [u]s,x· )

(3.20)
with M [u]s,x ∈ H2

0 verifying M [u]s,xs = 0 (see Definition 2.15) and Us,xs is deter-
ministic so in particular is a square integrable r.v. Following a slight adaptation
of the proof of Lemma 3.25 in [7] (see Remark 3.18 below), this implies that
Us,x ∈ L2(dV ⊗ dPs,x) and therefore that that (Us,x,M [u]s,x) is a solution of
FBSDEs,x(f, g) on [s, T ].

Remark 3.18. Indeed Lemma 3.25 in [7], taking into account Notation 5.5
ibidem, can be applied rigorously only under H lip(ζ, η) for (f, g). However, the
same proof easily allows an extension to our framework Hgrowth(ζ, η).

4 Examples of applications

We now develop some examples. Some of the applications that we are interested
in involve operators which only act on the space variable, and we will extend
them to time-dependent functions. The reader may consult Appendix B, con-
cerning details about such extensions. In all the items below there will be a
canonical Markov class with transition function measurable in time which is so-
lution of a well-posed Martingale Problem associated to some triplet (D(a), a, V )
as introduced in Definition 2.3. Therefore all the results of this paper will apply
to all the examples below, namely Theorem 2.26, Propositions 2.27, 3.7 and 3.8,
Theorem 3.9, Corollaries 3.10 and 3.10, Theorems 3.12, 3.13 and 3.15 and Propo-
sition 3.17. In particular, Theorem 3.9 states in all the cases, under suitable
Lipschitz type conditions for the driver f , that the corresponding Pseudo-PDE
admits a unique decoupled mild solution. In all the examples T ∈ R∗

+ will be
fixed.
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4.1 Markovian jump diffusions

In this subsection, the state space will be E := Rd for some d ∈ N∗. We are
given µ ∈ B([0, T ] × Rd,Rd), α ∈ B([0, T ] × Rd, S∗

+(R
d)) (where S∗

+(R
d) is

the space of symmetric strictly positive definite matrices of size d) and K a
Lévy kernel: this means that for every (t, x) ∈ [0, T ] × Rd, K(t, x, ·) is a σ-

finite measure on Rd\{0}, sup
t,x

∫ ‖y‖2

1+‖y‖2K(t, x, dy) <∞ and for every Borel set

A ∈ B(Rd\{0}), (t, x) 7−→
∫

A

‖y‖2

1+‖y‖2K(t, x, dy) is Borel. We will consider the
operator a defined by

∂tφ+
1

2
Tr(α∇2φ) + (µ,∇φ) +

∫
(

φ(·, · + y)− φ(·, y)−
(y,∇φ)

1 + ‖y‖2

)

K(·, ·, dy),

(4.1)
on the domain D(a) which is here the linear algebra C1,2

b ([0, T ] × Rd,R) of
real continuous bounded functions on [0, T ]×Rd which are continuously differ-
entiable in the first variable with bounded derivative, and twice continuously
differentiable in the second variable with bounded derivatives.

Concerning martingale problems associated to parabolic PDE operators, one
may consult [42]. Since we want to include integral operators, we will adopt
the formalism of D.W. Stroock in [41]. Its Theorem 4.3 and the penultimate
sentence of its proof states the following.

Theorem 4.1. Suppose that µ is bounded, that α is bounded continuous and that
for any A ∈ B(Rd\{0}), (t, x) 7−→

∫

A
y

1+‖y‖2K(t, x, dy) is bounded continuous.

Then, for every (s, x), there exists a unique probability Ps,x on the canonical
space (see Definition A.1) such that φ(·, X·) −

∫ ·
s
a(φ)(r,Xr)dr is a local mar-

tingale for any φ ∈ D(a) and Ps,x(Xs = x) = 1. Moreover (Ps,x)(s,x)∈[0,T ]×Rd

defines a Markov class and its transition function is measurable in time.

The Martingale Problem associated to (D(a), a, Vt ≡ t) in the sense of Defi-
nition 2.3 is therefore well-posed and solved by (Ps,x)(s,x)∈[0,T ]×Rd .

In this context, D(a) is an algebra and for φ, ψ in D(a), the carré du champs
operator is given by

Γ(φ, ψ) =
∑

i,j≤d
αi,j∂xi

φ∂xj
ψ +

∫

R

d\{0}
(φ(·, ·+ y)− φ)(ψ(·, ·+ y)− ψ)K(·, ·, dy).

In order to obtain a general result without having to make considerations on
the integrability of X , we consider a couple (f, g) satisfying H lip

b meaning that
g and f(·, ·, 0, 0) are bounded.

Proposition 4.2. Under the assumptions of Theorem 4.1, and if (f, g) verify

H lip
b (see Hypothesis 2.24), Pseudo−PDE(f, g) admits a unique decoupled mild

solution in the sense of Definition 3.4.

Proof. D(a) is an algebra. Moreover (Ps,x)(s,x)∈[0,T ]×Rd is a Markov class which
is measurable in time, and it solves the well-posed Martingale Problem associ-
ated to (D(a), a, Vt ≡ t). Therefore our Theorem 3.9 applies.
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4.2 Pseudo-Differential operators and Fractional Lapla-

cian

This section concerns pseudo-differential operators with negative definite sym-
bol, see [26] for an extensive description. A typical example of such operators
will be the fractional Laplacian ∆

α
2 with α ∈]0, 2[, see Chapter 3 in [13] for a de-

tailed study of this operator. We will mainly use the notations and vocabulary
of N. Jacob in [25], [26] and [27], some results being attributed to W. Hoh [22].
We fix d ∈ N∗. C∞

c (Rd) will denote the space of real functions defined on Rd

which are infinitely continuously differentiable with compact support and S(Rd)
the Schwartz space of fast decreasing real smooth functions also defined on Rd.
Fu will denote the Fourier transform of a function u whenever it is well-defined.
For u ∈ L1(Rd) we use the convention Fu(ξ) = 1

(2π)
d
2

∫

R

d e
−i(x,ξ)u(x)dx.

Definition 4.3. A function ψ ∈ C(Rd,R) will be said negative definite if for
any k ∈ N, ξ1, · · · , ξk ∈ Rd, the matrix (ψ(ξj) + ψ(ξl)− ψ(ξj − ξl))j,l=1,··· ,k is
symmetric positive definite.

A function q ∈ C(Rd × Rd,R) will be called a continuous negative defi-

nite symbol if for any x ∈ Rd, q(x, ·) is continuous negative definite
In this case we introduce the pseudo-differential operator q(·, D) defined by

q(·, D)(u)(x) =
1

(2π)
d
2

∫

R

d

ei(x,ξ)q(x, ξ)Fu(ξ)dξ. (4.2)

Remark 4.4. By Theorem 4.5.7 in [25], q(·, D) maps the space C∞
c (Rd) of

smooth functions with compact support into itself. In particular q(·, D) will be
defined on C∞

c (Rd). However, the proof of this Theorem 4.5.7 only uses the fact
that if φ ∈ C∞

c (Rd) then Fφ ∈ S(Rd) and this still holds for every φ ∈ S(Rd).
Therefore q(·, D) is well-defined on S(Rd) and maps it into C(Rd,R).

A typical example of such pseudo-differential operators is the fractional
Laplacian defined for some fixed α ∈]0, 2[ on S(Rd) by

(−∆)
α
2 (u)(x) =

1

(2π)
d
2

∫

R

d

ei(x,ξ)‖ξ‖αFu(ξ)dξ. (4.3)

Its symbol has no dependence in x and is the continuous negative definite func-
tion ξ 7→ ‖ξ‖α. Combining Theorem 4.5.12 and 4.6.6 in [27], one can state the
following.

Theorem 4.5. Let ψ be a continuous negative definite function satisfying for
some r0, c0 > 0: ψ(ξ) ≥ c0‖ξ‖r0 if ‖ξ‖ ≥ 1. Let M be the smallest integer
strictly superior to ( d

r0
∨2)+d. Let q be a continuous negative symbol verifying,

for some c, c′ > 0 and γ : Rd → R

∗
+, the following items.

• q(·, 0) = 0 and sup
x∈Rd

|q(x, ξ)| −→
ξ→0

0;
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• q is C2M+1−d in the first variable and for any β ∈ Nd with ‖β‖ ≤ 2M +
1− d, ‖∂βx q‖ ≤ c(1 + ψ);

• q(x, ξ) ≥ γ(x)(1 + ψ(x)) if x ∈ Rd, ‖ξ‖ ≥ 1;

• q(x, ξ) ≤ c′(1 + ‖ξ‖2) for every (x, ξ).

Then the homogeneous Martingale Problem associated to (−q(·, D),S(Rd)) is
well-posed (see Definition B.3) and its solution (Px)x∈Rd defines a homogeneous
Markov class, see Notation B.1.

We will now introduce the time-inhomogeneous domain which will be used
to extend D(−q(·, D)) = S(Rd).

Definition 4.6. Let τ be a Hausdorff topological linear space. We will denote
by C1([0, T ], τ) the set of functions φ ∈ C([0, T ], τ) such that there exists a func-
tion ∂tφ ∈ C([0, T ], τ) verifying the following. For every t0 ∈ [0, T ] we have

1
(t−t0) (φ(t) − φ(t0))

τ
−→
t→t0

∂tφ(t0).

We recall that a topological algebra is a topological space equipped with a
structure of linear algebra such that addition, multiplication and multiplication
by a scalar are continuous.

Lemma 4.7. Let A be a (Hausdorff) topological algebra, then C1([0, T ],A) is a
linear algebra, and for any φ, ψ ∈ C1([0, T ],A), we have ∂t(φψ) = ψ∂tφ+φ∂tψ.

Proof. The proof is very close to the one of R.

Remark 4.8. Classical examples of topological algebras are C∞
c (Rd), S(Rd),

C∞(Rd), Cm(Rd) for some m ∈ N (equipped with their usual topologies), or
W k,p(Rd)

⋂

W k,∞(Rd) for any k ∈ N∗, p ≥ 1, where W k,p(Rd) denotes the
usual Sobolev space of parameters k, p. Those are all Fréchet algebras except for
C∞
c (Rd) which is only locally convex one.

Notation 4.9. We set D(∂t − q(·, D)) := C1([0, T ],S(Rd)).

Elements in C([0, T ],S(Rd)) will also be seen as functions of two variables,
and since convergence in S(Rd) implies pointwise convergence, the usual notion
of partial derivative coincides with the notation ∂t introduced in Definition 4.6.
Any φ ∈ D(∂t − q(·, D)) clearly verifies

• ∀t ∈ [0, T ], φ(t, ·) ∈ S(Rd) and ∀x ∈ Rd, φ(·, x) ∈ C1([0, T ],R);

• ∀t ∈ [0, T ], ∂tφ(t, ·) ∈ S(Rd).

Our goal now is to show that D(∂t−q(·, D) also verifies the other items needed to
be included in Dmax(∂t−q(·, D)) (see Notation B.5) and therefore that Corollary
B.8 applies with this domain.
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Notation 4.10. Let α, β ∈ Nd be multi-indices, we introduce the semi-norm

‖ · ‖α,β :
S(Rd) −→ R

φ 7−→ sup
x∈Rd

|xα∂βxφ(x)|. (4.4)

S(Rd) is a Fréchet space whose topology is determined by the family of
seminorms ‖ · ‖α,β. In particular those seminorms are continuous.
In what follows, Fx will denote the Fourier transform taken in the space variable.

Proposition 4.11. Let φ ∈ C([0, T ],S(Rd)). Then Fxφ ∈ C([0, T ],S(Rd)).
Moreover if φ ∈ C1([0, T ],S(Rd)), then Fxφ ∈ C1([0, T ],S(Rd)) and
∂tFxφ = Fx∂tφ.

Proof. Fx : S(Rd) −→ S(Rd) is continuous, so φ ∈ C([0, T ],S(Rd) implies
Fxφ ∈ C([0, T ],S(Rd)). If φ ∈ C1([0, T ],S(Rd)) then ∂tφ ∈ C([0, T ],S(Rd) so
Fx∂tφ ∈ C([0, T ],S(Rd). Then for any t0 ∈ [0, T ], the convergence

1
t−t0 (φ(t, ·)−φ(t0, ·))

S(Rd)
−→
t→t0

∂tφ(t0, ·) is preserved by the continuous mapping Fx

meaning that (by linearity)
1

t−t0 (Fxφ(t, ·) − Fxφ(t0, ·))
S(Rd)
−→
t→t0

Fx∂tφ(t0, ·). Since Fx∂tφ ∈ C([0, T ],S(Rd)),

we have shown that Fxφ ∈ C1([0, T ],S(Rd)) and ∂tFxφ = Fx∂tφ.

Proposition 4.12. If φ ∈ C([0, T ],S(Rd)), then for any α, β ∈ Nd,
(t, x) 7−→ xα∂βxφ(t, x) is bounded.

Proof. Let α, β be fixed. Since the maps ‖ · ‖α,β : S(Rd) → R are continuous,
for every φ ∈ C([0, T ],S(Rd)), the application t 7→ ‖φ(t, ·)‖α,β is continuous on
the compact interval [0, T ] and therefore bounded, which yields the result.

Proposition 4.13. If φ ∈ C([0, T ],S(Rd)) and α, β ∈ N

d, then there exist
non-negative functions ψα,β ∈ L1(Rd) such that for every (t, x) ∈ [0, T ]×Rd,
|xα∂βxφ(t, x)| ≤ ψα,β(x).

Proof. We decompose

|xα∂βxφ(t, x)| = |xα∂βxφ(t, x)|1[−1,1]d(x) + |xα+(2,··· ,2)∂βxφ(t, x)|
1

Π
i≤d

x2
i

1
R

d\[−1,1]d(x)

≤ C(1[−1,1]d(x) +
1

Π
i≤d

x2
i

1
R

d\[−1,1]d(x)),

(4.5)
where C is some constant which exists thanks to Proposition 4.12.

Proposition 4.14. Let q be a continuous negative definite symbol verifying
the assumptions of Theorem 4.5 and let φ ∈ C1([0, T ],S(Rd)). Then for any
x ∈ Rd, t 7→ q(·, D)φ(t, x) ∈ C1([0, T ],R) and ∂tq(·, D)φ = q(·, D)∂tφ.
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Proof. We fix φ ∈ C1([0, T ],S(Rd)), and x ∈ Rd. We wish to show that for any
ξ ∈ Rd, t 7−→ 1

(2π)
d
2

∫

R

d e
i(x,ξ)q(x, ξ)Fxφ(t, ξ)dξ is C1 with derivative

t 7−→ 1

(2π)
d
2

∫

R

d e
i(x,ξ)q(x, ξ)Fx∂tφ(t, ξ)dξ.

Since φ ∈ C1([0, T ],S(Rd)), then ∂tφ ∈ C([0, T ],S(Rd)) and by Proposition 4.11,
Fx∂tφ ∈ C([0, T ],S(Rd)). Moreover since q verifies the assumptions of Theorem
4.5, then |q(x, ξ)| is bounded by c′(1+ ‖ξ‖2) for some constant c′. Therefore by
Proposition 4.13, there exists a non-negative ψ ∈ L1(Rd) such that for every
t, ξ, |q(x, ξ)Fx∂tφ(t, ξ)| ≤ ψ(ξ). Since by Proposition 4.11, Fx∂tφ = ∂tFxφ, this
implies that for any (t, ξ), |∂tei(x,ξ)q(x, ξ)Fxφ(t, ξ)| ≤ ψ(ξ). So by the theorem
about the differentiation of integrals depending on a parameter, for any ξ ∈ Rd,
t 7−→ 1

(2π)
d
2

∫

R

d e
i(x,ξ)q(x, ξ)Fxφ(t, ξ)dξ is of class C1 with derivative

t 7−→ 1

(2π)
d
2

∫

R

d e
i(x,ξ)q(x, ξ)Fx∂tφ(t, ξ)dξ.

Proposition 4.15. Let q be a continuous negative definite symbol verifying
the assumptions of Theorem 4.5 and let φ ∈ C1([0, T ],S(Rd)). Then φ, ∂tφ,
q(·, D)φ and q(·, D)∂tφ are bounded.

Proof. Proposition 4.12 implies that any element of C([0, T ],S(Rd)) is bounded,
so we immediately deduce that φ and ∂tφ are bounded.
Since q verifies the assumptions of Theorem 4.5, for any fixed (t, x) ∈ [0, T ]×Rd,
we have

|q(·, D)φ(t, x)| =

∣

∣

∣

∣

1

(2π)
d
2

∫

R

d e
i(x,ξ)q(x, ξ)Fxφ(t, ξ)dξ

∣

∣

∣

∣

≤ C
∫

R

d(1 + ‖ξ‖2)|Fxφ(t, ξ)|dξ,
(4.6)

for some constant C. Since φ ∈ C([0, T ],S(Rd)) then, by Proposition 4.11, Fxφ
also belongs to C([0, T ],S(Rd)), and by Proposition 4.12, there exists a positive
ψ ∈ L1(Rd) such that for any (t, ξ), (1 + ‖ξ‖2)|Fxφ(t, ξ)| ≤ ψ(ξ), so for any
(t, x), |q(·, D)φ(t, x)| ≤ ‖ψ‖1.

Similar arguments hold replacing φ with ∂tφ since it also belongs to C([0, T ],S(Rd)).

Remark 4.16. C1([0, T ],S(Rd)) seems to be a domain which is particularly ap-
propriate for time-dependent Fourier analysis and it fits well for our framework.
On the other hand it is not so fundamental to require such regularity for classi-
cal solutions for Pseudo-PDEs, so that we could consider a larger domain. For
example the Fréchet algebra S(Rd) could be replaced with the Banach algebra
W d+3,1(Rd)

⋂

W d+3,∞(Rd) in all the previous proofs.
Even bigger domains are certainly possible, we will however not insist on such
refinements.

Corollary 4.17. Let q be a continuous negative definite symbol verifying the
hypotheses of Theorem 4.5. Then D(∂t − q(·, D)) is a linear algebra included in
Dmax(∂t − q(·, D)) as defined in Notation B.5.
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Proof. We recall that, according to Notation 4.9 D(∂t−q(·, D)) = C1([0, T ],S(Rd)).
The proof follows from Lemma 4.7, Propositions 4.14 and 4.15, and the com-
ments under Notation 4.9.

Corollary 4.18. Let q be a continuous negative definite symbol verifying the
hypotheses of Theorem 4.5, let (Px)x∈Rd be the corresponding homogeneous
Markov class exhibited in Theorem 4.5, let (Ps,x)(s,x)∈[0,T ]×Rd be the corre-
sponding Markov class (see Notation B.1), let (D(∂t − q(·, D)), ∂t − q(·, D)) be
as in Notation 4.9. Then

• (Ps,x)(s,x)∈[0,T ]×Rd solves the well-posed Martingale Problem associated to
(D(∂t − q(·, D)), ∂t − q(·, D), Vt ≡ t);

• its transition function is measurable in time.

Proof. The first statement directly comes from Theorem 4.5 and Corollaries
4.17 B.8, and the second from Proposition B.2.

Remark 4.19. The symbol of the fractional Laplacian q : (x, ξ) 7→ ‖ξ‖α trivially
verifies the assumptions of Theorem 4.5. Indeed, it has no dependence in x, so
it is enough to set ψ : ξ 7→ ‖ξ‖α, c0 = c = c′ = 1, r0 = α and γ = 1

2 .

The Pseudo-PDE that we focus on is the following.
{

∂tu− q(·, D)u = f(·, ·, u,
√

Γ(u, u)) on [0, T ]×Rd

u(T, ·) = g,
(4.7)

where q is a continuous negative definite symbol verifying the assumptions of
Theorem 4.5 and Γ is the associated carré du champs operator, see Definition
2.6.

Remark 4.20. By Proposition 3.3 in [13], for any α ∈]0, 2[, there exists a
constant cα such that for any φ ∈ S(Rd),

(−∆)
α
2 φ = cαPV

∫

R

d

(φ(· + y)− φ)

‖y‖d+α
dy, (4.8)

where PV is a notation for principal value, see (3.1) in [13]. Therefore in the
particular case of the fractional Laplace operator, the carré du champs operator
Γα associated to (−∆)

α
2 is given by

Γα(φ, φ)

= cαPV
∫

R

d

(φ2(·,·+y)−φ2)
‖y‖d+α dy − 2φcαPV

∫

R

d

(φ(·,·+y)−φ)
‖y‖d+α dy

= cαPV
∫

R

d

(φ(·,·+y)−φ)2
‖y‖d+α dy.

(4.9)

Proposition 4.21. Let q be a continuous negative symbol verifying the as-
sumptions of Theorem 4.5, let (Ps,x)(s,x)∈[0,T ]×Rd be the Markov class which by
Corollary 4.18 solves the well-posed Martingale Problem associated to
(D(∂t − q(·, D)), ∂t − q(·, D), Vt ≡ t).

For any (f, g) verifying H lip
b (see Hypothesis 2.24), Pseudo−PDE(f, g) admits

a unique decoupled mild solution in the sense of Definition 3.4.

Proof. The assertion comes from Corollary 4.18 and Theorem 3.9.
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4.3 Parabolic semi-linear PDEs with distributional drift

In this section we will use the formalism and results obtained in [18] and [19],
see also [39], [10] for more recent developments. In particular the latter paper
treats interesting applications to polymers. Those papers introduced a suit-
able framework of Martingale Problem related to a PDE operator containing
a distributional drift b′ which is the derivative of a continuous function. [17]
established a first work in the n-dimensional setting.

Let b, σ ∈ C0(R) such that σ > 0. By mollifier, we intend a function
Φ ∈ S(R) with

∫

Φ(x)dx = 1. We denote Φn(x) = nΦ(nx), σ2
n = σ2 ∗ Φn,

bn = b ∗ Φn.
We then define Lng =

σ2
n

2 g
′′ + b′ng

′. f ∈ C1(R) is said to be a solution to
Lf = l̇ where l̇ ∈ C0, if for any mollifier Φ, there are sequences (fn) in C2,

(l̇n) in C0 such that Lnfn = (l̇n), fn
C1

−→ f , l̇n
C0

−→ l̇. We will assume that

Σ(x) = lim
n→∞

2
∫ x

0
b′n
σ2
n
(y)dy exists in C0 independently from the mollifier.

By Proposition 2.3 in [18] there exists a solution h ∈ C1 to Lh = 0, h(0) =
0, h′(0) = 1. Moreover it verifies h′ = e−Σ. Moreover by Remark 2.4 in [18], for
any l̇ ∈ C0, x0, x1 ∈ R, there exists a unique solution of

Lf(x) = l̇, f ∈ C1, f(0) = x0, f ′(0) = x1. (4.10)

DL is defined as the set of f ∈ C1 such that there exists some l̇ ∈ C0 with Lf = l̇.
And by Lemma 2.9 in [18] it is equal to the set of f ∈ C1 such that f ′

h′ ∈ C1. So
it is clearly an algebra.
h is strictly increasing, I will denote its image. Let L0 be the classical differential

operator defined by L0φ =
σ2
0

2 φ
′′, where

σ0(y) =

{

(σh′)(h−1(y)) : y ∈ I
0 : y ∈ Ic.

(4.11)

Let v be the unique solution to Lv = 1, v(0) = v′(0) = 0, we will assume that

v(−∞) = v(+∞) = +∞, (4.12)

which represents a non-explosion condition. In this case, Proposition 3.13 in
[18] states that the Martingale Problem associated to (DL, L, Vt ≡ t) is well-
posed. Its solution will be denoted (Ps,x)(s,x)∈[0,T ]×Rd . By Proposition 2.13,
DL0 = C2(I). and by Proposition 3.2 in [18], the Martingale Problem asso-
ciated to (DL0 , L0, Vt ≡ t) is also well-posed, we will call (Qs,x)(s,x)∈[0,T ]×Rd

its solution. Moreover under any Ps,x the canonical process is a Dirichlet pro-
cess, and h−1(X) is a semi-martingale that we call Y solving the SDE Yt =

h(x) +
∫ t

s
σ0(Ys)dWs in law, where the law of Y is Qs,x. Xt is a Ps,x-Dirichlet

process whose martingale component is
∫ ·
s
σ(Xr)dWr. (Ps,x)(s,x)∈[0,T ]×Rd and

(Qs,x)(s,x)∈[0,T ]×Rd both define Markov classes.
We introduce now the domain that we will indeed use.
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Definition 4.22. We set

D(a) =

{

φ ∈ C1,1([0, T ]×R) :
∂xφ

h′
∈ C1,1([0, T ]×R)

}

, (4.13)

which clearly is a linear algebra.

On D(a), we set Lφ := σ2h′

2 ∂x(
∂xφ
h′ ) and a(φ) := ∂tφ+ Lφ.

Proposition 4.23. Let Γ denote the carré du champ operator associated to a,
let φ, ψ be in D(a), then Γ(φ, ψ) = σ2∂xφ∂xψ.

Proof. We fix φ, ψ in D(a). We write

Γ(φ, ψ) = (∂t + L)(φψ)− φ(∂t + L)(ψ)− ψ(∂t + L)(φ)

= σ2h′

2

(

∂x

(

∂xφψ
h′

)

− φ∂x

(

∂xψ
h′

)

− ψ∂x

(

∂xφ
h′

))

= σ2∂xφ∂xψ.

(4.14)

Emphasizing that b′ is a distribution, the equation that we will study in this
section is therefore given by

{

∂tu+ 1
2σ

2∂2xu+ b′∂xu+ f(·, ·, u, σ|∂xu|) = 0 on [0, T ]×R
u(T, ·) = g.

(4.15)

Proposition 4.24. (Ps,x)(s,x)∈[0,T ]×Rd solves the Martingale Problem associ-
ated to (a,D(a), Vt ≡ t).

Proof. (t, y) 7→ φ(t, h−1(y)) is of class C1,2; moreover ∂x
(

φ(r, ·) ◦ h−1
)

= ∂xφ
h′ ◦

h−1 and ∂2x
(

φ(r, ·) ◦ h−1
)

= 2Lφ
σ2h′2 ◦ h−1 = 2Lφ

σ2
0

◦ h−1. By Itô formula we have

φ(t,Xt) = φ(t, h−1(Yt))

= φ(s, x) +
∫ t

s

(

∂tφ(r, h
−1(Yr)) +

1
2σ

2
0(Yr)∂

2
x

(

φ(r, ·) ◦ h−1
)

(Yr)
)

dr

+
∫ t

s
σ0(r, h

−1(Yr))∂x
(

φ(r, ·) ◦ h−1
)

(Yr)dWr

= φ(s, x) +
∫ t

s

(

∂tφ(r, h
−1(Yr)) + Lφ(r, h−1(Yr))

)

dr

+
∫ t

s
σ0(r, h

−1(Yr))
∂xφ(r,h

−1(Yr))
h′(Yr)

dWr

= φ(s, x) +
∫ t

s
(∂tφ(r,Xr) + l(r,Xr))) dr +

∫ t

s
σ(r,Xr)∂xφ(r,Xr)dWr .

(4.16)
Therefore φ(t,Xt) − φ(s, x) −

∫ t

s
a(φ)(r,Xr)dr =

∫ t

s
σ(r,Xr)∂xφ(r,Xr)dWr

is a local martingale.

In order to consider the FBSDEs,x(f, g) for functions (f, g) having poly-
nomial growth in x we will show the following result. We formulate here the
supplementary assumption, called (TA) in [18]. This means the existence of
strictly positive constants c1, C1 such that

c1 ≤
eΣ

σ
≤ C1. (4.17)
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Proposition 4.25. We suppose that (4.17) is fulfilled and σ has linear growth.

Then, for any p > 0 and (s, x) ∈ [0, T ]×R, Es,x[|XT |p] <∞ and Es,x[
∫ T

s
|Xr|pdr] <

∞. In other words, the Markov class (Ps,x)(s,x)∈[0,T ]×Rd verifies Hmom(ζ, η)
(see Hypothesis 2.23), for ζ : x 7−→ |x|p and η : x 7−→ |x|q, for every p, q > 0.

Proof. We start by proving the proposition in the divergence form case, meaning
that b = σ2

2 .
Let (s, x) and t ∈ [s, T ] be fixed. Thanks to the Aronson estimates, see e.g. [2]
and also Section 5. of [18], there is a constant M > 0 such that

E

s,x[|Xt|p] =
∫

R

|y|ppt−s(x, y)dy

≤ M√
t−s

∫

R

|y|pe−
|x−y|2

M(t−s) dz

= M
3
2

∫

R

|x+ z
√

M(t− s)|pe−z
2

dz

≤
∑p

k=0M
3+k
2

(

p
k

)

|x|k|t− s|
p−k

2

∫

R

|z|p−ke−z
2

dz,

(4.18)

which (for fixed (s, x)) is bounded in t ∈ [s, T ] and therefore Lebesgue integrable

in t on [s, T ]. This in particular shows that Es,x[|XT |
p] and Es,x[

∫ T

s
|Xr|

pdr](=
∫ T

s
E

s,x[|Xr|p]dr) are finite.
Now we will consider the case in which X only verifies (4.17) and we will add
the hypothesis that σ has linear growth.
Then there exists a process Z (see Lemma 5.6 in [18]) solving an SDE with dis-
tributional drift of divergence form generator, and a function k of class C1 such
that X = k−1(Z). The (4.17) condition implies that there exist two constants
such that 0 < c ≤ k′σ ≤ C implying that for any x, (k−1)′(x) = 1

k′◦k−1(x) ≤
σ◦k−1(x)

c
≤ C2(1+ |k−1(x)|), for a positive constant C2. So by Gronwall Lemma

there exists C3 > 0 such that k−1(x) ≤ C3e
C2|x|, ∀x ∈ R.

Now thank to the Aronson estimates on the transition function pZ of Z, for
every p > 0, we have

E

s,x[|X |pt ] ≤ C3

∫

eC2p|z|pZt−s(k(x), z)dz

≤
∫

eC2p|z| M√
t
e−

|k(x)−z|2

Mt dz

≤ M
3
2

∫

eC2p(
√
Mt|y|+k(x))e−y

2

dy
≤ AeBk(x),

(4.19)

whereA,B are two constants depending on p andM . This implies thatEs,x[|XT |p] <

∞ and Es,x[
∫ T

s
|Xr|pdr] <∞.

We can now state the main result of this section.

Proposition 4.26. Assume that the non-explosion condition (4.12) is verified
and the validity of the two following items.

• the (TA) condition (4.17) is fulfilled, σ has linear growth and (f, g) verifies
H lip(ζ, η) (see Hypothesis 2.24) with ζ : x 7→ |x|p, η : x 7→ |x|q for some
p, q ∈ R+;
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• (f, g) verifies H lip
b , see Hypothesis 2.24.

Then (4.15) has a unique decoupled mild solution u in the sense of Definition
3.4.

Proof. The assertion comes from Theorem 3.9 which applies thanks to Propo-
sitions 4.24, 4.25 and B.2.

Remark 4.27. 1. A first analysis linking PDEs (in fact second order ellip-
tic differential equations) with distributional drift and BSDEs was per-
formed by [40]. In those BSDEs the final horizon was a stopping time.

2. In [24], the authors have considered a class of BSDEs involving particular
distributions.

4.4 Diffusion equations on differential manifolds

In this section, we will provide an example of application in a non Euclidean
space. We consider a compact connected smooth differential manifold M of
dimension n. We denote by C∞(M) the linear algebra of smooth functions from
M to R, and (Ui, φi)i∈I its atlas. The reader may consult [30] for an extensive
introduction to the study of differential manifolds, and [23] concerning diffusions
on differential manifolds.

Lemma 4.28. M is Polish.

Proof. By Theorem 1.4.1 in [30]M may be equipped with a Riemannian metric,
that we denote by g and its topology may be metricized by the associated
distance which we denote by d. As any compact metric space, (M,d) is separable
and complete so that M is a Polish space.

We denote by (Ω,F , (Xt)t∈[0,T ](F)t∈[0,T ]) the canonical space associated to
M and T , see Definition A.1.

Definition 4.29. An operator L : C∞(M) −→ C∞(M) will be called a smooth

second order elliptic non degenerate differential operator on M if for
any chart φ : U −→ R

n there exist smooth µ : φ(U) −→ R

n and α : φ(U) −→
S∗
+(R

n) such that on φ(U) for any f ∈ C∞(M) we have

Lf(φ−1(x)) =
1

2

n
∑

i,j=1

αi,j(x)∂xixj
(f ◦φ−1)(x)+

n
∑

i=1

µi(x)∂xi
(f ◦φ−1)(x). (4.20)

α and µ depend on the chart φ but this dependence will be sometimes
omitted and we will say that for some given local coordinates,

Lf = 1
2

n
∑

i,j=1

αi,j∂xixj
f +

n
∑

i=1

µi∂xi
f .

The following definition comes from [23], see Definition 1.3.1.
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Definition 4.30. Let L denote a smooth second order elliptic non degenerate
differential operator on M . Let x ∈ M . A probability measure Px on (Ω,F)
will be called an L-diffusion starting in x if

• Px(X0 = x) = 1;

• for every f ∈ C∞(M), f(X) −
∫ ·
0 Lf(Xr)dr is a (Px, (F)t∈[0,T ])) local

martingale.

Remark 4.31. No explosion can occur for continuous stochastic processes with
values in a compact space, so there is no need to consider paths in the compact-
ification of M as in Definition 1.1.4 in [23].
Theorems 1.3.4 and 1.3.5 in [23] state that for any x ∈M , there exists a unique
L-diffusion starting in x. Theorem 1.3.7 in [23] implies that those probability
measures (Px)x∈M define a homogeneous Markov class.

For a given operator L, the carré du champs operator Γ is given (in local

coordinates) by Γ(φ, ψ) =
n
∑

i,j=1

αi,j∂xi
φ∂xj

φ, see equation (1.3.3) in [23]. We

wish to emphasize here that the carré du champs operator has recently become
a powerful tool in the study of geometrical properties of Riemannian manifolds.
The reader may refer e.g. to [3].

Definition 4.32. (Px)x∈M will be called the L-diffusion. If M is equipped
with a specific Riemannian metric g and L is chosen to be equal to 1

2∆g where
∆g the Laplace-Beltrami operator associated to g, then (Px)x∈M will be called
the Brownian motion associated to g, see [23] Chapter 3 for details.

We now fix some smooth second order elliptic non degenerate differential
operator L and the L-diffusion (Px)x∈M . We introduce the associated Markov
class (Ps,x)(s,x)∈[0,T ]×M as described in Notation B.1, which by Proposition B.2
is measurable in time.

Notation 4.33. We define D(∂t +L) the set of functions u : [0, T ]×M −→ R

such that, for any chart φ : U −→ R

n, the mapping

[0, T ]× φ(U) −→ R

(t, x) 7−→ u(t, φ−1(x))
(4.21)

belongs to C∞([0, T ]× φ(U),R), the set of infinitely continuously differentiable
functions in the usual Euclidean setup.

Lemma 4.34. D(∂t+L) is a linear algebra included in Dmax(∂t+L) as defined
in Notation B.5.

Proof. For some fixed chart φ : U −→ R

n, C∞([0, T ]× φ(U),R) is an algebra,
so it is immediate that D(∂t + L) is an algebra.
Moreover, if u ∈ D(∂t + L), it is clear that

• ∀x ∈M , u(·, x) ∈ C1([0, T ],R) and ∀t ∈ [0, T ], u(t, ·) ∈ C∞(M);
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• ∀t ∈ [0, T ], ∂tu(t, ·) ∈ C∞(M) and ∀x ∈M , Lu(·, x) ∈ C1([0, T ],R).

Given a chart φ : U −→ R

n, by the Schwarz Theorem allowing the commutation
of partial derivatives (in the classical Euclidean setup), we have for x ∈ φ(U)

∂t ◦ L(u)(t, φ−1(x)) = 1
2

n
∑

i,j=1

αi,j(x)∂t∂xixj
(u(·, φ−1(·))(t, x) +

n
∑

i=1

µi(x)∂t∂xi
(u(·, φ−1(·))(t, x)

= 1
2

n
∑

i,j=1

αi,j(x)∂xixj
∂t(u(·, φ−1(·))(t, x) +

n
∑

i=1

µi(x)∂xi
∂t(u(·, φ−1(·))(t, x)

= L ◦ ∂t(u)(t, φ−1(x)).
(4.22)

So ∂t ◦Lu = L ◦ ∂tu. Finally ∂tu, Lu and ∂t ◦Lu are continuous (since they are
continuous on all the sets [0, T ]× U where U is the domain of a chart) and are
therefore bounded as continuous functions on the compact set [0, T ]×M . This
concludes the proof.

Corollary 4.35. (Ps,x)(s,x)∈[0,T ]×M solves the well-posed Martingale Problem
associated to (∂t + L,D(∂t + L), Vt ≡ t) in the sense of Definition 2.3.

Proof. The corollary derives from Lemma 4.34 and Corollary B.8.

We fix a couple (f, g) verifying H lip
b (see Hypothesis 2.24) and consider the

PDE
{

∂tu+ Lu+ f(·, ·, u,
√

Γ(u, u)) = 0 on [0, T ]×M
u(T, ·) = g.

(4.23)

Since Theorem 3.9 applies, we have the following result.

Proposition 4.36. Equation (4.23) admits a unique decoupled mild solution u
in the sense of Definition 3.4.

Remark 4.37. Since M is compact, we emphasize that if g is continuous and
f is continuous in t, x Lipschitz in y, z then (f, g) verifies H lip

b .

Appendices

A Markov classes

In this Appendix we recall some basic definitions and results concerning Markov
processes. For a complete study of homogeneous Markov processes, one may
consult [12], concerning non-homogeneous Markov classes, our reference was
chapter VI of [14]. The first definition refers to the canonical space that one
can find in [28], see paragraph 12.63.

Notation A.1. In the whole section E will be a fixed Polish space (a separable
completely metrizable topological space). E will be called the state space.

31



We consider T ∈ R

∗
+. We denote Ω := D([0, T ], E) the space of functions

from [0, T ] to E right-continuous with left limits and continuous at time T , e.g.
cadlag. For any t ∈ [0, T ] we denote the coordinate mapping Xt : ω 7→ ω(t), and
we introduce on Ω the σ-field F := σ(Xr |r ∈ [0, T ]).
On the measurable space (Ω,F), we introduce the measurable canonical pro-

cess

X :
(t, ω) 7−→ ω(t)

([0, T ]× Ω,B([0, T ])⊗F) −→ (E,B(E)),

and the right-continuous filtration (Ft)t∈[0,T ] where Ft :=
⋂

s∈]t,T ]

σ(Xr|r ≤ s) if

t < T , and FT := σ(Xr|r ∈ [0, T ]) = F .
(

Ω,F , (Xt)t∈[0,T ], (Ft)t∈[0,T ]

)

will be called the canonical space (associated to
T and E).
For any t ∈ [0, T ] we denote Ft,T := σ(Xr|r ≥ t), and for any 0 ≤ t ≤ u < T
we will denote Ft,u :=

⋂

n≥0

σ(Xr|r ∈ [t, u+ 1
n
]).

Since E is Polish, we recall that D([0, T ], E) can be equipped with a Sko-
rokhod distance which makes it a Polish metric space (see Theorem 5.6 in chap-
ter 3 of [16], and for which the Borel σ-field is F , see Proposition 7.1 in Chapter
3 of [16]. This in particular implies that F is separable, as the Borel σ-field of
a separable metric space.

Remark A.2. Previous definitions and all the notions of this Appendix, extend
to a time interval equal to R+ or replacing the Skorokhod space with the Wiener
space of continuous functions from [0, T ] (or R+) to E.

Definition A.3. The function

p :
(s, x, t, A) 7−→ p(s, x, t, A)

[0, T ]× E × [0, T ]× B(E) −→ [0, 1],

will be called transition function if, for any s, t in [0, T ], x0 ∈ E, A ∈ B(E),
it verifies

1. x 7→ p(s, x, t, A) is Borel,

2. B 7→ p(s, x0, t, B) is a probability measure on (E,B(E)),

3. if t ≤ s then p(s, x0, t, A) = 1A(x0),

4. if s < t, for any u > t,
∫

E
p(s, x0, t, dy)p(t, y, u, A) = p(s, x0, u, A).

The latter statement is the well-known Chapman-Kolmogorov equation.

Definition A.4. A transition function p for which the first item is reinforced
supposing that (s, x) 7−→ p(s, x, t, A) is Borel for any t, A, will be said measur-

able in time.
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Remark A.5. Let p be a transition function which is measurable in time. By
approximation by step functions, one can easily show that, for any Borel function
φ from E to R̄ then (s, x) 7→

∫

φ(y)p(s, x, t, dy) is Borel, provided φ is quasi
integrable for every (s, x).

Definition A.6. A canonical Markov class associated to a transition func-
tion p is a set of probability measures (Ps,x)(s,x)∈[0,T ]×E defined on the measur-
able space (Ω,F) and verifying for any t ∈ [0, T ] and A ∈ B(E)

P

s,x(Xt ∈ A) = p(s, x, t, A), (A.1)

and for any s ≤ t ≤ u

P

s,x(Xu ∈ A|Ft) = p(t,Xt, u, A) P

s,x a.s. (A.2)

Remark A.7. Formula 1.7 in Chapter 6 of [14] states that for any F ∈ Ft,T
yields

P

s,x(F |Ft) = P
t,Xt(F ) = Ps,x(F |Xt) P

s,xa.s. (A.3)

Property (A.3) will be called Markov property.

For the rest of this section, we are given a canonical Markov class (Ps,x)(s,x)∈[0,T ]×E
with transition function p.
We will complete the σ-fields Ft of the canonical filtration by Ps,x as follows.

Definition A.8. For any (s, x) ∈ [0, T ]×E we will consider the (s, x)-completion
(

Ω,Fs,x, (Fs,x
t )t∈[0,T ],P

s,x
)

of the stochastic basis
(

Ω,F , (Ft)t∈[0,T ],P
s,x
)

by
defining Fs,x as the Ps,x-completion of F , by extending Ps,x to Fs,x and fi-
nally by defining Fs,x

t as the Ps,x-closure of Ft (meaning Ft augmented with
the Ps,x-negligible sets) for every t ∈ [0, T ].

We remark that, for any (s, x) ∈ [0, T ] × E,
(

Ω,Fs,x, (Fs,x
t )t∈[0,T ],P

s,x
)

is a stochastic basis fulfilling the usual conditions, see (1.4) in chapter I of
[29]). We recall that considering a conditional expectation with respect to a
σ-field augmented with the negligible sets or not, does not change the result. In
particular we have the following.

Proposition A.9. Let (Ps,x)(s,x)∈[0,T ]×E be a canonical Markov class. Let
(s, x) ∈ [0, T ]× E be fixed, Z be a random variable and t ∈ [s, T ], then
E

s,x[Z|Ft] = Es,x[Z|F
s,x
t ] Ps,x a.s.

Proposition A.10. Let Z be a random variable. If the function (s, x) 7−→
E

s,x[Z] is well-defined (with possible values in [−∞,∞]), then at fixed s ∈ [0, T ],
x 7−→ E

s,x[Z] is Borel. If moreover the transition function p is measurable in
time then, (s, x) 7−→ E

s,x[Z] is Borel.
In particular if F ∈ F be fixed, then at fixed s ∈ [0, T ], x 7−→ P

s,x(F ) is Borel.
If the transition function p is measurable in time then, (s, x) 7−→ P

s,x(F ) is
Borel.
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Proof. We will only deal with the case of a measurable in time transition func-
tion since the other case is proven in a very similar way.
We consider first the case Z = 1F where F ∈ F . We start by assuming that F
is of the form

⋂

i≤n
{Xti ∈ Ai}, where n ∈ N∗, 0 = t0 ≤ t1 < · · · < tn ≤ T and

A1, · · · , An are Borel sets of E, and we denote by Π the set of such events.
In this proof we will make use of monotone class arguments, see for instance
Section 4.3 in [1] for the definitions of π-systems and λ-systems and for the
presently used version of the monotone class theorem, also called the Dynkin’s
lemma.
We remark that Π is a π-system (see Definition 4.9 in [1]) generating F . For
such events we can explicitly compute Ps,x(F ). We compute this when (s, x)
belongs to [ti∗−1− 1, ti∗ [×E for some 0 < i∗ ≤ n. On [tn, T ]×E, a similar com-
putation can be performed. We will show below that those restricted functions
are Borel, the general result will follow by concatenation. We have

P

s,x(F )

=
i∗−1

Π
i=1

1Ai
(x)Es,x

[

n

Π
j=i∗

1Ai
(Xti)

]

=
i∗−1

Π
i=1

1Ai
(x)Es,x

[

n−1

Π
j=i∗

1Ai
(Xti)E

s,x[1An
(Xtn)|Ftn−1 ]

]

=
i∗−1

Π
i=1

1Ai
(x)Es,x

[

n−1

Π
j=i∗

1Ai
(Xti)p(tn−1, Xtn−1 , tn, An)

]

= · · ·

=
i∗−1

Π
i=1

1Ai
(x)
∫

(

n

Π
j=i∗+1

1Aj
(xj)p(tj−1, xj−1, tj , dxj)

)

1Ai∗
(xi∗)p(s, x, ti∗ , dxi∗),

which indeed is Borel in (s, x) thank to Definition A.4 and Remark A.5.
We can extend this result to any event F by the monotone class theorem. In-
deed, let Λ be the set of elements F of F such that (s, x) 7→ P

s,x(F ) is Borel.
For any two events F 1, F 2, in Λ with F 1 ⊂ F 2, since for any (s, x),
P

s,x(F 2\F 1) = Ps,x(F 2) − Ps,x(F 1), (s, x) 7→ P

s,x(F 2\F 1) is still Borel. For
any increasing sequence (Fn)n≥0 of elements of Λ, Ps,x(

⋃

n∈N
Fn) = lim

n→∞
P

s,x(Fn)

so (s, x) 7→ P

s,x(
⋃

n∈N
Fn) is still Borel, therefore Λ is a λ-system containing the

π-system Π which generates F . So by the monotone class theorem, Λ = F ,
which shows the case Z = 1F .
We go on with the proof when Z is a general r.v. If Z ≥ 0, there exists an
increasing sequence (Zn)n≥0 of simple functions on Ω converging pointwise to
Z, and thank to the first statement of the Proposition, for each of these func-
tions, (s, x) 7→ E

s,x[Zn] is Borel. Therefore since by monotonic convergence,
E

s,x[Zn] −→
n→∞

E

s,x[Z], then (s, x) 7→ E

s,x[Z] is Borel as the pointwise limit

of Borel functions. For a general Z one just has to consider its decomposition
Z = Z+ − Z− where Z+ and Z− are positive.
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Lemma A.11. Assume that the transition function of the canonical Markov
class is measurable in time.
Let V be a continuous non-decreasing function on [0, T ] and f ∈ B([0, T ]×E,R)

be such that for every (s, x) ∈ [0, T ] × E, Es,x[
∫ T

s
|f(r,Xr)|dVr ] < ∞. Then

(s, x) 7−→ E

s,x[
∫ T

s
f(r,Xr)dVr ] is Borel.

Proof. We will start by showing that on ([0, T ]× E)× [0, T ], the function
kn : (s, x, t) 7→ E

s,x[
∫ T

t
((−n) ∨ f(r,Xr) ∧ n)dVr] is Borel, where n ∈ N.

Let t ∈ [0, T ] be fixed. Then by Proposition A.10,
(s, x) 7→ E

s,x[
∫ T

t
((−n) ∨ f(r,Xr) ∧ n)dVr] is Borel. Let (s, x) ∈ [0, T ] × E

be fixed and tm −→
m→∞

t be a converging sequence in [0, T ]. Since V is con-

tinuous,
∫ T

tm
((−n) ∨ f(r,Xr) ∧ n)dVr −→

m→∞

∫ T

t
((−n) ∨ f(r,Xr) ∧ n)dVr a.s.

Since this sequence is uniformly bounded, by dominated convergence theo-
rem, the same convergence holds under the expectation. This implies that
t 7→ E

s,x[
∫ T

t
((−n) ∨ f(r,Xr) ∧ n)dVr ] is continuous. By Lemma 4.51 in [1], kn

is therefore jointly Borel.
By composing with (s, x, t) 7→ (s, x, s), we also have that for any n ≥ 0,
k̃n : (s, x) 7−→ E

s,x[
∫ T

s
((−n) ∨ f(r,Xr) ∧ n)dVr] is Borel. Then by letting

n tend to infinity, (−n) ∨ f(r,Xr) ∧ n tends dV ⊗ dPs,x a.e. to f(r,Xr)

and since we assumed Es,x[
∫ T

s
|f(r,Xr)|dVr ] < ∞, by dominated convergence,

E

s,x[
∫ T

s
((−n) ∨ f(r,Xr) ∧ n)dVr] tends to Es,x[

∫ T

s
f(r,Xr)dVr ].

(s, x) 7−→ E

s,x[
∫ T

s
f(r,Xr)dVr ] is therefore Borel as the pointwise limit of the

k̃n which are Borel.

Proposition A.12. Let f ∈ B([0, T ] × E,R) be such that for any (s, x, t),
E

s,x[|f(t,Xt)|] <∞ then at fixed s ∈ [0, T ], (x, t) 7−→ E

s,x[f(t,Xt)] is Borel. If
moreover the transition function p is measurable in time, then
(s, x, t) 7−→ E

s,x[f(t,Xt)] is Borel.

Proof. We will only show the case in which p is measurable in time since the
other case is proven very similarly.
We start by showing the statement for f ∈ Cb([0, T ] × E,R). X is cadlag
so t 7−→ f(t,Xt) also is. So for any fixed (s, x) ∈ [0, T ] × E if we take a
converging sequence tn −→

n→∞
t+(resp. t−), an easy application of the Lebesgue

dominated convergence theorem shows that t 7−→ E

s,x[f(t,Xt)] is cadlag. On
the other hand, by Proposition A.10, for a fixed t, (s, x) 7−→ E

s,x[f(t,Xt)] is
Borel. Therefore by Theorem 15 Chapter IV of [11], (s, x, t) 7−→ E

s,x[f(t,Xt)]
is jointly Borel.
In order to extend the result to any f ∈ Bb([0, T ] × E,R), we consider the
subset I of functions f ∈ Bb([0, T ]×E,R) such that (s, x, t) 7−→ E

s,x[f(t,Xt)] is
Borel. Then I is a linear space stable by uniform convergence and by monotone
convergence and containing Cb([0, T ]× E,R) which is stable by multiplication
and generates the Borel σ-field B([0, T ])⊗B(E). So by Theorem 21 in Chapter
I of [11], I = Bb([0, T ]×E,R). This theorem is sometimes called the functional

35



monotone class theorem.
Now for any positive Borel function f , we can set fn = f ∧ n which is bounded
Borel. Since by monotonic convergence, Es,x[fn(t,Xt)] tends to Es,x[f(t,Xt)],
then (s, x, t) 7−→ E

s,x[f(t,Xt)] is Borel as the pointwise limit of Borel functions.
Finally for a general f it is enough to decompose it into f = f+ − f− where
f+, f− are positive functions.

B Technicalities concerning homogeneous Markov

classes and martingale problems

We start by introducing homogeneous Markov classes. In this section, we are
given a Polish space E and some T ∈ R∗.

Notation B.1. A mapping p̃ : E× [0, T ]×B(E) will be called a homogeneous

transition function if p : (s, x, t, A) 7−→ p̃(x, t − s, A)1s<t + 1A(x)1s≥t is a
transition function in the sense of Definition A.3. This in particular implies
p̃ = p(0, ·, ·, ·).
A set of probability measures (Px)x∈E on the canonical space associated to T and
E (see Notation A.1) will be called a homogeneous Markov class associated
to a homogeneous transition function p̃ if

{

∀t ∈ [0, T ] ∀A ∈ B(E) ,Px(Xt ∈ A) = p̃(x, t, A)
∀0 ≤ t ≤ u ≤ T ,Px(Xu ∈ A|Ft) = p̃(Xt, u− t, A) P

s,xa.s.
(B.1)

Given a homogeneous Markov class (Px)x∈E associated to a homogeneous tran-
sition function p̃, one can always consider the Markov class (Ps,x)(s,x)∈[0,T ]×E
associated to the transition function p : (s, x, t, A) 7−→ p̃(x, t − s, A)1s<t +
1A(x)1s≥t. In particular, for any x ∈ E, we have P0,x = Px.

We show that a homogeneous transition function necessarily produces a mea-
surable in time non homogeneous transition function.

Proposition B.2. Let p̃ be a homogeneous transition function and let p be the
associated non homogeneous transition function as described in Notation B.1.
Then p is measurable in time in the sense of Definition A.4.

Proof. Given that p : (s, x, t, A) 7−→ p̃(x, t−s, A)1s<t+1A(x)1s≥t, it is actually
enough to show that p̃(·, ·, A) is Borel for any A ∈ B(E). We can also write
p̃ = p(0, ·, ·, ·), so p is measurable in time if p(0, ·, ·, A) is Borel for any A ∈ B(E),
and this holds thanks to Proposition A.12 applied to f := 1A .

We then introduce below the notion of homogeneous martingale problems.

Definition B.3. Given A an operator mapping a linear algebra D(A) ⊂ Bb(E,R)
into Bb(E,R), we say that a set of probability measures (Px)x∈E on the mea-
surable space (Ω,F) (see Notation A.1) solves the homogeneous Martingale

Problem associated to (D(A), A) if for any x ∈ E, Px satisfies

36



• for every φ ∈ D(A), φ(X·)−
∫ ·
0
Aφ(Xr)dr is a (Px, (Ft)t∈[0,T ])-local mar-

tingale;

• Px(X0 = x) = 1.

We say that this homogeneous Martingale Problem is well-posed if for
any x ∈ E, Px is the only probability measure on (Ω,F) verifying those two
items.

Remark B.4. If (Px)x∈E is a homogeneous Markov class solving the homoge-
neous Martingale Problem associated to some (D(A), A), then the corresponding
(Ps,x)(s,x)∈[0,T ]×E (see Notation B.1) solves the Martingale Problem associated
to (D(A), A, Vt ≡ t) in the sense of Definition 2.3. Moreover if the homogeneous
Martingale Problem is well-posed, so is the latter one.

So a homogeneous Markov process solving a homogeneous martingale prob-
lem falls into our setup. We will now see how we can pass from an operator A
which only acts on time-independent functions to an evolution operator ∂t+A,
and see how our Markov class still solves the corresponding martingale problem.

Notation B.5. Let E be a Polish space and let A be an operator mapping a
linear algebra D(A) ⊂ Bb(E,R) into Bb(E,R).
If φ ∈ B([0, T ]×E,R) is such that for every t ∈ [0, T ], φ(t, ·) ∈ D(A), then Aφ
will denote the mapping (t, x) 7−→ A(φ(t, ·))(x).

We now introduce the time-inhomogeneous domain associated to A which we
denote Dmax(∂t + A) and which consists in functions φ ∈ Bb([0, T ] × E,R)
verifying the following conditions:

• ∀x ∈ E, φ(·, x) ∈ C1([0, T ],R) and ∀t ∈ [0, T ], φ(t, ·) ∈ D(A);

• ∀t ∈ [0, T ], ∂tφ(t, ·) ∈ D(A) and ∀x ∈ E, Aφ(·, x) ∈ C1([0, T ],R);

• ∂t ◦Aφ = A ◦ ∂tφ;

• ∂tφ, Aφ and ∂t ◦Aφ belong to Bb([0, T ]× E,R).

On Dmax(∂t +A) we will consider the operator ∂t +A.

Remark B.6. With these notations, it is clear that Dmax(∂t + A) is a sub-
linear space of Bb([0, T ]×E,R). It is in general not a linear algebra, but always
contains D(A), and even C1([0, T ],R) ⊗ D(A), the linear algebra of functions
which can be written

∑

k≤N
λkψkφk where N ∈ N, and for any k, λk ∈ R, ψk ∈

C1([0, T ],R), φk ∈ D(A). We also notice that ∂t + A maps Dmax(∂t + A) into
Bb([0, T ]× E,R).

Lemma B.7. Let us consider the same notations and under the same assump-
tions as in Notation B.5. Let (Ps,x)(s,x)∈[0,T ]×E be a Markov class solving the
well-posed Martingale Problem associated to (A,D(A), Vt ≡ t) in the sense of
Definition 2.3. Then it also solves the well-posed martingale problem associated
to (∂t +A,A, Vt ≡ t) for any linear algebra A included in Dmax(∂t +A).
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Proof. We start by noticing that since D(A) ⊂ Bb(E,R) and is mapped into
Bb(E,R), then for any (s, x) ∈ [0, T ] × E and φ ∈ D(A), M s,x[φ] is bounded
and is therefore a martingale.

We fix (s, x) ∈ [0, T ] × E, φ ∈ Dmax(∂t + A) and s ≤ t ≤ u ≤ T and we
will show that

E

s,x

[

φ(u,Xu)− φ(t,Xt)−

∫ u

t

(∂t +A)φ(r,Xr)dr

∣

∣

∣

∣

Ft

]

= 0, (B.2)

which implies that φ(·, X·)−
∫ ·
s
(∂t+A)φ(r,Xr)dr, t ∈ [s, T ] is a Ps,x-martingale.

We have

E

s,x[φ(u,Xu)− φ(t,Xt)|Ft]
= E

s,x[(φ(u,Xt)− φ(t,Xt)) + (φ(u,Xu)− φ(u,Xt))|Ft]
= E

s,x
[∫ u

t
∂tφ(r,Xt)dr +

(∫ u

t
Aφ(u,Xr)dr + (M s,x[φ(u, ·)]u −M s,x[φ(u, ·)]t)

)

|Ft
]

= E

s,x
[∫ u

t
∂tφ(r,Xt)dr +

∫ u

t
Aφ(u,Xr)dr|Ft

]

= I0 − I1 + I2,

where I0 = Es,x
[∫ u

t
∂tφ(r,Xr)dr +

∫ u

t
Aφ(r,Xr)dr|Ft

]

; I1 = Es,x
[∫ u

t
(∂tφ(r,Xr)− ∂tφ(r,Xt))dr|Ft

]

I2 = E

s,x
[∫ u

t
(Aφ(u,Xr)−Aφ(r,Xr))dr|Ft

]

. (B.2) will be established if one
proves that I1 = I2. We do this below.
At fixed r and ω, v 7−→ Aφ(v,Xr(ω)) is C1, thereforeAφ(u,Xr(ω))−Aφ(r,Xr(ω)) =
∫ u

r
∂tAφ(v,Xr(ω))dv and I2 = E

s,x
[∫ u

t

∫ u

r
∂tAφ(v,Xr)dvdr|Ft

]

. Then I1 =

E

s,x
[∫ u

t

∫ r

t
A∂tφ(r,Xv)dvdr|Ft

]

+Es,x
[∫ u

t
(M s,x[∂tφ(r, ·)]r −M s,x[∂tφ(r, ·)]t)dr|Ft

]

.
Since ∂tφ and A∂tφ are bounded, M s,x[∂tφ(r, ·)]r(ω) is uniformly bounded in
(r, ω), so by Fubini’s theorem for conditional expectations we have

E

s,x[
∫ u

t
(M s,x[∂tφ(r, ·)]r −M s,x[∂tφ(r, ·)]t)dr|Ft]

=
∫ u

t
E

s,x[M s,x[∂tφ(r, ·)]r −M s,x[∂tφ(r, ·)]t|Ft]dr
= 0.

(B.3)

Finally since ∂tAφ = A∂tφ and again by Fubini’s theorem for conditional expec-
tations, we haveEs,x

[∫ u

t

∫ u

r
∂tAφ(v,Xr)dvdr|Ft

]

= Es,x
[∫ u

t

∫ r

t
A∂tφ(r,Xv)dvdr|Ft

]

so I1 = I2 which concludes the proof.

In conclusion we can state the following.

Corollary B.8. Given a homogeneous Markov class (Px)x∈E solving a well-
posed homogeneous Martingale Problem associated to some (D(A), A), there ex-
ists a Markov class (Ps,x)(s,x)∈[0,T ]×E which transition function is measurable in
time and such that for any algebra A included in Dmax(∂t+A), (P

s,x)(s,x)∈[0,T ]×E
solves the well-posed Martingale Problem associated to (∂t+A,A, Vt ≡ t) in the
sense of Definition 2.3.
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