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Abstract. Classical association criteria, used for measuring statistical indepen-
dence between categorical variables, are initially defined using contingency tables.
There is another way for representing categorical variables : Relational Analysis
which uses binary pairwise comparison matrices formalism. There exists corre-
spondance formulas that enable to get from one representation to the other. By
using these formulas, and these two representations, we can have a better under-
standing of the main differences between some famous association criteria. In fact,
several types of independence, namely statistical, geometrical and logical, appear
using one representation or the other. The aim of this paper is to present in a
unified framework, these different kinds of independence and their relationships by
studying the expression of the following association criteria in the two different rep-
resentations : Belson, Lerman, χ2 of Tchuprow, Jordan, Rand and Janson and Veg-
elius. This paper is based upon previous results obtained in [Marcotorchino, 1984],
[Messatfa, 1989], [Marcotorchino and El Ayoubi, 1991], [Najah Idrissi, 2000].
Keywords: Relational Analysis, Association criteria, Independences, Nominal cat-
egorical variables.

Relational Analysis (RA) is concerned with the analysis of binary relations
and their applications in different mathematical fields [Marcotorchino, 2006].
This approach represents the binary relations as pairwise comparison matri-
ces, and it is basically related to different tools from graph theory, statistics
and linear programming. The most usual application domains of RA are data
analysis and multicriteria decision making which are respectively based upon
the aggregation of equivalence and order relations.

Here, we are particularly interested in the applications of RA in the analy-
sis of association criteria. Previous work has been done in this area and differ-
ent association criteria have been partially unified under the concept of geo-
metrical independence using RA [Marcotorchino, 1984], [Najah Idrissi, 2000].
Our aim is to recall these results and to go further by adding other association
criteria and by underlying another independence concept, called indetermi-
nation which is based on a logical approach [Marcotorchino, 1984].
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1 From contingency representation to relational
representation

We assume that we have N objects, {Oi; i = 1, . . . , N}. For these objects,
let V k and V l be two nominal categorical variables with respectively pk and
pl classes. The sets of classes will be denoted by {Dk

u;u = 1, . . . , pk} and
{Dl

v; v = 1, . . . , pl}. One can represent each of these variables by binary
assignment matrices. For example in the case of V k, we have the following
(N × pk) matrix :

Kk
iu =

{
1 if Oi belongs to the class Dk

u

0 else

From Kk and Kl, we can deduce the following contingency table denoted
by nkl with dimensions (pk × pl) :

nkl = tKk ·Kl

where tKk is the transpose matrix associated to Kk and · the matrix multi-
plication.

We have the following notations and interpretations, ∀u = 1, . . . , pk and
∀v = 1, . . . , pl :

• nkl
uv =Number of objects belonging both to the class Dk

u of V k and Dl
v

of V l

•
∑pl

v=1 nkl
uv = nkl

u. =Number of objects belonging to the class Dk
u of V k

•
∑pk

u=1 nkl
uv = nkl

.v =Number of objects belonging to the class Dl
v of V l

•
∑pk

u=1

∑pl

v=1 nkl
uv = N = Total number of objects

We will study the following association criteria : Belson (B), Lerman
(L), χ2 of Tchuprow (T ), Jordan (J), Rand (R), and Janson-Vegelius (JV ).
These criteria are initially defined using the contingency table. We re-
call their definitions. We precise that the Rand and the Lerman criterion
we mention, is a modified version according to [Marcotorchino, 1984] and
[Najah Idrissi, 2000].
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B(V k, V l) =
∑pk

u=1

∑pl

v=1

(
nkl

uv −
nkl

u.n
kl
.v

N

)2

L(V k, V l) =
∑

u,v
(nkl

uv)2−

∑
u

(nkl
u.)

2
∑

v
(nkl

.v )2

N2√(∑
u
(nkl

u.)
2

(
1−

∑
u

(nkl
u.)

2

N2

))(∑
v
(nkl

.v)2
(

1−
∑

v

(nkl
.v )2

N2

))

T (V k, V l) =

∑
u,v

1
nkl

u.n
kl
.v

(
nkl

uv−
nkl

u.n
kl
.v

N

)2

√
(pk−1)(pl−1)

J(V k, V l) = 1
N

∑
u,v

(
nkl

uv

(
nkl

uv −
nkl

u.n
kl
.v

N

))
R(V k, V l) =

2
∑

u,v
(nkl

uv)2−
∑

u
(nkl

u.)
2−

∑
v
(nkl

.v)2+N2

N2

JV (V k, V l) =
pkpl

∑
u,v

(nkl
uv)2−pk

∑
u
(nkl

u.)
2−pl

∑
v
(nkl

.v)2+N2√
(pk(pk−2)

∑
u
(nkl)2u.+N2)(pl(pl−2)

∑
u
(nkl

.v)2+N2)

We also have the following expression for the Janson-Vegelius criterion :

JV (V k, V l) =
pkpl

∑
u,v

(
nkl

uv−
[

nkl
u.

pl
+

nkl
.v

pk
− N

pkpl

])2√
(pk(pk−2)

∑
u

n2
u.+N2)(pl(pl−2)

∑
u

n2
.v+N2)

RA is another way of representing nominal categorical variables. This
representation uses pairwise comparison matrices.

Let Ck and Cl be the relational matrices of dimension (N × N), repre-
senting the variables V k and V l. We can obtain Ck and Cl by using the
matrices Kk and Kl :

Ck = Kk · tKk and Cl = Kl · tKl

In general terms, let R be a binary relation among a set of N objects
O1, . . . , ON . If C is the relational matrix for R then we have, ∀i, i′ = 1, . . . , N
:

Cii′ =
{

1 if Oi is in relation with Oi′

0 else

In our context, the studied binary relations are equivalence relations (or
partitions) and we have for V k :

Ck
ii′ =

{
1 if Oi and Oi′ belong to the same class according to V k

0 else
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Following Kendall [Kendall, 1970], Marcotorchino has developped corre-
spondance formulas between contingency and relational representations. Us-
ing these correspondance formulas we can express the mentionned association
criteria using the relational coding [Marcotorchino, 1984].

We give in Table 1 the classical correspondance formulas [Marcotorchino, 1984].

Contingency ↔ Relational
representation representation∑pk

u=1

∑pl

v=1
(nkl

uv)2 =
∑N

i=1

∑N

i′=1
Ck

ii′C
l
ii′

∑
u
(nkl

u.)
2 =

∑
i,i′ Ck

ii′∑
v
(nkl

.v)2 =
∑

i,i′ Cl
ii′

∑
u,v

(nkl
uv)2

nkl
u.n

kl
.v

=
∑

i,i′
Ck

ii′Cl
ii′

Ck
i.

Cl
i.

∑
u,v

nkl
uvn

kl
u.n

kl
.v =

∑
i,i′

Ck
i.+Ck

.i′
2

Cl
ii′

∑
u,v

(nkl
uv)2nkl

u. =
∑

i,i′
Ck

i.+Ck
.i′

2
Ck

ii′C
l
ii′

∑
u,v

(nkl
uv)2

nkl
u.

=
∑

i,i′
Ck

ij

Ck
i.

Cl
ii′

∑
v

(∑
u
nkl

u.n
kl
uv

)2
=

∑
i,i′ Ck

i.C
k
.i′C

l
ii′

∑
u,v

(nkl
u.)

2(nkl
.v)2 =

∑N

i,i′ Ck
..C

l
ii′

where nkl
u. =

∑
v
nkl

uv and Ck
i. =

∑
i′ Ck

ii′

Table 1. Correspondance formulas between contingency representation and rela-
tional representation
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In [Najah Idrissi, 2000], it is given the symmetric relational expression
for Rand, Janson-Vegelius, Lerman, and Tchuprow criteria. We extend these
results by giving the symmetric expression of Belson and Jordan criteria.

B(Ck, Cl) =
∑N

i=1

∑N
i′=1

(
Ck

ii′ −
Ck

i.+Ck
.i′

N + Ck
..

N2

) (
Cl

ii′ −
Cl

i.+Cl
.i′

N + Cl
..

N2

)

L(Ck, Cl) =

∑
i,i′

(
Ck

ii′−
∑

i,i′
Ck

ii′
N2

)(
Cl

ii′−
∑

i,i′
Cl

ii′
N2

)
√∑

i,i′

(
Ck

ii′
−
∑

i,i′

Ck
ii′

N2

)2 ∑
i,i′

(
Cl

ii′
−
∑

i,i′

Cl
ii′

N2

)2

T (Ck, Cl) =

∑
i,i′

(
Ck

ii′
Ck

i.

− 1
N

)(
Cl

ii′
Cl

i.

− 1
N

)
√∑

i,i′

(
Ck

ii′
Ck

i.

− 1
N

)2 ∑
i,i′

(
Cl

ii′
Cl

i.

− 1
N

)2

J(Ck, Cl) = 1
N

∑
i,i′

(
Ck

ii′ −
Ck

i.

N

) (
Cl

ii′ −
Cl

i.

N

)
R(Ck, Cl) = 1

N2

∑
i,i′

(
Ck

ii′C
l
ii′ + C

k

ii′C
l

ii′

)
JV (Ck, Cl) =

∑
i,i′

(
Ck

ii′−
1

pk

)(
Cl

ii′−
1
pl

)√∑
i,i′

(
Ck

ii′
− 1

pk

)2 ∑
i,i′

(
Cl

ii′
− 1

pl

)2

where C
k

ii′ = 1−Ck
ii′ , C

k
= UN −Ck and UN is the (N ×N) square matrix

where all terms equal 1.

We also have the following equation for the Rand criterion :

2R(Ck, Cl)− 1 =
∑

i,i′(Ck
ii′−

1
2 )(Cl

ii′−
1
2 )√∑

i,i′(Ck
ii′

− 1
2 )

2 ∑
i,i′(Cl

ii′
− 1

2 )
2

2 From statistical independence to geometrical
independence

We say that two nominal categorical variables V k and V l are statistically in-
dependent if their joint probabilities, nkl

uv

N , equal the product of their marginal

probabilities, nkl
u.

N
nkl

.v

N :

V k ⊥S V l ⇔ nkl
uv

N
=

nkl
u.

N

nkl
.v

N
∀(Dk

u, Dl
v) : Dk

u ∈ V k, Dl
v ∈ V l (1)

According to this principle, we can measure the association (or the rela-
tionship) between two nominal categorical variables by measuring their de-
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viation from the statistical independence situation. In the contingency rep-
resentation, many of the presented association criteria are based upon this
approach. Indeed, we clearly see, that the Belson, the Lerman, the Tchuprow
and the Jordan criteria are null if V k and V l are statistically independent.

In the relational representation, we can interpret each relational matrix as
a binary tensor in a tensor space of canonical basis {ei⊗ tei′ ; i, i′ = 1, . . . , N}
where ei is the canonical vector and ⊗ the Kronecker product.

Consequently, we can interpret the association criteria expressed in their
relational representation, from a geometrical point of view.

More precisely, let 〈Ck, Cl〉F be the Frobenius scalar product derived from
the Frobenius norm of a matrix. We have :

〈Ck, Cl〉F =
N∑

i=1

N∑
i′=1

Ck
ii′C

l
ii′ = Trace(tCk · Cl)

We can show that, using the relational coding, one can express the main
different association criteria that we have recalled, as particular cases of a gen-
eral Bravais-Pearson like correlation coefficient between relational matrices
[Marcotorchino, 1984], [Marcotorchino and El Ayoubi, 1991], [Najah Idrissi, 2000]
:

∆(Ck, Cl, f, µk, µl) =
∑

i,i′(f(Ck
ii′ )−µk)(f(Cl

ii′ )−µl)√∑
i,i′(f(Ck

ii′
)−µk)2 ∑

i,i′(f(Cl
ii′

)−µl)2

= 〈f(Ck)−µkUN ,f(Cl)−µlUN 〉F√
〈f(Ck)−µkUN ,f(Ck)−µkUN 〉F 〈f(Cl)−µlUN ,f(Cl)−µlUN 〉F

(2)
According to (2), we can see that the differences between the criteria are

based upon :

• the transformation function f applied to the terms of the relational ma-
trices

• the central trends µk and µl, which are given parameters

We give in Table 2, the different values of the parameters (f, µk, µl), which
define a particular coefficient. These different coefficients are related to the
mentionned association criteria.

Accordingly, we say that two nominal categorical variables are geometri-
cally independent if we have the following relation :

V k ⊥G V l ⇔ ∆(Ck, Cl, f, µk, µl) = 0
⇔

∑
i,i′

(
f(Ck

ii′)− µk
) (

f(Cl
ii′)− µl

)
= 0 (3)

The RA approach has enabled to get a better understanding of the main
differences between the presented association criteria. We have seen that
there exists a particular relationship between contingency representation /
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f(Cii′) µk µl Related criteria Relation with
the related criteria

f(Cii′) 0 0 Belson The Belson criteria
= is the numerator

Cii′ −
Ci.+C.i′

N
+ C..

N2 of the defined
Torgerson transf. coefficient

f(Cii′) = Cii′ Ck
../N

2 Cl
../N

2 Lerman L(Ck, Cl)

f(Cii′) = Cii′/Ci. 1/N 1/N Tchuprow T (Ck, Cl)

f(Cii′) = Cii′ Ck
i./N Cl

i./N Jordan The Jordan criteria
is the numerator
of the defined

coefficient ×1/N

f(Cii′) = Cii′ 1/2 1/2 Rand 2R(Ck, Cl)− 1

f(Cii′) = Cii′ 1/pk 1/pl Janson- JV (Ck, Cl)
Vegelius

Table 2. Correspondance between correlation coefficient and association criteria

statistical independence and relational representation / geometrical indepen-
dence.

We give in the following, two other results that strengthen this duality
between the contingency and the relational representations. Firstly, we show
the link between the modified Lerman criterion and the tetrachoric corre-
lation coefficient. Secondly, we establish a specific statistical / geometrical
independence duality between the Belson criterion and the Janson-Vegelius
(its numerator) criterion.

In the relational representation, the nominal categorical variables through
their relational matrices Ck and Cl, can be interpreted as 0/1 variables. As
a result, we can consider the (2× 2) table given in Table 3.
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Cl C
l

Margin

Ck 11kl =
∑

i,i′ Ck
ii′C

l
ii′ 10kl =

∑
i,i′ Ck

ii′C
l
ii′

∑
i,i′ Ck

ii′

C
k

01kl =
∑

i,i′ C
k
ii′C

l
ii′ 00kl =

∑
i,i′ C

k
ii′C

l
ii′

∑
i,i′ C

k
ii′

Margin
∑

i,i′ Cl
ii′

∑
i,i′ C

l
ii′ N2

Table 3. Agreements and disagreements between relational matrices

Considering Table 3, we can express the statistical independence concept
by using another measure called the odds-ratio (OR). Then, we also say that
two nominal categorical variables are statistically independent if we have the
following relation :

V k ⊥S V l ⇔ OR(Ck, Cl) = 11kl00kl/10kl01kl = 1
⇔ 11kl00kl − 10kl01kl = 0 (4)

Indeed, using the correspondance formulas we can show that :

11kl00kl − 10kl01kl =
∑

u,v(nkl
uv)2 −

∑
u
(nkl

u.)
2
∑

v
(nkl

.v)2

N2

=
∑

i,i′

(
Ck

ii′ −
∑

i,i′
Ck

ii′
N2

) (
Cl

ii′ −
∑

i,i′
Cl

ii′
N2

)
Actually, we have the following identity :

L(Ck, Cl) = Tetrachoric(Ck, Cl)
= 11kl00kl−10kl01kl√

(11kl+10kl)(01kl+00kl)(11kl+01kl)(10kl+00kl)

We consider now the Belson criterion and the Janson-Vegelius criterion’s
numerator. We establish a particular relationship between these two criteria
: on the one hand the Belson criterion, in its contingency representation, is
based on the statistical independence and in the relational presentation, it is
based on a geometrical independence associated to the Torgerson1 transfor-
mation; on the other hand, the Janson-Vegelius criterion’s numerator, in its

1 Ck
ii′ −

Ck
i.+Ck

.i′
N

+
Ck

..
N2 = 〈Oi

k − Gk, Oi′
k − Gk〉. {Oi

k; i = 1, . . . , N} are (pk × 1)

binary vectors where [Oi
k]u = Kk

iu; u = 1, . . . , pk and Gk =
∑N

i=1
Oi

k
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contingency representation, is based on the geometrical independence asso-
ciated to the Torgerson transformation, and in the relational representation
it is based on the statistical independence upon equiprobability assumption.

We represent this relationship in Table 4.

Deviation from Geometrical independence
statistical independence based on Torgerson

transformation

Belson
∑

u,v

(
nkl

uv −
nkl

u.n
kl
.v

N

)2 ∑
i,i′

(
Ck

ii′ −
[

Ck
i.

N
+

Ck
.i′
N

− Ck
..

N2

])
(
Cl

ii′ −
[

Cl
i.

N
+

Cl
.i′
N

− Cl
..

N2

])

Janson-Vegelius
∑

i,i′

(
Ck

ii′ − 1
pk

)(
Cl

ii′ − 1
pl

) ∑
u,v

(
nkl

uv −
[

nkl
u.

pl
+

nkl
.v

pk
− nkl

..
pkpl

])2

(numerator)

Table 4. Dual relationship between Belson and Janson-Vegelius criteria due to the
contingency / relational presentation duality

Firstly, considering the Janson-Vegelius criterion’s relational representa-
tion, we can interpret the term (Ck

ii′ − 1
pk

), as a deviation from statistical
independence in an equiprobability context. Let P (Ck

ii′) be, symbolically,
the probability for two objects Oi and Oi′ , belonging to the same class of
V k. Let assume moreover, that the different classes Dk

u;u = 1, . . . , pk; are
equiprobable. This involves that the probability for an object to belong to
any class of V k equals 1/pk. Then, in case of probability independence, we
have :

P (Ck
ii′) =

∑pk

u=1 P (“Oi and Oi′ belong to the class Dk
u”)

=
∑pk

u=1 P (“Oi belongs to the class Dk
u”)P (“Oi′ belongs to the class Dk

u”)
=

∑pk

u=1
1
pk

1
pk

= 1
pk

Secondly, considering the Janson-Vegelius criterion’s contingency presen-
tation, we can interpret the term (nkl

uv −
[
nkl

u.

pl
+ nkl

.v

pk
− nkl

..

pkpl

]
), as the Torger-

son transformation of the (N × 1) binary vectors {Dk
u;u = 1, . . . , pk} and

{Dl
v; v = 1, . . . , pl} where [Dk

u]i = Kk
iu; i = 1, . . . , N . Indeed, we have
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nkl
uv = 〈Dk

u, Dl
v〉 and the following relation :

nkl
uv −

nkl
u.

pl
− nkl

.v

pk
+

nkl
..

pkpl
= 〈Dk

u −Gk, Dl
v −Gl〉 ∀(Dk

u, Dl
v) ∈ V k × V l

where Gk = 1
pk

∑
Dk

u∈V k Dk
u and Gl = 1

pl

∑
Dl

v∈V l Dl
v.

3 A logical independence approach called
“indetermination”

Among the previous studied association criteria, the one which is related to
the Rand criterion and given by the paramaters (f = Id, µk = 1/2, µl = 1/2),
is a special case. Although it has through its relational coding, an interpreta-
tion based on the geometrical independence, we can also interpret it using a
logical approach which is called indetermination [Marcotorchino, 1984]. We
say that two nominal categorical variables are indetermined or logically in-
dependent if we have the following relation :

V k ⊥L V l ⇔ 11kl + 00kl − 10kl − 01kl = 0
⇔

∑
i,i′ Ck

ii′C
l
ii′ +

∑
i,i′ C

k

ii′C
l

ii′ −
∑

i,i′ Ck
ii′C

l

ii′ −
∑

i,i′ C
k

ii′C
l
ii′ = 0

⇔
∑

i,i′

(
Ck

ii′ − C
k

ii′

) (
Cl

ii′ − C
l

ii′

)
= 0

⇔ 4
∑

i,i′

(
Ck

ii′ − 1/2
) (

Cl
ii′ − 1/2

)
= 0

(5)
This corresponds to the situation where, for two nominal categorical vari-

ables, the number of agreements given by 11kl + 00kl is the same as the
number of disagreements given by 10kl + 01kl. The statistical independence
defined by (4) is a multiplicative model associated to the number of agree-
ments and disagreements. On the contrary, the indetermination or logical
independence defined by (5), is an additive model which is a different way of
measuring the association between two nominal categorical variables.

The indetermination concept can also be extended by giving weightings
to agreements and disagreements :

V k ⊥L V l ⇔ µk
1µl

111kl + µk
0µk

000kl − µk
1µl

010kl − µk
0µl

101kl = 0 (6)

We will consider the following general formula which gives a normalized
coefficient that measures the deviation from the indetermination’s situation
between two categorical variables. This coefficient denoted Λ is null in the
case of indetermination :

Λ(Ck, Cl, µk
1 , µk

0 , µl
1, µ

l
0) =

∑
i,i′

(
µk

1Ck
ii′−µk

0C
k

ii′
)(

µl
1Cl

ii′−µl
0C

l

ii′
)√∑

i,i′

(
µk

1Ck
ii′

−µk
0C

k

ii′
)2 ∑

i,i′

(
µl

1Cl
ii′

−µl
0C

l

ii′
)2 (7)
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Finally, we give the relation below which shows the formal link between
geometrical independence and indetermination in the relational representa-
tion :

Λ(Ck, Cl, µk
1 , µk

0 , µl
1, µ

l
0) = ∆

(
Ck, Cl, Id,

µk
0

µk
1 + µk

0

,
µl

0

µl
1 + µl

0

)
(8)

For example, when µk
1 = µk

0 = µl
1 = µl

0 = µ then we have Λ(Ck, Cl, µ, µ, µ, µ) =
∆(Ck, Cl, Id, 1/2, 1/2) = 2R(Ck, Cl) − 1. Furthermore, when µk

1 = (pk −
1), µk

0 = 1, µl
1 = (pl − 1), µl

0 = 1, then we have Λ(Ck, Cl, (pk − 1), 1, (pl −
1), 1) = ∆(Ck, Cl, Id, 1/pk, 1/pl) = JV (Ck, Cl).

Finally, we have seen that using one representation or the other, we can
have different concepts of independence for measuring the relationship be-
tween two categorical variables. It is important to have a good understand-
ing of the differences between association criteria that are proposed in the
litterature. RA has enabled to contribute to this issue by showing the rela-
tionship between contingency representation / statistical independence and
relational representation / geometrical independence. But RA enables to go
further by pointing out another kind of independence concept : indetermina-
tion between two categorical variables. This approach, that is inherent to the
Rand2 criterion, has a logical definition and can be interpreted as a voting
rule. Furthermore, the RA method has enabled to define partitioning criteria
using association criteria. This was defined by Marcotorchino, as the max-
imal association model for the clustering problem [Marcotorchino, 1986a],
[Marcotorchino, 1986b].
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