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QUANTUM ERGODICITY FOR THE ANDERSON MODEL ON

REGULAR GRAPHS

NALINI ANANTHARAMAN AND MOSTAFA SABRI

Abstract. We prove a result of delocalization for the Anderson model on the regular
tree (Bethe lattice). When the disorder is weak, it is known that large parts of the spec-
trum are a.s. purely absolutely continuous, and that the dynamical transport is ballistic.
In this work, we prove that in such AC regime, the eigenfunctions are also delocalized
in space, in the sense that if we consider a sequence of regular graphs converging to the
regular tree, then the eigenfunctions become asymptotically uniformly distributed. The
precise result is a quantum ergodicity theorem.

1. Introduction

1.1. Background and discussion. The Anderson model on an infinite graph G is a
random Schrödinger operator Hω = AG + W ω which consists of the adjacency matrix
with a random i.i.d. perturbation potential (throughout, i.i.d. stands for independent,
identically distributed). Continuum analogs have also been studied, where the adjacency
matrix is replaced by the Laplace operator on R

d. Since the original paper of Anderson [14]
which discussed conduction properties in the presence of impurities, a large body of math-
ematical literature has been devoted to proving Anderson localization under appropriate
assumptions.

Localization in an interval I ⊆ R is mathematically interpreted in the following senses :

• spectral localization : for a.e. ω, the spectrum of Hω in I is pure point,
• exponential localization : the corresponding eigenfunctions decay exponentially,
• dynamical localization : an initial state with energy in I which is localized in a
bounded domain essentially stays in this domain as time goes on.

These forms of localization have been proved for a wide variety of models, both on
ℓ2(Zd) and L2(Rd). For the Anderson model on ℓ2(Z) or L2(R), it is known [36, 18, 20]
that the full spectrum becomes localized for any nontrivial disorder. In higher dimensions,
localization was proved under the conditions of high disorder or extreme energies in [26,
21, 22, 3, 4, 16, 30]. Delocalization is expected in the opposite regime of weak disorder,
well inside the spectrum, in dimension d ≥ 3. But proving this remains a challenging open
problem. Here, delocalization is understood in the sense of :

• spectral delocalization : for a.e. ω, the spectrum of Hω in I is purely absolutely
continuous (AC for short),

• spatial delocalization : the corresponding (generalized) eigenfunctions do not con-
centrate on small regions. Ideally, they are uniformly distributed,

• diffusive transport : wave packets with energies in I spread on the lattice at a rate
tα as time goes on (the transport is called ballistic when the rate is linear).

The Anderson model on ℓ2(Tq) is more approachable. Here Tq is the (q + 1)-regular
tree, q ≥ 2. Localization at high disorder or energies beyond [−(q+1), (q+1)] was proved
in [3, 4]. The first mathematical results of delocalization were obtained in [33, 34] (see also

2010 Mathematics Subject Classification. Primary 82B44, 58J51. Secondary 47B80, 60B20.
Key words and phrases. Quantum ergodicity, large graphs, delocalization, Anderson model, Bethe

lattice.

1



2 NALINI ANANTHARAMAN AND MOSTAFA SABRI

[41] for a previous sketch of ideas), where it was shown that at weak disorder, the transport
is ballistic, and the spectrum is purely AC a.s. in closed subsets of (−2

√
q, 2

√
q). A new

proof was found in [24], and it was later shown in [6, 7] that spectral delocalization and
ballistic transport hold in larger regions of the spectrum. Similar results were obtained
for more general tree models in [31, 25]. One reason that makes trees technically simpler
to analyze is the fact that the Green function on a tree satisfies some convenient recursion
and factorization relations. In the physics literature, the self-consistent theory formulated
in [1, 2] becomes exact in the case of Tq.

In view of the previous results, it is natural to ask whether spatial delocalization also
holds for the Anderson model on Tq at weak disorder. As the wavefunctions corresponding
to AC spectrum are not square summable, one way to interpret spatial delocalization is to
consider an orthonormal basis of eigenfunctions (ψj) of the model on a sequence of finite
graphs (GN ) which converges to Tq in some sense, and show that ψj becomes delocalized

as N → ∞. In contrast to the situation in Z
d, one should not take GN to be the subtree

BN ⊂ Tq consisting of vertices at distance at most N from a fixed root. The intuitive
reason is that points on the boundary of BN satisfy different adjacency properties than

the ones in Tq. This is not a problem in Z
d because |∂BN |

|BN | → 0 as N → ∞. On Tq however,

we have |∂BN |
|BN | → q−1

q > 0. In fact, the Benjamini-Schramm limit of BN is not Tq, but

rather a canopy tree [28], on which Hω has only pure point spectrum at any disorder [5].
A better candidate for (GN ) is a sequence of (q + 1)-regular graphs with few short

loops. In this case, the empirical spectral measures on GN converge weakly to the spectral
measure of ATq . This is known as the law of Kesten-McKay [32, 37].

So consider a sequence of (q + 1)-regular graphs (GN ) with few short loops and let N
be large. The question of spatial delocalization turns out to be already nontrivial for the
adjacency matrix alone (i.e. HN = AGN

without potential), and it was only considered
quite recently. In [17] it is shown that eigenfunctions of AGN

cannot concentrate in small
regions. A different criterion for delocalization was proved in [10, 11], where it is shown
that if (ψj) is an orthonormal basis of eigenfunctions of AGN

, then the probability measure∑
x∈GN

|ψj(x)|2δx approaches the uniform measure 1
N

∑
x∈GN

δx as N → ∞. This shows

that the mass of ‖ψj‖2 becomes evenly distributed on GN for large N . This is the type of
results we prove in this paper for the Anderson model. It is known as quantum ergodicity,
in reference to its original framework on compact manifolds [38, 19, 40]. We will discuss
the result in more detail after stating our main theorems and compare it with predictions
from the physics literature.

The results we just mentioned hold for deterministic sequences of graphs (GN ), and this
is also the framework of our paper. In the context of random graphs, it has recently been
shown in [15] that the eigenvectors of the adjacency matrix HN = AGN

are completely
delocalized. In particular, while quantum ergodicity is a result of delocalization for most
ψj, the authors in [15] prove a probabilistic version of this for all ψj - this is known as
quantum unique ergodicity. Delocalization for the Anderson model Hω

N = AGN
+W ωN on

random regular graphs has also been considered in [29].

1.2. Main results. Consider the adjacency matrix AG of a graph G,

(AGf)(v) =
∑

w∼v

f(w)

for f ∈ ℓ2(G) and v ∈ G. Here v ∼ w means that v and w are nearest neighbors. We also
denote by Nv the set of nearest neighbors of v.

Let Tq be the (q + 1)-regular tree and fix an origin o ∈ Tq. Consider the probability

space (Ω,P), where Ω = R
Tq and P = ⊗v∈Tq ν. Here ν is a probability measure on R.
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Given ω = (ωv)v∈Tq , the Anderson model on Tq is the Schrödinger operator given by

Hω
ǫ = ATq +W ω

ǫ , where (W ω
ǫ f)(v) := ǫ ωvf(v) ,

and ǫ ∈ R parametrizes the disorder. As P is a product measure, the {ωv}v∈Tq are i.i.d.
with common distribution ν. Expectation w.r.t. P is denoted by E.

Let (GN ) be a deterministic sequence of (q + 1)-regular graphs with vertex set VN ,
|VN | = N . Then Tq is the universal cover of GN for all N . Let ΩN = R

VN and PN =

⊗x∈VN
ν on ΩN . We denote Ω̃ =

∏
N∈N ΩN and let P be any probability measure 1 on Ω̃

having PN as marginal on ΩN . Given (ωN ) ∈ Ω̃, so that ωN = (ωx)x∈VN
∈ ΩN , define

Hω
N = AGN

+W ωN
ǫ , where (W ωN

ǫ ψ)(x) := ǫ ωxψ(x) .

We make the following assumption on the potential :

(POT) The measure ν has a compact support, supp ν ⊆ [−A,A], and is Hölder con-
tinuous, i.e. there exist Cν > 0, b ∈ (0, 1] such that ν(I) ≤ Cν |I|b for all bounded I ⊂ R.

The continuity of ν is only needed here to use some estimates from [7]. If ν has a
bounded density w.r.t. Lebesgue measure, this condition is satisfied with b = 1.

It is known that σ(ATq ) = [−2
√
q, 2

√
q] and σ(Hω

ǫ ) = σ(ATq) + ǫ supp ν, P-a.s.
We next make the following assumptions on (GN ) :

(EXP) The sequence (GN ) is a family of expanders: there exists β > 0 such that the
spectrum of (q + 1)−1AGN

in ℓ2(VN ) is contained in [−1 + β, 1− β] ∪ {1} for all N .

(BST) For all r > 0,

lim
N→∞

|{x ∈ VN : ρGN
(x) < r}|

N
= 0 ,

where ρGN
(x) is the injectivity radius at x, i.e. the largest ρ such that the ball B(x, ρ) in

GN is a tree.

It is known that typical random (q + 1)-regular graphs, and some explicit sequences of
Ramanujan graphs, both satisfy (EXP) and (BST). See [10, Examples 1,2] for details.

We may now state our main results :

Theorem 1.1. Assume that (POT), (EXP) and (BST) hold. Given (ωN ) ∈ Ω̃, let
(ψωN

i )Ni=1 be an orthonormal basis of eigenfunctions of Hω
N in ℓ2(VN ), with corresponding

eigenvalues (λωN

i )Ni=1. Let aN : VN → C be any function independent of (ωN ), such that
supN supx∈VN

|aN (x)| ≤ 1, and fix 0 < λ0 < 2
√
q. There exists ǫ(λ0) > 0 such that if

|ǫ| < ǫ(λ0), we have for P-a.e. (ωN ),

lim
N→∞

1

N

∑

λ
ωN
i ∈(−λ0,λ0)

∣∣〈ψωN

i , aNψ
ωN

i 〉 − 〈aN 〉
∣∣ = 0 ,

where 〈ψωN

i , aNψ
ωN

i 〉 = ∑
x∈VN

aN (x)|ψωN

i (x)|2 and 〈aN 〉 = 1
N

∑
x∈VN

aN (x).

We next consider eigenfunction correlators. Here we assume the (ψωN

i )Ni=1 are real-

valued. More precisely, we need ψωN

i (x)ψωN

i (y) ∈ R for all i ≤ N and x ∼ y ∈ VN .

1For example, one may take P = ⊗PN , so that the (ωN ) for different values of N are independent.
Another interesting example is to restrict P to larger and larger boxes in Tq to define P . More precisely,
let us write GN as a quotient ΓN\Tq, where ΓN is a group of automorphisms of Tq acting without fixed
points. Let DN be a fundamental domain for the action of ΓN on the vertices of Tq; it is in bijection with

VN through the covering map Tq −→ GN . Consider the map Φ : Ω −→ Ω̃ =
∏

N∈N
ΩN , which starting

from ω ∈ Ω defines ωN as the restriction of ω to DN ≃ VN . If we define P as the pushforward of P under
Φ, our results apply in this context.
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Theorem 1.2. Assume that (POT), (EXP) and (BST) hold. Given (ωN ) ∈ Ω̃, let
(ψωN

i )Ni=1 be an orthonormal basis of eigenfunctions of Hω
N in ℓ2(VN ), with corresponding

eigenvalues (λωN

i )Ni=1. Assume the (ψωN

i )Ni=1 are real-valued.
Let KN : VN ×VN → C be independent of (ωN ). Assume supN supx,y∈VN

|KN (x, y)| ≤ 1
and KN (x, y) = 0 if d(x, y) > R. Fix 0 < λ0 < 2

√
q. There exists ǫ(λ0) > 0 such that if

|ǫ| < ǫ(λ0), we have for P-a.e. (ωN ),

lim
η0↓0

lim
N→∞

1

N

∑

λ
ωN
i ∈(−λ0,λ0)

∣∣〈ψωN

i ,KNψ
ωN

i 〉 − 〈KN 〉η0
λ
ωN
i

∣∣ = 0 ,

where

(1.1) 〈K〉η0λ =
∑

x,y∈VN

K(x, y)Φ̃λ+iη0(x̃, ỹ) and Φ̃γ(x̃, ỹ) =
1

N
· E [ImGγ

ǫ (x̃, ỹ)]

E [ImGγ
ǫ (o, o)]

.

Here, x̃, ỹ ∈ Tq are lifts of x, y ∈ VN satisfying dTq (x̃, ỹ) = dGN
(x, y), and Gγ

ǫ (v,w) =

〈δv, (Hω
ǫ − γ)−1δw〉 is the Green function of Hω

ǫ .
Note that E [ImGγ

ǫ (v,w)] = E [ImGγ
ǫ (o, u)] if d(o, u) = d(v,w).

If R = 0, we have 〈aN 〉η0λi
= 1

N

∑
x∈VN

aN (x) = 〈aN 〉.

1.3. Consequences. Denote ψj = ψωN

j and λj = λωN

j . By a simple application of
Markov’s inequality, one may deduce from Theorem 1.1 that for any ς > 0,

1

N
# {λj ∈ (−λ0, λ0) : |〈ψj , aNψj〉 − 〈aN 〉| > ς} → 0

P-a.s. as N → ∞. So for most ψj with eigenvalues in (−λ0, λ0), the quantity 〈ψj , aNψj〉
approaches 〈aN 〉. If one takes aN = δx, this seems to imply that |ψj(x)|2 ≈ 1

N for any
x ∈ VN . However, one should pay attention to the speed of convergence. The best we can
achieve is a negative power of the girth (see [11]), which typically grows like logN . Hence,
if we wanted to apply the result to aN = δx, we would obtain ||ψj(x)|2 − 1

N |2 . 1
logN ,

which does not imply that |ψj(x)|2 ≈ 1
N . However, we may take aN to be the characteristic

function of any ΛN ⊂ GN of size αN , with 0 < α < N (e.g. α = 1
2). In this case, we

obtain |‖χΛN
ψj‖2 − α|2 . 1

logN , which implies that ‖χΛN
ψj‖2 ≈ α.

So Theorem 1.1 implies that in weak disorder, most ψj with eigenvalues in (−λ0, λ0)
are uniformly distributed in this sense : if we consider any ΛN ⊂ GN containing half the
vertices of GN , without any restriction on the shape of ΛN , we find half the mass of ‖ψj‖2.

More generally, Theorem 1.2 implies that the correlation ψj(x)ψj(y) approaches the

function Φ̃λj+i0(x̃, ỹ) for large N .
A more detailed discussion of the consequences of our results is given in [13].
In the physics literature, a strong delocalization criterion is dubbed “ergodicity”. In

the ergodic phase, the inverse participation ratio ‖ψj‖2p2p should behave asymptotically

like 1
Np−1 . There seems to be a divergence among physicists concerning this issue for the

Anderson model. Analytical predictions [27] first suggested that states in the delocalized
phase are ergodic. Numerical evidence [8, 9] then put forward a different behavior of
“multi-fractality”. Finally, papers [39, 42] supported the original predictions of ergodicity.
In any case, our results do not allow us to settle this question. If we could zoom in at
every x and show that |ψj(x)|2 ≈ 1

N , we would have ‖ψj‖2p2p ≈ 1
Np−1 . But as mentioned

above, we have to consider macroscopic regions ΛN instead.

Remark 1.3. In the main results, we assumed the “test-observables” KN are independent
of (ωN ). This suffices to obtain the consequences discussed above. We can actually allow
KN to depend on (ωN ), but in this case, we have to replace the average 〈KN 〉η0λ by the
more complicated quantity (2.5). This remark is pertinent in particular for numerical
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tests [8, 9], where one first picks a realization of the potential, then tests the ergodicity of
eigenfunctions, so that the observable depends on (ωN ).

Remark 1.4. It was shown in [6] that AC spectrum exists outside [−2
√
q, 2

√
q]. It is

natural to ask whether quantum ergodicity also holds in these regions. We do not answer
this question here. Still, we may replace the interval (−λ0, λ0) in our main results by
any open set I1 in which [13, condition (Green)] is true. For the Anderson model, this
condition is the following.

Let ζ̂γw(v) = −G(v|w)
ǫ (v, v; γ) be the Green function on the subtree T

(v|w)
q in which the

branch emanating from v, passing by w ∈ Nv is removed. Condition (Green) is said to

hold on I1 if supλ∈I1,η∈(0,1) E(| Im ζ̂
λ+iη
o (o′)|−s) ≤ Cs < ∞ for any s > 0. Here, o′ is any

neighbor of o. If (POT) holds, we show in Proposition 2.2 that (Green) is equivalent
to :

inf
λ∈I1,η∈(0,1)

E
[
| Im ζ̂

λ+iη
o′ (o))|

]
≥ c > 0 and sup

λ∈I1,η∈(0,1)
E
[
(Im ζ̂

λ+iη
o′ (o))2

]
≤ C <∞ .

The fact that (Green) implies both conditions is simple. The converse is nontrivial and
uses important estimates from [7]. The results of [33] imply that both conditions hold true
in proper subsets of (−2

√
q, 2

√
q) if the disorder is weak, but they may well be satisfied

beyond this region.

2. Proof of the main results

Our results follow from the main theorem in [13], which ensures quantum ergodicity
once assumptions (EXP), (BSCT) and (Green) are satisfied. We shall thus prove that
the Anderson model satisfies (BSCT) for P-a.e. (ωN ) and that the local weak limit
satisfies (Green). We conclude by showing that the general average 〈K〉λ+iη0 appearing
in [13] can be replaced by the simpler average 〈K〉η0λ in the context of Theorem 1.2.

We refer the reader to [13, Section 1.6] for a brief sketch of the strategy we follow to
prove quantum ergodicity once this input has been checked.

A colored rooted graph (G, o,W ) is a graph G = (V,E) with a root o and a map

W : V → R, which we call “coloring”. Let G
D,A
∗ be the set of (isomorphism classes of)

colored rooted graphs [G, o,W ] with degree bounded by D and coloring in [−A,A]. The

set G
D,A
∗ is endowed with a topology, see for instance [13, Appendix A]. Checking (BSCT)

means proving that, for any continuous f : G
D,A
∗ → R, we have the convergence

(2.1) lim
N→∞

1

N

∑

x∈GN

f([GN , x,W
ωN ]) =

∫

G
D,ǫA
∗

f([G, v,W ]) dP([G, v,W ]) ,

where P is some probability measure on G
D,A
∗ . In Proposition 2.1 we prove that this holds

for P-a.e. (ωN ), with P defined by (2.2).
This says that the Anderson model on Tq is the Benjamini-Schramm limit of the se-

quence (GN ,W
ωN ) for P-a.e. (ωN ). By general arguments (e.g. [13, Appendix A]), this

implies in particular that the empirical spectral measures of (GN ,W
ωN ) converge P-almost

surely to the integrated density of states of Hω
ǫ on Tq.

Proposition 2.1. If (GN ) satisfies (BST), then for P-a.e. (ωN ) ∈ Ω̃, the sequence
(GN ,W

ωN ) has a local weak limit P which is concentrated on {[Tq, o,W ω
ǫ ] : ω ∈ Ω}, where

o ∈ Tq is fixed and arbitrary. The measure P acts by taking the expectation w.r.t. P, that
is, if D = q + 1, then
(2.2)∫

G
D,ǫA
∗

f([G, v,W ]) dP([G, v,W ]) =

∫

Ω
f([Tq, o,W ω

ǫ ]) dP(ω) = E [f([Tq, o,W ω
ǫ ])] .
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Proof. Since ǫ is fixed and plays no role here, we omit it from the notation.

Consider the set A of continuous functions on G
D,A
∗ , which “depend only on a finite-size

neighborhood of the origin”. That is, let A = ∪r∈NAr, where

Ar =
{
f : G

D,A
∗ → R : f is continuous and f([G, v,W ]) = f([G′, v′,W ′])

if [BG(v, r), v,W ] = [BG′(v′, r), v′,W ′]
}
.

Then A is an algebra of continuous functions containing 1 which separates points.

Using the compactness of G
D,A
∗ , cf. [13, Section A.1], it suffices to show that there

exists Ω0 ⊆ Ω̃ with P(Ω0) = 1 such that for any (ωN ) ∈ Ω0 and any f ∈ A the limit in
(2.1) holds true. For this, we adapt the strong law of large numbers for random variables
in L4 (see e.g. [23]). Denote by E the expectation w.r.t. P. Given f ∈ Ar, let

Yx = Y N
x = f([GN , x,W

ωN ])− E [f([GN , x,W
ωN ])] and SN =

1

N

∑

x∈VN

Yx .

Then Y N
x only depends on (ωz)z∈BGN

(x,r), since f([GN , x,W
ωN ]) = f([GN , x, W̃

ωN ]) if

W ωN = W̃ ωN on BGN
(x, r). Hence, Y N

x and Y N
y are independent if dGN

(x, y) > 2r.

Moreover, each Y N
x is bounded by 2‖f‖∞. Now

E
[ ∑

x∈VN

Yx

]4
=

∑

x∈VN

E(Y 4
x ) + 6

∑

x,y∈VN

E(Y 2
x Y

2
y ) + 4

∑

x,y∈VN

E(YxY 3
y + YyY

3
x )

+ 12
∑

x,y,z∈VN

E(YxYyY 2
z + YxY

2
y Yz + Y 2

x YyYz) + 24
∑

x,y,z,t∈VN

E(YxYyYzYt) .

The terms involving
∑

x∈VN
and

∑
x,y∈VN

are respectively O(N) and O(N2). In the other

terms, some cancellations take place due to independence. Indeed, E(YxYyY 2
z ) vanishes as

soon as dGN
(x, y) > 4r : in that case, we have either dGN

(x, z) > 2r and Yx is independent
of the pair (Yy, Yz), or dGN

(y, z) > 2r and Yy is independent of (Yx, Yz). Thus we have
either E(YxYyY 2

z ) = E(Yx)E(YyY 2
z ) = 0 or E(YyYxY 2

z ) = E(Yy)E(YxY 2
z ) = 0 . Hence,

|∑x,y,z∈VN
E(YxYyY 2

z )| ≤ N2τq,4r(2‖f‖∞)4, where τq,r := |BTq (o, r)|.
Similarly, for E(YxYyYzYt) to be non zero, each point must be at distance ≤ 2r from

one of the three others. So we must have [dGN
(x, y) ≤ 2r and dGN

(z, t) ≤ 2r] (or a per-
mutation thereof) or [dGN

(x, •) ≤ 8r for • = y, z, t]. Hence,
∑

x,y,z,t∈VN
|E(YxYyYzYt)| ≤

3N2τ2q,2r(2‖f‖∞)4 + Nτ3q,8r(2‖f‖∞)4. We thus get E(|SN |4) ≤ C(r, f)N−2 in all cases,
with r fixed.

Using Borel-Cantelli, it follows as in [23, Theorem 2.3.5] that SN → 0 P-a.s., i.e. for
(ωN ) ∈ Ωf with P(Ωf ) = 1. Since A has a countable dense subset {fj} (e.g. the functions
taking only rational values), we let Ω0 = ∩jΩfj and get P(Ω0) = 1.

Now if f ∈ A , say f ∈ Ar, we have

∣∣∣ 1
N

∑

x∈VN

f([GN , x,W
ωN ])−E [f([Tq, o,W ω])]

∣∣∣

≤ |SN |+
∣∣∣ 1
N

∑

x∈VN

EN [f([GN , x,W
ωN ])]−E [f([Tq, o,W ω])]

∣∣∣ .(2.3)

If ρGN
(x) ≥ r, there is a graph isomorphism φx : BGN

(x, r) → BTq (o, r) with φx(x) =

o. Denoting W ω
x = W ωN ◦ φ−1

x , we get [BGN
(x, r), x,W ωN ] = [BTq (o, r), o,W ω

x ], so
f([GN , x,W

ωN ]) = f([Tq, o,W ω
x ]). Using standard measure-preserving transformations,
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it follows that EN [f([GN , x,W
ωN ])] = E [f([Tq, o,W ω])]. Hence,

∣∣∣ 1
N

∑

x∈GN

f([GN , x,W
ωN ])−E[f([Tq, o,W ω])]

∣∣∣ ≤ |SN |+ #{x : ρGN
(x) < r}

N
(2‖f‖∞) .

Taking N → ∞, it follows by (BST) that if (ωN ) ∈ Ω0, then (2.1) is true for any f ∈ {fj},
the dense subset of A . Arguing as in [35, Corollary 15.3], the proof is complete. �

We next show that the measure P in Proposition 2.1 satisfies assumption (Green) in

I1 = (−λ0, λ0), i.e. supλ∈I1,η∈(0,1) E(
∑

o′∼o | Im ζ̂
λ+iη
o (o′)|−s) < ∞ for any s > 0, where

ζ̂
γ
o (o′) = −G(o′|o)

ǫ (o′, o′; γ). Since E(| Im ζ̂
γ
o (o′)|−s) is the same for any o′ ∼ o and also

equal to E(| Im ζ̂
γ
o′(o)|−s), the measure P satisfies (Green) in I1 iff for any s > 0, we have

supλ∈I1,η∈(0,1) E(| Im ζ̂
λ+iη
o (o′)|−s) <∞, where o′ ∼ o is arbitrary. To check this condition,

we use the moment bounds provided in [33] and [7].

Proposition 2.2. (i) Under assumption (POT), condition (Green) holds in I1 ⊆ R iff
(2.4)

inf
λ∈I1,η∈(0,1)

E
[
| Im ζ̂

λ+iη
o′ (o))|

]
≥ c > 0 and sup

λ∈I1,η∈(0,1)
E
[
(Im ζ̂

λ+iη
o′ (o))2

]
≤ C <∞ .

(ii) Assuming (POT) holds and 0 < λ0 < 2
√
q, there exists ǫ(λ0) > 0 such that if

|ǫ| < ǫ(λ0), then assumption (Green) holds on I1 = (−λ0, λ0).
Proof. The fact that (Green) implies the first condition follows from Jensen’s inequal-

ity : E[| Im ζ̂
λ+iη
o′ (o)|−1] ≥ E[| Im ζ

λ+iη
o′ (o)|]−1. To see that (Green) implies the second

one, recall that |ζ̂γo′(o)|2 = |ǫ ωo − γ +
∑

o′′∈No\{o′} ζ̂
γ
o (o′′)|−2 ≤ | Im ζ̂

γ
o (o′′)|−2 by classical

recursive formulas (see e.g. [12, Lemma 2.1]), so the second property follows.
Conversely, given δ ∈ (0, 1), introduce the set

σǫac(δ) = {λ ∈ R : P(| Im ζ̂
λ+iη
o′ (o)| > δ) > δ ∀η ∈ (0, 1)} ,

where o′ ∼ o is arbitrary. The arguments of [7, Theorem 2.4] show that if (POT) holds,
then assumption (Green) is satisfied on any bounded I ⊂ σǫac(δ). We now show that if
the two conditions in (2.4) hold, then I1 ⊆ σǫac(c

′) for some c′ > 0.

Suppose that P(| Im ζ̂
λ+iη
o′ (o)| > c′) ≤ c′ for some λ ∈ I1 and η ∈ (0, 1). Then

E
[
| Im ζ̂

λ+iη
o′ (o)|

]
= E

[
| Im ζ̂

λ+iη
o′ (o)|1

| Im ζλ+iη

o′
(o)|>c

]

+E
[
| Im ζ̂

λ+iη
o′ (o)|1

| Im ζ̂λ+iη

o′
(o)|≤c

]
≤ (Cc′)1/2 + c′ < c

if c′ > 0 is small enough, yielding a contradiction. Here, we used Cauchy-Schwarz and the

bound E[| Im ζ̂
λ+iη
o′ (o)|2] ≤ C. Hence, I1 ⊆ σǫac(c

′) for some c′ > 0 as claimed, proving (i)
To prove (ii), we show that if I1 = (−λ0, λ0), then the conditions in (2.4) are satisfied

if |ǫ| is small. This is a consequence of the results of [33, Theorem 1.3], according to
which there exists ǫ(λ0) such that if |ǫ| < ǫ(λ0), then the second condition is satisfied. For

the first one, recall that if ǫ = 0, then ζ̂λ+i0
o′ (o) =

λ−i
√

4q−λ2

2q for any λ ∈ (−2
√
q, 2

√
q).

In particular, | Im ζ̂λ+i0
o′ (o)| > 2cλ0

> 0 for all λ ∈ [−λ0, λ0]. By [33, Theorem 1.4],

there exists ǫ0 = ǫ(λ0) such that the map (ǫ, λ, η) 7→ E[| Im ζ̂
λ+iη
o′ (o)|] has a continuous

extension2 to (−ǫ0, ǫ0) × [−λ0, λ0] × [0,∞). Hence, we may find ǫ1 ≤ ǫ0 and η1 > 0

such that E[| Im ζ̂
λ+iη
o′ (o)|] > cλ0

for all (ǫ, λ, η) ∈ (−ǫ1, ǫ1) × [−λ0, λ0] × [0, η1). So the

2In [33], this is proved for the whole Green function Gγ
ǫ (o, o). To see this for ζ̂

γ

o′
(o), just replace the

(q+1)-regular tree by the rooted q-ary tree. More precisely, represent E[ζ̂γ
o′
(o)] = −i

π

∫
R2(Bǫ,γζ

q
ǫ,γ)(ϕ

2)d2ϕ

instead of E[Gγ
ǫ (o, o)] = i

π

∫
R2(Bǫ,γζ

q+1
ǫ,γ )(ϕ2)d2ϕ, where Bǫ,γ and ζǫ,γ are defined in [33]. Then both

continuity assertions follow from [33, Theorem 3.5] and the discussion thereafter.
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first condition in (2.4) holds if the inf on η is taken over (0, η1). To extend this to

(0, 1), note that Im ζ̂
λ+iη
o′ (o) = η‖(H(o|o′)

ǫ − λ− iη)−1δo‖2. Since ‖H(o|o′)
ǫ − λ− iη‖ℓ2→ℓ2 ≤

(q + 1) + ǫA+ cI1 + 1 =: c̃ for any λ ∈ I1 and η ∈ (0, 1), we have the deterministic bound

| Im ζ̂
λ+iη
o′ (o)| ≥ ηc̃−2. This completes the proof. �

Denote GN = (VN , EN ), I1 = (−λ0, λ0), and let (ψωN

j ) be an orthonormal basis of

ℓ2(VN ) with corresponding eigenvalues (λωN

j ). Using Propositions 2.1 and 2.2 (ii), it follows

that [13, Theorems 1.1,1.3] hold P-a.s. on I1 in the regime of weak disorder |ǫ| < ǫ(λ0).
We thus get the following statement :

Fix R ∈ N. Let K = KN : VN × VN → C satisfy K(x, y) = 0 if d(x, y) > R and
supN supx,y∈VN

|KN (x, y)| ≤ 1. Given γ ∈ C \ R, define the weighted average

(2.5) 〈K〉λ+iη0 =
∑

x,y∈VN

K(x, y)ΦN
λ+iη0(x̃, ỹ) where ΦN

γ (x̃, ỹ) =
Im g̃

γ
N (x̃, ỹ)∑

x∈VN
Im g̃

γ
N (x̃, x̃)

.

Then there is Ω0 ⊆ Ω̃, P(Ω0) = 1, and ǫ(λ0) > 0, such that for any (ωN ) ∈ Ω0 and
|ǫ| < ǫ(λ0), we have

lim
η0↓0

lim
N→∞

∑

λ
ωN
j ∈I1

∣∣∣〈ψωN

j ,Kψ
ωN

j 〉 − 〈K〉λωN
j +iη0

∣∣∣ = 0 .

Here, g̃γN (x̃, x̃) is the Green function of the “lifted” operator given by H̃ω
N = ATq + W̃ ωN

ǫ ,

where W̃ ωN
ǫ (v) =W ωN

ǫ (πNv) and πN : Tq → GN is the covering projection.
To conclude the proof of Theorems 1.1, 1.2, we show that if K is independent of (ωN ),

then we may replace 〈K〉λ+iη0 by the simpler average 〈K〉η0λ .

Lemma 2.3. Let KN : VN × VN → C be independent of (ωN ) and satisfy KN (x, y) = 0 if
d(x, y) > R and sup |KN (x, y)| ≤ 1. Fix η0 > 0, and define 〈KN 〉λ+iη0 and 〈KN 〉η0λ as in
(2.5) and (1.1). Then for P-a.e. (ωN ),

∣∣〈KN 〉λ+iη0 − 〈KN 〉η0λ
∣∣ −→
N−→+∞

0

uniformly for λ in a compact set.

Proof. By the triangle inequality, we may assume KN (x, y) 6= 0 only if d(x, y) = R.
Let I ⊂ R be compact, and let λ ∈ I. Denote γ = λ+ iη0 and Sx

R = {y : d(x, y) = R}.
By Proposition 2.1, there is Ω0 ⊆ Ω̃ with P(Ω0) = 1 such that for any (ωN ) ∈ Ω0,

(GN ,W
ωN ) has a local weak limit P. As in [13, equation A.13], we now see KN as an

additional coloring. Up to passing to a subsequence, for any (ωN ) ∈ Ω0, (GN ,W
ωN ,KN )

has a local weak limit P̂ whose marginal on G
D,A
∗ coincides with P. So by [13, equation

A.13], we have for any (ωN ) ∈ Ω0 and uniformly in λ ∈ I,

(2.6) 〈KN 〉λ+iη0 −→
N−→∞

Ê

(∑
w∈Sv

R
K(v,w) Im Gγ

ǫ (v,w)
)

E [ImGγ
ǫ (v, v)]

,

where K : V (Tq) × V (Tq) → C is a random coloring on Tq with values in {|z| ≤ 1}. By
Proposition 2.1, E[ImGγ

ǫ (v, v)] = E[ImGγ
ǫ (o, o)]. On the other hand,

(2.7)
1

N

∑

x∈VN

∑

y∈Sx
R

KN (x, y) −→
N−→+∞

Ê


 ∑

w∈Sv
R

K(v,w)


 .
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Since 〈KN 〉η0λ = E[ImGγ
ǫ (o,yR)]

E[ImGγ
ǫ (o,o)]

· 1
N

∑
x∈VN

∑
y∈Sx

R
KN (x, y), where yR is any point at distance

R from o, we thus have

(2.8) 〈KN 〉η0λ −→
N−→+∞

Ê

(∑
w∈Sv

R
K(v,w)

)
E [ImGγ

ǫ (o, yR)]

E[ImGγ
ǫ (o, o)]

uniformly in λ ∈ I. Comparing (2.6), (2.8), the lemma will follow if we show that the
limits are equal, i.e. for any fixed γ = λ+ iη0, we have

(2.9) Ê


 ∑

w∈Sv
R

K(v,w) Im Gγ
ǫ (v,w)


 = Ê


 ∑

w∈Sv
R

K(v,w)


E [ImGγ

ǫ (o, yR)] .

In fact, we know the LHS is the limit of 1
N

∑
x∈VN ,y∈Sx

R
KN (x, y) Im g̃

γ
N (x̃, ỹ) for any (ωN ) ∈

Ω0, so it suffices to show that 1
N

∑
x∈VN ,y∈Sx

R
KN (x, y) Im g̃

γ
N (x̃, ỹ) also converges to the

RHS. For this, let hη0(t) = (t − iη0)
−1 and given δ > 0, let Qδ be a polynomial with

‖hη0 −Qδ‖∞ < δ. Then for any v,w ∈ Tq,

(2.10) |g̃γN (v,w) −Qδ(H̃N − λ)(v,w)| < δ and |Gγ
ǫ (v,w) −Qδ(Hω

ǫ − λ)(v,w)| < δ .

Now consider

Yx =
∑

y∈Sx
R

KN (x, y)(ImQδ(H̃N − λ)(x̃, ỹ)− E [ImQδ(H̃N − λ)(x̃, ỹ)])

and SN = 1
N

∑
x∈VN

Yx. If Qδ has degree dδ, then Qδ(H̃N − λ)(x̃, ỹ) only depends on

(ωz)z∈BGN
(x,dδ). So Yx and Yy are independent if dGN

(x, y) > 2dδ . Repeating the argu-

ments of Proposition 2.1, we see that SN → 0 on a set Ωλ of full probability. We may

thus replace ImQδ(H̃N − λ)(x̃, ỹ) by E [ImQδ(H̃N − λ)(x̃, ỹ)] as in (2.3).

We have again E [ImQδ(H̃N − λ)(x̃, ỹ)] = E[ImQδ(Hω
ǫ − λ)(o, yR)] if ρGN

(x) ≥ dδ +R.
So using (2.10), (2.7) and (BST), we get for any (ωN ) ∈ Ωλ ∩ Ω0,

∣∣∣ 1
N

∑

x∈VN ,y∈Sx
R

KN (x, y) Im g̃
γ
N (x̃, ỹ)− Ê


 ∑

w∈Sv
R

K(v,w)


E [ImGγ

ǫ (o, yR)]
∣∣∣

≤ |SN |+ #{x : ρGN
(x) < dδ +R}
N

(2(q + 1)qR−1η−1
0 ) + 2(q + 1)qR−1δ −→ 0

as N → ∞ followed by δ ↓ 0. So for (ωN ) ∈ Ωλ ∩ Ω0,
1
N

∑
x∈VN ,y∈Sx

R
KN (x, y) Im g̃

γ
N (x̃, ỹ)

converges to both the LHS and RHS of (2.9), and the claim follows. �
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