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Abstract

This paper presents the results of the SHREC’17 contest on retrieval of surfaces with similar relief patterns. The proposed task was created in order to verify the possibility of retrieving surface patches with a relief pattern similar to an example from a database of small surface elements. This task, related to many real world applications, requires an effective characterization of local "texture" information not depending on patch size and bending. Retrieval performances of the proposed methods reveal that the problem is not quite easy to solve and, even if some of the proposed methods demonstrate promising results, further research is surely needed to find effective relief pattern characterization techniques for practical applications.

Categories and Subject Descriptors (according to ACM CCS): I.3.3 [Computer Graphics]: Picture/Image Generation—Line and curve generation

1. Introduction

The challenge of this SHREC’17 track is to evaluate the performance of existing retrieval algorithms when a 3D surface is characterized by different relief patterns, such as knitted fabrics. This task is particularly challenging and interesting for practical applications, for example to retrieve artworks’ patterns, artists’ styles or to classify natural structures like tree barks [OVSP13], rock types or engravings [ZPS*16], etc. A peculiar characteristic of patterns is the fact their style does not depend by the overall structure of the shape rather than it identifies parts and local properties that are independent of the global shape.

The key point in this retrieval task is to find a patch descriptor and a distance measure that do not depend on the patch bending and are robust to different mesh samplings, but only on the relief pattern characterizing its surface, that can have different size and a depth of a few millimeters.

2. Data acquisition and processing

15 different textiles (with well defined and specific relief patterns) have been placed in different poses possibly lying on differently shaped objects and stretched, so that the same surface assumes different space embeddings (examples of different embeddings of the same patch are shown in Figure 1.

Then, their surface has been acquired with an Intel Realsense F200 depth sensor and the 3D System Sense app. [sen]. Exported meshes, without texture, have been processed to remove inconsistencies and 12 patches of approximately 100 – 200 cm² have then been obtained for each textile class. With this procedure 180 models have been created. These models are also referred as original surfaces.

To each patch, three processing operations (two adaptive simplifications to 10K and 5K vertices and one re-sampling operation to 15K vertices) have been applied to each scan. All these transformations have been designed to alter the mesh connectivity of the original scans, see Figure 2. These processing operations were automatically done using the ReMESH software [AF06]. Then, all dangling edges and self-intersections have been manually removed, so that the final patches are oriented, made of a single connected component and locally a regular. At the end of these processing operations, the full dataset is made of 720 models (180 original
The PR curves the Mean Average Precision (MAP), e.g. the average of all precision values computed for each subject in the retrieved list was estimated. As a further evaluation measure, we consider the confusion matrices obtained from the NN classification deduced from the similarity matrices.

4. Participants and methods

Ten groups subscribed to the contest but only six finally submitted their contributions with (up to three) dissimilarity matrices. A total of 14 runs/matrices have been evaluated and compared, including one created with a simple baseline method.

In the following sections we present all the participants and proposed methods.

4.1. Statistics of Local Features Extracted from Local Binary Pattern Image (LBPI), by Atsushi Tatsuma and Masaki Aono

In order to capture texture features of surface object, authors estimate statistics of local features extracted from the depth-buffer image as a shape descriptor of the surface object. To emphasize the texture of surface object, they convert the depth-buffer image into the Local Binary Pattern (LBP) [OPH94] image.

Figure 4 shows the overview of our feature extraction process. As a preprocessing, authors perform the normalization of the position and scale for a given surface object. They translate the mean of the vertices to the origin, and normalize the size of the surface object to the unit sphere.

After normalization of the surface object, they render a depth-buffer image from the viewpoint defined by the mean of the face-normal vectors. To emphasize the texture of the surface object represented with depth values, they convert the depth-buffer image into the LBP image. And then, they extract local features from the LBP image. For feature detection and description algorithm, the KAZE features [ABD12] are employed.

To obtain the shape descriptor of the surface object, authors calculate the mean, covariance matrix, skewness, and kurtosis of the local features. Let \( x_1, x_2, \ldots, x_N \) be the local features of size \( N \). The mean \( \mu \), covariance matrix \( C \), skewness \( s \), and kurtosis \( k \) are calculated as follows [Mar70]:

\[
\mu = \frac{1}{N} \sum_{i=1}^{N} x_i,
\]

\[
C = \frac{1}{N} \sum_{i=1}^{N} (x_i - \mu)(x_i - \mu)^\top,
\]

\[
s = \frac{1}{N^2} \sum_{i=1}^{N} \sum_{j=1}^{N} \frac{(x_i - \mu)^\top C^{-1}(x_i - \mu)}{3},
\]

\[
k = \frac{1}{N} \sum_{i=1}^{N} \frac{(x_i - \mu)^\top C^{-1}(x_i - \mu)}{2}.
\]

Since the covariance matrix \( C \) lies on the Riemannian manifold of symmetric positive semi-definite matrices, the method used maps the covariance matrix onto a point in the Euclidean space by using Penne et al.’s method [PFA06].
The final shape descriptor is obtained by concatenating the mean, covariance, skewness, and kurtosis of the local features. The shape descriptor is normalized with the signed square rooting and $\ell_2$ normalization \cite{JC12}. For the dissimilarity between two shape descriptors, the Euclidean distance is employed.


The key idea of this method is to test a curvature-based Laplace-Beltrami operator (KLBO) to describe the relief patterns of surfaces. After computing the eigendecomposition of the KLBO, the Improved Wave Kernel signature (IWKS) \cite{LW15} is computed and encoded using two different encoding schemes: the Fisher Vector (FV) or the Super Vector (SV). Lastly, differences between encodings are computed using Euclidean distance, after reducing feature dimensionality by computing PCA. In the following, we explain in more details each one of these steps.

The KLBO is a method which computes the underlying spectral components of 3D meshes using a curvature-based kinetic term, which removes the influence of shape’s articulations. By defining the Lagrangian of the dynamics over the object’s surface using classical field theory (1), it is possible to weight the physical field using a smooth positive kinetic density. The Lagrangian density of the system is given by:

$$\mathcal{L}(\phi, \nabla \phi, \phi, x, t) = T - V$$

where $T$ is the kinetic energy and $V$ is the potential energy, and $\phi$ represents a field defined over the surface of the object. By weighting $T$ in the Euler-Lagrange equation, which is given by the action of the system ($\mathcal{S}(\mathcal{L}) = \int \mathcal{L}(\phi, x, t) dt$) it is possible to weight the kinetic energy differently across the field. After computing all respective derivations, it leads to the following generalized eigenproblem:

$$W \phi = \lambda A K \phi$$

where $\mathbf{A}$ is a diagonal matrix where the diagonal element $A_{ii}$ represents the area of the Voronoi diagram around $v_i$. Differently from the standard approach, the proposed formulation is less variant to non-rigid motions since articulated regions are downweighted by the curvature-based kinetic term. Therefore, the knitted fabrics or other materials do not need to be bended in a specific way.

After computing the shape spectrum $(\lambda, \phi)$ using (2), participants compute the IWKS which is a spectral descriptor based on the Wave Kernel Signature \cite{ASC11}. To encode the local spectral descriptors they use two methods: the Fisher Vector (KLBO-FV-IWKS run) and the Super Vector (KLBO-SV-IWKS run). For more details about them and how to encode local features using these methods, please refer to the original paper.  

\[W(i, j) = \begin{cases} 
\frac{\text{cot} \alpha_{ij} + \text{cot} \beta_{ij}}{2} & \text{if } (i, j) \in E, \\
\sum_{k \neq i} W(i, k) & \text{if } i = j.
\end{cases}\]
Methods we refer to reader to [LW15]. Distances between signatures are computed using Euclidean distance, but first, feature dimensionality is reduced to 50 by computing PCA of the encodings.

Parameters and Performance: Authors computed the first 300 eigenvalues and eigenfunctions of the KLBO using the cotangent scheme method with the kinetic-energy modifications. Then, they computed the IWKS with 100 frequencies using $\text{iwksvar} = 5$. For computing the dictionary, they used the first 29 models of the database to create GMMs with 38 components for each signature frequency. All experiments were performed in Matlab in a Windows PC (Intel Core i7 3.4GHz, 8GB RAM). In the beginning, all meshes were resampled to 10K faces. It takes, in average, 7 seconds, respectively. For computing either the FV or SV encoding for all signatures was 105 seconds and 410 seconds, respectively.

4.3. Signature Quadratic Form by Ivan Siprian and Benjamin Bustos (SQFD)

This method consists of applying the Signature Quadratic Form Distance (SQFD) [BUS09] along with intrinsic spectral descriptors. On the one hand, the SQFD distance is a suitable and effective alternative to compare 3D objects represented as a collection of local features [SLBS16]. On the other hand, spectral features have proven to be robust against several transformations while keeping discriminative geometric information. This proposal combines these two methods in order to represent and assess the similarity between relief patterns.

Let $M$ be a 3D shape. First a set of local descriptors is computed on $M$. The computation of spectral descriptors depends, in turn, on the computation of the Laplace-Beltrami operator and its eigen-decomposition. As the complexity of this decomposition is directly related to the number of vertices of the input mesh, input models are simplified to have approximately 20,000 vertices by using the QSlim algorithm [GH97].

A local descriptor for each vertex is thus estimated in the simplified mesh. We denote the set of local descriptors of the mesh $M$ as $F_M$. The approach to use the SQFD distance establishes that we need to compute a more compact representation called signature. Let us suppose the existence of a local clustering on $F_M$ that groups similar local descriptors such that the number of clusters is $n$ and $F_M = C_1 \cap C_2 \cap \ldots \cap C_n$. The signature is defined as $S^M = \{(c^M_i, w^M_i), i = 1, \ldots , n\}$, where $c^M_i = \frac{1}{|C_i|} \sum_{d \in C_i} d$ and $w^M_i = \frac{|C_i|}{|F_M|}$. Each element in the signature contains the average descriptor in the cluster ($c^M_i$) and a weight ($w^M_i$) to quantify how representative is the cluster in the collection of local descriptors.

The local clustering is a key ingredient of the computation of the signatures. Participants use an adaptive clustering method that searches groups of descriptors using two distance penalties. The method uses an intra-cluster penalty $\lambda$ that accounts for the maximum distance between descriptors in the same cluster. Also, the method uses an inter-cluster penalty $\beta$ that accounts for the minimum distance between centroids of different clusters. In addition, the clustering method only preserves clusters with a number of descriptors greater than a parameter $N_m$. More details can be found in [SLBS16].

Given two objects $M$ and $N$, and their respective signatures $S^M$ and $S^N$, the Signature Quadratic Form Distance is defined as

$$\text{SQFD}(S^M, S^N) = \sqrt{(w^M - w^N) \cdot A_{sim} \cdot (w^M - w^N)^T}$$

where $(w^M, w^N)$ denotes the concatenation of two weight vectors. The matrix $A_{sim}$ is a block similarity matrix that stores the correlation coefficients between clusters. To transform a distance between cluster centroids to a correlation coefficient, it is necessary to apply a similarity function and the Gaussian similarity function

$$\text{sim}(c_i, c_j) = \exp(-\alpha d^2(c_i, c_j)).$$

was chosen. Furthermore, it is necessary to choose the value of parameter $\alpha$ and the ground distance for descriptors. In all the proposed experiments, the choice were $\alpha = 0.9$ and $L^2$ as ground distance. More details about the computation of signatures and the SQFD distance can be found in [SLBS16].

Experimental Settings

Authors proposed three runs using different configurations of the method. Here we describe the parameters used in each run

- **SQFD(WKS).** Participants used the normalized Wave Kernel Signature [ASC11] as local descriptor. The parameters for local clustering were $\lambda = 0.2$, $\beta = 0.4$, $N_m = 30$. 

---
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• **SQFD(HKS).** The normalized Heat Kernel Signature \([\text{SOG09}]\) was used as local descriptor. The parameters for local clustering were \(\lambda = 0.2, \beta = 0.4, N_{\text{th}} = 30\).

• **SQFD(SIHKS).** The Scale-invariant Heat Kernel Signature \([\text{BK10}]\) was used as local descriptor. The parameters for local clustering were \(\lambda = 0.01, \beta = 0.02, N_{\text{th}} = 20\).

### 4.4. Covariance descriptor by morphological analysis of curvature estimations by Santiago Velasco-Forero and Amin Fehri

The proposed method computes an image covariance descriptor from morphological transformation of local estimation of curvature for a given 3-dimensional mesh \(S\). A scheme to illustrate the description of the method is given in Fig. 5. Four main components are used to compute this descriptor:

1. First, the local principal curvatures, \(\kappa_1, \kappa_2\) and the Gaussian curvature, \(\kappa_G = \kappa_1 \cdot \kappa_2\) are computed \([\text{CSM03,ACSD'03}]\). The estimation of \(\kappa_1\) and \(\kappa_2\) is performed by the largest and smallest eigenvalues of a smoothed estimation of local normal sections \([\text{Pey11}]\). Authors fixed \(11\) as smoothing parameter.

2. Second, curvature values on the three-dimensional surface are projected to a flat surface (two dimensional). Accordingly, the boundary of the mesh, i.e. the set of vertices that are only referenced by a single triangle in the mesh was found. This set is denoted by Boundary(\(S\)). Then, a support vector machine (SVM) was trained in a regression problem from the 3D coordinate of Boundary(\(S\)) to a discrete square of value from \([0, 256]\) \(\times\) \([0, 256]\), i.e. \(T : \mathbb{R}^3 \rightarrow \mathbb{Z}^2\). In this way it is possible to represent the curvature information \((\kappa_1, \kappa_2, \kappa_G)\) of \(S\) by three images.

3. At this point, it is possible to take advantage of image processing texture descriptors to characterize the original 3D surface. Participants used mathematical morphology operators in this task \([\text{Sot13}]\). For binary or grey-scale images, they are simple in the sense that they usually have an intuitive interpretation. Erosion \(SE_\gamma(I)\) (or minimum operator in a neighborhood) shrinks bright objects, whereas dilation \(SE_\delta(I)\) (or maximum operator in a neighborhood) expands bright objects at the boundary. The size and shape of the effect is controlled by the structuring element \(SE\) (neighborhood). The morphological opening \(SE_\gamma \circ SE_\delta(I)\) is an idempotent transformation defined by composition of erosion and dilation, i.e. \(\gamma SE\) \(\gamma = \delta SE\) \(\delta\). As the goal is to characterize the local texture of the curvature, rather than finding an optimal fixed value of size of \(SE\), authors focus on a range of values for the scale parameter. Thus, they produce 32 transformations of each curvature image by considering: 1) \(SE_{\gamma, \delta}\) operator by considering \(SE\) as disks with radius from 1 to 16

4. Finally, the covariance matrix of 96 images is computed, to produce a descriptor as a square matrix of size \(96 \times 96\) in the sense of \([\text{TPM06}]\).

5. The similarity between two meshes is calculated via their representation as covariance matrices by using the following measures:

\[
\Sigma_i, D_1(\Sigma_i, \Sigma_j) := \frac{triu(\Sigma_i) \cdot triu(\Sigma_j)}{triu(\Sigma_i + triu(\Sigma_j))}
\]

\[
b. \text{The von Neuman divergence (CMC-2) for two covariance matrices } [DT08], \Sigma_i \text{ and } \Sigma_j, D_2(\Sigma_i, \Sigma_j) := tr(\Sigma_i \cdot \Sigma_j - \Sigma_i \cdot log \Sigma_j - \Sigma_j \cdot log \Sigma_i + \Sigma_j)
\]

\[
c. \text{The Euclidean distance (CMC-3) between the upper triangular matrix with diagonal, i.e., for two covariance matrices, } \Sigma_i \text{ and } \Sigma_j, D_3(\Sigma_i, \Sigma_j) := ||triu(\Sigma_i) - triu(\Sigma_j)||
\]

### 4.5. Interior Dihedral Angle Histogram (IDAH) and HOG of the Geometry images (HOG-GI), by Li Sun, Yujuan Wu, Junjie Zhang, Bowen Du, Tianyu Zhao, Shuilong Dong and Haisheng Li

Interior Dihedral Angle Histogram (IDAH) The models’ convex/concave properties and local geometrical features can be well described by the interior dihedral angle of each edge of the mesh. Authors therefore propose a new statistical feature for 3D shape retrieval called Interior Dihedral Angle Histogram (IDAH). The process can be described as follows:

Firstly, they calculate all the interior dihedral angles of the model surface. Then, the distribution histogram is calculated in different intervals. Finally, they adopt the Manhattan distance between histograms to describe the similarity of models. Besides, they set two interval values, \(\text{bin}=130:10:230\) and \(\text{bin}=105:3:255\) (Unit of Measure: Degree), and the dimension of the feature vector is 11 and 51 respectively.

HOG of the Geometry images Based on paper \([\text{SBR16}]\), authors converted the model into a geometry image. Firstly, they use automatic parametrization to parametrize a 3D model over a spherical domain. Then, the spherical parametrization is mapped onto an octahedron. Finally, they cut the octahedron along its edges to output...
a flat and regular geometry image. They further use the VLFeat function vl_hog to extract the HOG features of geometry images to evaluate similarity between models.

4.6. Geodesic Multi-resolution (GMR) Approach by Majid Masoumi, Mahsa Rezaei, A. Ben Hamza

Authors use a geodesic multi-resolution descriptor [MLH16] by incorporating the vertex area into the definition of spectral graph wavelet [LB13] in a bid to capture more geometric information and, hence, further improve its discriminative ability. Moreover, Mexican hat wavelet has been utilized as a generating kernel, which considers all frequencies equally-important overall as opposed to the cubic spline kernel [LB13]. Furthermore, in order to capture the spatial relations between features, the proposed geodesic multi-resolution descriptor is weighted by geodesic exponential kernel. While the approach focuses primarily on 3D object retrieval, this framework is fairly general and can be used to address a variety of shape analysis problems, including segmentation and classification [MH17].

The geodesic multi-resolution framework consists of four main steps. The first step is to represent each 3D shape in the dataset \( \mathcal{D} \) by a spectral graph wavelet signature matrix \( S \), where \( S = (s_1, \ldots, s_m) \in \mathbb{R}^{p \times m} \), and \( s_i \) is the \( p \)-dimensional local descriptor at vertex \( i \) and \( m \) is the number of mesh vertices. In the second step, the area-weighted spectral graph wavelet signatures \( s_i \) are mapped to high-dimensional mid-level feature vectors using the soft-assignment coding step of the BoF model, resulting in a \( k \times m \) matrix \( U = (u_1, \ldots, u_m) \) whose columns are the \( k \)-dimensional mid-level feature codes. In the third step, the \( k \times k \) geodesic multi-resolution matrix \( F \) is computed using the mid-level feature codes matrix and a geodesic exponential kernel as follows:

\[
F = UKU^T, 
\]

where \( U \) is a \( k \times m \) matrix of geodesic multi-resolution codes (i.e. mid-level features), and \( K = (\kappa_{ij}) \) is an \( m \times m \) geodesic exponential kernel matrix whose elements are given by

\[
\kappa_{ij} = \exp \left( \frac{-d_{ij}^2}{\varepsilon} \right),
\]

with \( d_{ij} \) denoting the geodesic distance between any pair of mesh vertices \( v_i \) and \( v_j \), and \( \varepsilon \) is a positive, carefully chosen parameter that determines the width of the kernel. Then \( F \) is reshaped into a \( k^2 \)-dimensional global descriptor \( x_i \). In the fourth step, the geodesic multi-resolution vectors \( x_i \) of all \( n \) shapes in the dataset are arranged into a \( k^2 \times n \) data matrix \( X = (x_1, \ldots, x_n) \). Finally, a query \( x \) is compared to all data points in \( X \) using \( \ell_1 \)-distance to find the most relevant shapes to the query. The lower the value of this distance is, the more similar the shapes are.

4.7. Baseline method: Curvature Histograms (CH)

As a baseline of the benchmark we have implemented the histogram of the minimal curvature. In our settings, for every surface, we computed the value of the minimal curvature on each vertex using an implementation of the method [CSM03]. Then, an histogram of 128 bins is kept as signature of the that surface, see Figure 6. As distance between two surfaces we adopt the Manhattan distance between the corresponding histograms. The histograms of curvature used as baseline are not multi-resolution neither store any adjacency of relationship between the elements of the surface.

5. Results

Retrieval scores obtained by the different runs of the proposed methods are shown in Table 1. It is possible to see that globally the performances appear rather poor. Sufficiently good results on first retrieval (NN) should not mislead, as they are clearly biased by the inclusion in the dataset of four different meshes representing the same acquired patch. If we estimate the same scores on a subset of the data with single instances of each patch (180 patches with 12 differently shaped patches for each class), this effect is removed (Table 5). The method that seems more effective in retrieving similar patterns independently on the background shape is therefore not the one with top performances on the whole dataset (KLBO-FV-IWKS), but CMC-2 that actually increases many retrieval scores on the single-instances dataset. This could mean that the method is not robust against remeshing.

KLBO-FV-IWKS demonstrates a sufficient ability in pattern retrieval, but, on the other hand, seems to include in the similarity estimation information on the global shape, not only on the relieved pattern. Note that even if a method correct large scale bending of a shape, a signature may depend on the global area and contour of the shape while in our task it is important to characterize statistically the relief pattern.

Other methods seem mostly to fail both in retrieve patches with similar shape and similar pattern.

To better understand the behavior of the methods, it is interesting to investigate performances on the different classes of patterns. Figures 7 and 8 depict the Precision-Recall curves for the whole dataset of 720 patches and the original set of 180 models, respectively. Details of the Precision-Recall curves of some specific classes are shown in the Figures 9, 10 and 11. The most interesting fact is that the performances of the meth-
<table>
<thead>
<tr>
<th>Method</th>
<th>1-Tier</th>
<th>2-Tier</th>
<th>DCG</th>
<th>mAP</th>
</tr>
</thead>
<tbody>
<tr>
<td>CH</td>
<td>0.196</td>
<td>0.160</td>
<td>0.300</td>
<td>0.122</td>
</tr>
<tr>
<td>LBPI</td>
<td>0.828</td>
<td>0.232</td>
<td>0.697</td>
<td>0.283</td>
</tr>
<tr>
<td>IDAH-1</td>
<td>0.390</td>
<td>0.144</td>
<td>0.559</td>
<td>0.163</td>
</tr>
<tr>
<td>IDAH-2</td>
<td>0.306</td>
<td>0.127</td>
<td>0.559</td>
<td>0.163</td>
</tr>
<tr>
<td>G1 HOG</td>
<td>0.686</td>
<td>0.176</td>
<td>0.561</td>
<td>0.131</td>
</tr>
<tr>
<td>SQFD-SIHKS</td>
<td>0.168</td>
<td>0.239</td>
<td>0.532</td>
<td>0.158</td>
</tr>
<tr>
<td>SQFD-HKS</td>
<td>0.536</td>
<td>0.192</td>
<td>0.558</td>
<td>0.139</td>
</tr>
<tr>
<td>SQFD-WKS</td>
<td>0.510</td>
<td>0.191</td>
<td>0.549</td>
<td>0.136</td>
</tr>
<tr>
<td>CMC-1</td>
<td>0.718</td>
<td>0.372</td>
<td>0.673</td>
<td>0.260</td>
</tr>
<tr>
<td>CMC-2</td>
<td>0.763</td>
<td>0.389</td>
<td>0.686</td>
<td>0.271</td>
</tr>
<tr>
<td>CMC-3</td>
<td>0.647</td>
<td>0.323</td>
<td>0.639</td>
<td>0.218</td>
</tr>
<tr>
<td>KLBO-FV-IWKS</td>
<td>0.986</td>
<td>0.449</td>
<td>0.759</td>
<td>0.339</td>
</tr>
<tr>
<td>KLBO-SV-IWKS</td>
<td>0.978</td>
<td>0.409</td>
<td>0.283</td>
<td>0.296</td>
</tr>
<tr>
<td>GMR</td>
<td>0.079</td>
<td>0.128</td>
<td>0.054</td>
<td>0.113</td>
</tr>
</tbody>
</table>

Table 1: Retrieval scores of the different runs proposed on the full set of surface patches. NN values are biased by the remeshing of the same patches.

<table>
<thead>
<tr>
<th>Method</th>
<th>1-Tier</th>
<th>2-Tier</th>
<th>DCG</th>
<th>mAP</th>
</tr>
</thead>
<tbody>
<tr>
<td>CH</td>
<td>0.206</td>
<td>0.132</td>
<td>0.145</td>
<td>0.437</td>
</tr>
<tr>
<td>LBPI</td>
<td>0.339</td>
<td>0.207</td>
<td>0.237</td>
<td>0.518</td>
</tr>
<tr>
<td>IDAH-1</td>
<td>0.272</td>
<td>0.163</td>
<td>0.262</td>
<td>0.175</td>
</tr>
<tr>
<td>IDAH-2</td>
<td>0.339</td>
<td>0.182</td>
<td>0.271</td>
<td>0.181</td>
</tr>
<tr>
<td>G1 HOG</td>
<td>0.089</td>
<td>0.069</td>
<td>0.190</td>
<td>0.073</td>
</tr>
<tr>
<td>SQFD-SIHKS</td>
<td>0.167</td>
<td>0.111</td>
<td>0.213</td>
<td>0.423</td>
</tr>
<tr>
<td>SQFD-HKS</td>
<td>0.106</td>
<td>0.066</td>
<td>0.137</td>
<td>0.376</td>
</tr>
<tr>
<td>SQFD-WKS</td>
<td>0.067</td>
<td>0.073</td>
<td>0.148</td>
<td>0.380</td>
</tr>
<tr>
<td>CMC-1</td>
<td>0.600</td>
<td>0.149</td>
<td>0.274</td>
<td>0.641</td>
</tr>
<tr>
<td>CMC-2</td>
<td>0.633</td>
<td>0.363</td>
<td>0.494</td>
<td>0.662</td>
</tr>
<tr>
<td>CMC-3</td>
<td>0.533</td>
<td>0.281</td>
<td>0.394</td>
<td>0.596</td>
</tr>
<tr>
<td>KLBO-FV-IWKS</td>
<td>0.522</td>
<td>0.295</td>
<td>0.427</td>
<td>0.603</td>
</tr>
<tr>
<td>KLBO-SV-IWKS</td>
<td>0.489</td>
<td>0.249</td>
<td>0.375</td>
<td>0.570</td>
</tr>
<tr>
<td>GMR</td>
<td>0.061</td>
<td>0.061</td>
<td>0.089</td>
<td>0.364</td>
</tr>
</tbody>
</table>

Table 2: Retrieval scores on the partial dataset with single instances of each patch.

Figure 7: Precision vs. Recall plot for all the proposed runs on the full dataset.

Figure 8: Precision vs. Recall plot for all the proposed runs on the single patch instances dataset. Overall results are similar, but CMC behaves now better than KLBO and NN performances are decreased.
Several authors recently proposed methods to characterize these patterns, however, the lack of labeled datasets was a limit in evaluating them. For this reason we proposed a novel dataset realized bending differently relieved tissues and acquiring patches with a depth sensor and organized a specific Shape Retrieval contest. This dataset includes patterns of different spatial frequency and resulted more challenging than expected, also due to the fact that it was created with a noisy real world capture of depth data. However, as humans can distinguish and assign the pattern visually on renderings, it is expected that algorithms that can retrieve correctly the same class instances given an example could be developed.

The simple curvature-based baseline method as well as more sophisticated local spectral approaches proposed by participants showed quite poor results. A few methods demonstrated more promising results, especially for selected relief patterns. The Kinetic weighting of Laplace-Beltrami operator proposed by Limberger & Wilson seems effective in the removal of surface bending, even if the descriptor appears to be still influenced by the patch shape. Velasco-Forero & Fehri as well as Tatsuma & Aono showed that exploiting image processing methods for 2D texture may be a viable solution, but that methods should be improved for practical applications.
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6. Discussion

The retrieval of surface patches with different spatial embeddings but with same relief patterns given an example is a practical task with several potential applications. One particular application that is interesting for track organizers is, for example, artworks’ analysis, where the aim is to characterize materials (studied in the Scan4Reco project [sca]) and styles or repeated decorations (incision on beard and hair, helmets, etc) on Cultural Heritage artifacts (such as those analyzed in the GRAVITATE project [GRA]).
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Figure 9: Precision vs. Recall plot for the best runs of each participants on class 1 objects, characterized by the pattern on the left. Best methods (CMC-2 and LBPI) are able to retrieve similar patterns given the examples.

Figure 10: Precision vs. Recall plot for the best runs of each participants on class 4 objects, characterized by the pattern on the left. No method is successful in retrieving patches of the same class.

Figure 11: Precision vs. Recall plot for the best runs of each participants on class 9 objects, characterized by the pattern on the left.
Figure 12: Confusion matrices for the single instances of each patch (180 models). Colors range from green (0) to yellow (12).