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Performance trade-offs in the observer design of a $2 \times 2$ linear hyperbolic system

Jean Auriol$^1$, Ulf Jakob F. Aarsnes$^2$ and Florent Di Meglio$^3$

Abstract—In this paper, we introduce a degree of freedom in the design of backstepping observers for linear hyperbolic systems. This enables tuning of observer and controller feedback aggressiveness, through a trade-off between performance and noise sensitivity. This constitutes an important step towards practical implementation of such observers, notably in observer-controller schemes. The results are illustrated by frequency analysis of the gang of four and time-domain simulations.

I. INTRODUCTION

This article presents an extension to the collocated boundary observer presented in [17], for a system of two heterodirectional first-order hyperbolic linear PDEs, in presence of disturbances in the system and of noise in the measurements. In particular, the observer designed in this article presents a degree of freedom that can increase sensitivity-performance.

Most physical systems involving a transport phenomenon can be modeled using hyperbolic partial differential equations (PDEs): traffic flow [1], heat exchangers [19], open channel flow [5], [8] or multiphase flow [9], [10]. The backstepping approach [11], [15] has enabled the design of stabilizing full-state feedback laws for these systems. These controllers are explicit, in the sense that they are expressed as a linear functional of the distributed state at each instant. The (distributed) gains can be computed offline. The generalization of these stabilization results for a large number of equations has been done during the last few years ([3], [6], [11]). However, to enable application of these backstepping results to industrial control-problems, the issues of noise sensitivity, robustness and performance trade-offs have to be better addressed. As an example, the backstepping results typically yield a single controller for a given system without any tuning capability.

The main contribution of this paper is a tunable observer for linear hyperbolic systems. Using the backstepping approach, an extension to the observer presented in [17] in presence of disturbances in the system and of noise in the measurements is derived. This new observer provides an additional degree of freedom which enables performance trade-offs in the design between actuation noise sensitivity and convergence rate. Our approach to analyze the performance of this new observer is the following: using the Laplace transform we derive the systems loop transfer function [7], from which the load sensitivity and noise sensitivity functions can be found [2], [20] which illustrate the trade-off represented by the new degree of freedom in the design.

The paper is organized as follows. In Section II-A, we introduce the model equations and the notations; in particular we introduce noise and disturbances in the ideal model. The output feedback controller designed in [17] to stabilize the ideal model in finite time is presented in Section II-B. Retaining the backstepping approach, the new observer, that provides an additional degree of freedom, is presented in Section III. The transfer function of the closed-loop system is computed in Section IV which enables the derivation of the gang of four sensitivity functions. Finally, the result and trade-off is illustrated by an example in Section V.

II. PROBLEM DESCRIPTION

A. System under consideration

We consider the following 2-state linear hyperbolic system

\begin{align}
    u_1(t, x) + \lambda u_x(t, x) &= \sigma^+ v(t, x) \\
    v_x(t, x) - \mu v(t, x) &= \sigma^- u(t, x)
\end{align}

(1) (2)

evolving in $\{(t, x) \mid t > 0, x \in [0, 1]\}$, with the following linear boundary conditions

\begin{align}
    u(t, 0) &= q v(t, 0) + d_1(t), \\
    v(t, 1) &= p u(t, 1) + d_2(t) + U(t)
\end{align}

(3) (4)

with constant inside-domain coupling terms and constant speeds $\lambda$ and $\mu$. The boundary couplings $q$ and $p$ are assumed non-null. The initial conditions denoted $u_0$ and $v_0$ are assumed to belong to $L^2([0, 1])$. The terms $d_1(t)$ and $d_2(t)$ represent unknown disturbances acting on the boundaries. The sensor is located at the right boundary, i.e we measure

\begin{align}
    y(t) = u(t, 1) + n(t)
\end{align}

(5)

where $n(t)$ represents an unknown noise term. The variable $U(t)$ represents the control input. The system is schematically depicted on Figure 1.

Remark 1: The scalar coupling terms $\sigma^+$ and $\sigma^-$ are assumed constant here but the results of this paper can be adjusted for spatially-varying coupling terms or and velocities.
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The system formulation (1)-(2) encompasses systems on the form

\[ u_t(t, x) + \lambda u_x(t, x) = \sigma^+ u(t, x) + \sigma^- v(t, x) \]  
\[ v_t(t, x) - \mu v_x(t, x) = \sigma^+ u(t, x) + \sigma^- v(t, x) \]

through a variable change as presented in [16].

**B. Output feedback controller in the ideal case**

In the absence of disturbance or noise (i.e. \( d_1(t) = \)). a collocated output feedback controller has been derived in [18, Theorem 3]: there exist kernels \( P^{uu}, P^{uv}, P^{vu}, P^{vv}, K^{uu} \) and \( K^{vv} \) defined on \( T = \{(x, \xi) \in [0, 1]^2 | x \leq \xi \} \) such that the following theorem holds:

**Theorem 1:** [18] Consider system (1)-(4) with initial conditions \( v_0 \) and \( v_0 \), with \( d_1(t) = d_2(t) = n(t) = 0 \) and with control law

\[ U = -\rho \hat{u}(t, 1) \]
\[ \int_0^1 K^{uv}(1, \xi) \hat{u}(1, \xi) + K^{vv}(1, \xi) \hat{v}(1, \xi) d\xi \]

\[ (8) \]

where \( \hat{u} \) and \( \hat{v} \) are computed from

\[ \hat{u}_t(t) = -\lambda \hat{u}_x(t) + \sigma^- \hat{v}(t, 1) - \lambda P^{uv}(u(t, 1) - \hat{u}(t, 1)) \]  
\[ \hat{v}_t(t) = \mu \hat{v}_x(t) + \sigma^- \hat{u}(t, 1) - \lambda P^{vu}(u(t, 1) - \hat{u}(t, 1)) \]  
\[ \hat{u}(t, 0) = \hat{v}(t, 0), \quad \hat{v}(t, 1) = \rho u(t, 1) + U(t) \]

Its null-equilibrium is exponentially stable and is reached in finite time \( t = 2(\frac{1}{\mu} + \frac{1}{\rho}) \).

**C. Formulation of the problem**

The controller used in Theorem 1 stirs the system to zero in finite time but does not take into account the closed loop performance with regards to noise or disturbances, which is of significant importance in practical application. The first goal of this article is to derive a new observer with an additional degree of freedom which enables performance trade-offs in the design, e.g. between actuation noise sensitivity and convergence rate. This is the topic of the next section.

**III. COLLOCATED OBSERVER DESIGN**

In this section we design an observer that relies on the noisy measurements at the right boundary: \( y(t) = u(t, 1) + n(t) \). This observer will be designed as a function of a parameter \( \epsilon \) that represents a trade-off between measurement reliability versus that of the model. The uncertainty of the measurement and the model is represented by the noise and the disturbances, respectively.

**A. Observer design**

Similarly to [18], the observer equations read as follows

\[ \hat{u}_t(t, x) + \lambda \hat{u}_x(t, x) = \sigma^- \hat{v}(t, x) \]
\[ - P^+(x)(\hat{u}(t, 1) - y(t)) \]  
\[ \hat{v}_t(t, x) - \mu \hat{v}_x(t, x) = \sigma^- \hat{u}(t, x) \]
\[ - P^-(x)(\hat{u}(t, 1) - y(t)) \]

with the modified boundary conditions

\[ \hat{u}(t, 0) = q \hat{v}(t, 0), \]  
\[ \hat{v}(t, 1) = \rho(1 - \epsilon) \hat{u}(t, 1) + \rho \epsilon y(t) + U(t) \]

where \( P^+(\cdot) \) and \( P^-(\cdot) \) are defined as

\[ P^+(x) = -\lambda P^{uv}(x, 1) + \mu \rho(1 - \epsilon) P^{vu}(x, 1) \]  
\[ P^-(x) = -\lambda P^{uv}(x, 1) + \mu \rho(1 - \epsilon) P^{vu}(x, 1) \]

where the kernels \( P^{uv}, P^{vu}, P^{wu} \) and \( P^{vv} \) are defined in [18].

**Remark 3:** The coefficient \( \epsilon \in [0, 1] \) in (15) can be interpreted as a measure of trust in our measurements relative to the model (or unmeasured disturbances), where \( \epsilon = 1 \) results in relying more on the measurements and \( \epsilon = 0 \) relying more on the model. This trade-off will be made explicit in the magnitude of \( d_1 \) and \( d_2 \) relative to \( n \) in the following.

**Remark 4:** The coefficient \( \epsilon \) cannot be chosen arbitrarily in \([0, 1]\). As it will appear in the next subsection, it has to be close enough to 1 to ensure the convergence of the observer.

Applying the observer (12)-(15) to the system (1)-(4) yields the error system (denoting \( \hat{u}(t, x) = u(t, x) - \hat{u}(t, x) \) and \( \hat{v}(t, x) = v(t, x) - \hat{v}(t, x) \)):

\[ \hat{u}_t(t, x) + \lambda \hat{u}_x(t, x) = \sigma^- \hat{v}(t, x) \]
\[ - P^+(x)(\hat{u}(t, 1) - n(t))P^+(x) \]  
\[ \hat{v}_t(t, x) + \mu \hat{v}_x(t, x) = \sigma^- \hat{u}(t, x) \]
\[ - P^-(x)(\hat{u}(t, 1) - n(t))P^-(x) \]

with the boundary conditions

\[ \hat{u}(t, 0) = q \hat{v}(t, 0) + d_1(t), \]  
\[ \hat{v}(t, 1) = d_2(t) + \rho(1 - \epsilon) \hat{u}(t, 1) - \rho \epsilon n(t) \]

**B. Ideal error system**

In this section, we consider the unperturbed system with uncorrupted measurements; to give insight on the impact of \( \epsilon \) in the ideal case. Using the backstepping approach and a Volterra transformation identical to the one presented in
We then have the following lemma with the following boundary conditions where integral equations mapped to the following target system Volterra transformation (22)-(23), system (18)-(21) can be including the noise and disturbances. Applying the Lemma 1: System (24)-(27) is exponentially stable if and only if

$$1 - \frac{1}{|pq|} < \epsilon \leq 1$$

Remark 5: In the case $\epsilon = 1$ we have the same target system as the one presented in [18]. It converges in finite time $\frac{1}{\lambda} + \frac{1}{\mu}$ to zero.

C. Error system including noise and disturbance

We consider in this section the real error-system (18)-(21), including the noise and disturbances $n, d_1, d_2$. Applying the Volterra transformation (22)-(23), system (18)-(21) can be mapped to the following target system

$$\dot{\alpha}(t, x) + \lambda \alpha(t, x) = n(t) f_1(x) + d_2(t) f_2(x)$$

$$\dot{\beta}(t, x) - \mu \beta(x, x) = n(t) f_3(x) + d_2(t) f_4(x)$$

with the boundary conditions

$$\alpha(t, 0) = q \beta(t, 0) + d_1(t)$$

$$\beta(t, 1) = d_2(t) + \rho(1 - \epsilon) \alpha(t, 1) - \rho c n(t)$$

where $f_1, f_2, f_3$ and $f_4$ are the solutions of the following integral equations

$$f_1(x) = -P^+(x) - \mu \rho P^{uv}(x, 1)$$

$$- \int_0^1 P^{uv}(x, \xi) f_1(\xi) + P^{uu}(x, \xi) f_1(\xi) d\xi$$

$$f_2(x) = \mu P^{uv}(x, 1)$$

$$+ \int_0^1 P^{uv}(x, \xi) f_2(\xi) + P^{uu}(x, \xi) f_4(\xi) d\xi$$

and the following Volterra transformation $P[18]$, we can map system (18)-(21) to a simpler target system. including the noise and disturbances.

$$\alpha(t, x) = \dot{\alpha}(t, x) - \int_0^1 (P^{uu}(x, \xi) \alpha(t, \xi) + P^{uv}(x, \xi) \beta(t, \xi)) d\xi$$

$$\beta(t, x) = \dot{\beta}(t, x) - \int_0^1 (P^{uu}(x, \xi) \beta(t, \xi) + P^{uv}(x, \xi) \alpha(t, \xi)) d\xi$$

Differentiating (22) and (23) with respect to space and time, one can easily prove that system (18)-(21) is equivalent to the following system

$$(\dot{\alpha}(t, x) + \lambda \alpha(t, x)) = 0$$

$$(\dot{\beta}(t, x) - \mu \beta(t, x)) = 0$$

with the following boundary conditions

$$\alpha(t, 0) = q \beta(t, 0)$$

$$\beta(t, 1) = \rho(1 - \epsilon) \alpha(t, 1)$$

We then have the following lemma

$${Lemma 1: System (24)-(27) is exponentially stable if and only if}$$

$$1 - \frac{1}{|pq|} < \epsilon \leq 1$$

Remark 5: In the case $\epsilon = 1$ we have the same target system as the one presented in [18]. It converges in finite time $\frac{1}{\lambda} + \frac{1}{\mu}$ to zero.

IV. FREQUENCY DOMAIN ANALYSIS

In order to analyze the performance of the output-feedback controller (8), (12)-(17) in presence of noise and disturbances, we derive in the next section the closed loop transfer function of system (29)-(32), with inputs $n, d_1, d_2$ and outputs $y$ and $U$. To obtain these transfer functions we divide the system in three subsystems:

- The controlled system whose direct inputs are $d_1, d_2$ and whose output is $u(t, 1)$
- The observer whose direct inputs are $y(t)$ and $U(t)$ and whose outputs are $\hat{u}$ and $\hat{v}$.
- The controller whose direct inputs are $\hat{u}$ and $\hat{v}$ and whose output is $U(t)$

We denote $s$ the Laplace variable. The Laplace transform of $u(t, x)$ will be denoted $u(s, x)$. Moreover, we denote in the following $\hat{w}(t, x) = (\hat{u}(t, x), \hat{v}(t, x))^T$.

The feedback system satisfies the canonical block diagram shown in Figure 2, with the transfer functions

$${\frac{y}{U}}(s) = P(s), \quad {\frac{U}{y}}(s) = C(s).$$

A. Computation of the Gang of Four

The four transfer functions mapping $n, d_2$ to $y, U(s)$ form the canonical Gang of Four [2], the evaluation of which are considered essential for the practical implementation of any feedback control system. They are defined as
In the next section we derive the transfer functions of the subsystem (1)-(2) yields:

\[ \text{Rewritting the boundary conditions (3)-(4) yields:} \]

\[ u(t, 1) = H(s) d_1(s) + P(s) d_2(s) + P(s) U(s) \]  

Consequently, we obtain after some computation

\[ u(s, 1) = H(s) d_1(s) + P(s) d_2(s) + P(s) U(s) \]  

where \( H(s) \) and \( P(s) \) are defined by

\[ H(s) = \frac{b_{11}(s, 1) - b_{21}(s, 1) H_0(s)}{1 - \rho H_0(s)} \]  

\[ P(s) = \frac{H_0(s)}{1 - \rho H_0(s)} \]  

It immediately yields

\[ y(s) = H(s) d_1(s) + P(s) d_2(s) + P(s) U(s) - n(s) \]  

\( P(s) \) represents the plant block.

C. Transfer function of the observer

We consider in this subsection the subsystem (18)-(21). We compute the transfer function between \( \dot{w}(t, x) \) and \( y(t) \) and the transfer function between \( \dot{u}(t, x) \) and \( U(t) \).

Taking the Laplace transform of (18)-(19) yields

\[ \frac{d}{dx} \dot{\tilde{w}}(s, x) = \begin{pmatrix} \lambda & 0 \\ 0 & -\mu \end{pmatrix}^{-1} \begin{pmatrix} -s & \sigma^+ \\ \sigma^- & -s \end{pmatrix} \begin{pmatrix} \tilde{w} \\ \dot{u}(s, 1) - y(s) \end{pmatrix} \]  

Since the boundary term \( \tilde{u}(x, 1) \) is inside the equation we have to solve this equation in retrograde space. We consequently denote

\[ \tilde{w}(s, x) = \tilde{w}(s, 1 - x), \quad \tilde{u}(s, 0) = \tilde{u}(s, 0) \]  

\[ \Delta = \begin{pmatrix} -\lambda & 0 \\ 0 & \mu \end{pmatrix}, \quad \Sigma = \begin{pmatrix} 0 & \sigma^+ & 0 \\ \sigma^- & 0 \end{pmatrix} \]  

\[ D(s) = \Delta^{-1} (\Sigma - s I_2) \quad P(x) = \begin{pmatrix} P^+(1 - x) \\ P^-(1 - x) \end{pmatrix} \]  

Consequently (57) can be rewritten as

\[ \frac{d}{dx} \tilde{w}(s, x) = D(s) \tilde{w} - \Delta^{-1} [P(x) \tilde{u}(s, 0) - y(s)] \]  

The ODE (61) is well-posed and can be implicitly solved.

The general structure of the solutions is given by

\[ \tilde{w}(s, x) = \Phi_w(x, s, 0) \tilde{w}(s, 0) + \Phi_y(x, s) y(s) \]

where \( \Phi_w(x) \) and \( \Phi_y(x) \in M^{2 \times 2} \times M^{2 \times 1} \). We denote \( \Phi_w \) the first (resp. second) column of \( \Phi_w \). Their expressions are obtained solving (61) with \( y = 0 \) and the initial condition \( \tilde{w}(s, 0) = \begin{pmatrix} 1 \\ 0 \end{pmatrix} \) (resp. \( \begin{pmatrix} 0 \\ 1 \end{pmatrix} \)). It yields

\[ (\Phi_w)_1(x, s) = \exp(D(s)x) \begin{pmatrix} 1 \\ 0 \end{pmatrix} \]  

\[ (\Phi_w)_2(x, s) = \exp(D(s)x) \begin{pmatrix} 0 \\ 1 \end{pmatrix} \]  

Fig. 2. Block representation of the closed-loop system

- Load sensitivity function
  \[ PS(s) = \frac{y}{d_2(s)} = \frac{P(s)}{1 + P(s)C(s)} \]  

- Sensitivity function
  \[ S(s) = \frac{y}{n(s)} = \frac{-1}{1 + P(s)C(s)} \]  

- Complementary sensitivity function
  \[ T(s) = \frac{U}{d_2(s)} = -\frac{P(s)C(s)}{1 + P(s)C(s)} \]  

- Noise sensitivity function
  \[ CS(s) = \frac{U}{n(s)} = \frac{C(s)}{1 + P(s)C(s)} \]  

In the next section we derive the transfer functions \( C(s) \) and \( P(s) \).

B. Transfer function of the controlled system

We consider in this subsection the subsystem composed of equations (1)-(4). The objective is to obtain a relation between \( y(s), U(s), d_1(s) \) and \( d_2(s) \). Taking the Laplace transform of the subsystem (1)-(2) yields

\[ \frac{d}{dx} \begin{pmatrix} u(s, x) \\ v(s, x) \end{pmatrix} = \begin{pmatrix} -\frac{\lambda}{\mu} & \frac{\sigma^+}{\mu} \\ \frac{\sigma^-}{\mu} & -\frac{\lambda}{\mu} \end{pmatrix} \begin{pmatrix} u(s, x) \\ v(s, x) \end{pmatrix} \]  

In the following we denote

\[ A(s) = \begin{pmatrix} -\frac{\lambda}{\mu} & \frac{\sigma^+}{\mu} \\ \frac{\sigma^-}{\mu} & -\frac{\lambda}{\mu} \end{pmatrix} \]  

\[ B(s, x) = \begin{pmatrix} b_{11}(s, x) \\ b_{21}(s, x) \\ b_{12}(s, x) \\ b_{22}(s, x) \end{pmatrix} = \exp(A(s)x) \]  

It yields

\[ u(s, x) = b_{11}(s, x) u(s, 0) + b_{12}(s, x) v(s, 0) \]  

\[ v(s, x) = b_{21}(s, x) u(s, 0) + b_{22}(s, x) v(s, 0) \]  

Rewritting the boundary conditions (3)-(4) yields:

\[ u(s, 0) = q v(s, 0) + d_1(s) \]  

\[ v(s, 1) = \rho b(s, 1) + d_2(s) + U(s) \]  

\[ u(t, 1) = H(s) d_1(s) + P(s) d_2(s) + P(s) U(s) \]  

\[ H(s) = \frac{b_{11}(s, 1) - b_{21}(s, 1) H_0(s)}{1 - \rho H_0(s)} \]  

\[ P(s) = \frac{H_0(s)}{1 - \rho H_0(s)} \]  

\[ y(s) = H(s) d_1(s) + P(s) d_2(s) + P(s) U(s) - n(s) \]  

\[ P(s) \] represents the plant block.
Similarly, solving (61) with \( y = 1 \) and the initial condition \( \dot{\hat{w}}(s,0) = 0 \) yields the expression of \( \Phi_y \)

\[
\Phi_y(x,s) = \int_0^x \exp((-x - \nu)D(s))\Delta^{-1}P(\nu)d\nu
\]  

(65)

Consequently, we have

\[ \dot{\hat{w}}(s,x) = \Phi_w(1-x,s)\hat{w}(s,1) + \Phi_y(1-x,s)y(s) \]

(66)

We now use the boundary conditions (14)-(15) We have

\[
\begin{align*}
-\rho(1-c) & \dot{\hat{w}}(s,1) = \rho xy(s) + U(s) \\
(1-q) & \dot{\hat{w}}(s,0) = 0
\end{align*}
\]

(67)

(68)

We have

\[ \dot{\hat{w}}(s,0) = \Phi_w(1,s)\hat{w}(s,1) + \Phi_y(1,s)y(s) \]

(69)

Denoting \( K(s) = \begin{pmatrix} -(1-q) & 1 \\ -\rho(1-c) & 1 \end{pmatrix} \), it yields

\[ K(s)\dot{\hat{w}}(s,1) = \begin{pmatrix} 0 \\ 1 \end{pmatrix} U(s) + \begin{pmatrix} (1-q) & 1/ho c \end{pmatrix} y(s) \]

(70)

Consequently, one has

\[
\dot{\hat{w}}(s,x) = \Phi_w(1-x,s)K(s)^{-1}\begin{pmatrix} 0 \\ 1 \end{pmatrix} U(s) + (\Phi_w(1-x,s)K(s)^{-1}\begin{pmatrix} 1 \\ -q \end{pmatrix} \Phi_y(1,s)) + \Phi_y(1-x,s)y(s)
\]

(71)

Thus,

\[ \dot{\hat{w}}(s,x) = H_U(s,x)U(s) + H_y(s,x)y(s) \]

(72)

D. Transfer function of the control law

We consider in this section the control law (8). We now compute (using (72)) a relation between \( y(s) \) and \( U(s) \). In the following, we denote

\[
R = \begin{pmatrix} \rho & 0 \\ 0 & L(1,\xi) \end{pmatrix}, \quad M(\xi) = (K(1,\xi) \quad L(1,\xi))
\]

(73)

We immediately have from (8)

\[
U(s) = -R\hat{w}(s,1) + \int_0^1 M(\xi)\hat{w}(s,\xi)d\xi
\]

(74)

Using (72) yields

\[
U(s) = -R(H_U(s,1)U(s) + H_y(s,1)y(s)) + \left( \int_0^1 M(\xi)H_U(s,\xi)d\xi \right) U(s) + \left( \int_0^1 M(\xi)H_y(s,\xi)d\xi \right) y(s)
\]

(75)

and consequently

\[
U(s) = -C(s)y(s)
\]

(76)

where

\[
C(s) = \frac{R H_y(s,1) - \int_0^1 M(\xi)H_y(s,\xi)d\xi}{1 + RH_U(1,s) - \int_0^1 M(\xi)H_U(s,\xi)d\xi}
\]

(77)

\[ C(s) \] represents the feedback block (including the observer). Using these expressions it is henceforth possible to compute numerically the transfer functions of the Gang of Four. In the following section these transfer functions are analyzed for a particular example.

**Remark 6:** In order to fulfill the closed loop analysis one could compute the two last transfer functions between \( y(s) \) and \( d_1(s) \) and between \( U(s) \) and \( d_1(s) \)

\[
\frac{y}{d_1}(s) = \frac{H(s)}{1 + P(s)C(s)}
\]

(78)

\[
\frac{U}{d_1}(s) = \frac{-C(s)H(s)}{1 + P(s)C(s)}
\]

(79)

where \( H \) is defined by (53).

V. RESPONSE CURVES AND SIMULATIONS RESULTS

In this section, we consider the problem (1)-(4) where the coefficients are set to the following values

\[
\lambda = \mu = 1, \quad \sigma^+ = 0.2, \quad \sigma^- = 0.4, \quad q = 1, \quad \rho = 0.5
\]

The numerical values of the parameters of this example are chosen such that the system is unstable [4]. Since the product \(|\rho q|\) is less than 1, one can arbitrarily choose the term \( \epsilon \) between 0 and 1 (see equation (28)). The goal of this section is to analyze deeper the role of the proposed degree of freedom and particularly the underlying trade-off.

A. Frequency response: Bode analysis

1) Noise sensitivity function: We compute for different values of \( \epsilon \) the Bode’s gain of the noise sensitivity function. For this purpose the transfer functions are evaluated along the imaginary axis \( s = j\omega \).

Figure 3 shows the gain of the noise sensitivity function

\[
\text{CS} = \frac{C(j\omega)}{1 + P(j\omega)C(j\omega)}.
\]

(80)

One can notice that the smaller \( \epsilon \) is, the lower the peaks of the Bode’s gain are. This would mean that to reduce the
impact of the noise one should choose a small $\epsilon$. This is coherent since reducing $\epsilon$ corresponds feeding in less of the measurement at the right boundary, c.f. (15). This is directly related to the fact that the control effort is smaller for a small $\epsilon$ as shown in Figure 4, which shows the transfer function of $C$ for different values of $\epsilon$.

2) **Load sensitivity function:** Figure 5 shows the gain of the load sensitivity function, $PS$, where

$$PS(j\omega) = \frac{P(j\omega)}{1 - P(j\omega)S(j\omega)} \quad (81)$$

The results here seem to indicate that if the pulsation $\omega$ is large enough, then the value of $\epsilon$ does not play a preponderant role for the response of the system. However, for low to medium frequency ranges $\omega < 0.4$ rad/s, it is clear that a larger value of $\epsilon$ yields better performance in terms of rejection of transient disturbances in this frequency range. This result may however be treated carefully: for different system parameters (in particular with a higher $\rho$) there can be a large variation between the response curves depending on the chosen value of $\epsilon$.

**B. Temporal response**

To illustrate the previous result we simulate in Figs. 6–8 the response to a single square wave at the second disturbance input: $d_2 = H(t) - H(t-1)$, where $H(\cdot)$ is the Heaviside step function. The Figures show the output $y$ for different $\epsilon$ with no noise (Fig. 6), and with noise (Fig. 7), and the control action $u$ (Fig. 8).

Considering Fig. 6, it is clear that taking $\epsilon = 1$ leads to a better response: the higher $\epsilon$ is, the faster the convergence will be. With the addition of significant measurement noise, however, the results are more nuanced, see Fig 7. Although the fast convergence rate is retained for $\epsilon = 1$, the high-frequency gain from the measurement to the actuation is much higher, causing significant deterioration of the performance and excessive use of the control action, see Fig 8. Reducing the $\epsilon$ reduces the effect of the noise on the system output $y$ and the control action $u$, where for the extreme case $\epsilon = 0$ the effect of the white noise is barely noticeable. These simulations clearly illustrate the trade-off between convergence rate and noise sensitivity made available by introduction of the $\epsilon$ parameter.

**VI. Conclusion**

Using the backstepping approach we have derived an extension to the observer presented in [17] in presence of disturbances in the system and of noise in the measurements. Nevertheless some aspects are neglected by such an approach since the trade-off between disturbance error reduction and sensor noise error reduction is not the only constraint on feedback design. For instance a lower value of $\epsilon$ means a slower convergence to the equilibrium (in particular if there is no noise and if either $\lambda$ or $\mu$ is large). Moreover, the proposed approach does not reflect the influence of $\epsilon$ on the size of the observer gains, shadowing the robustness aspects of the problem. Analyzing the impact of adding an integrator on the control law, as proposed in [13], to improve disturbance rejection will be the purpose of further contributions. Further, a similar degree of freedom can be added to the dual control design. Investigating such an addition, and extending to the case of multiple inputs will lead to compare the backstepping approach with the optimal control approaches derived in [12], [14] which lead to similar closed loop behavior.
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Fig. 6. Response to a single (amplitude and period of one) square wave disturbance at $d_2$ for different values of $\epsilon$.

Fig. 7. Response to a single (amplitude and period of one) square wave disturbance at $d_2$ for different values of $\epsilon$ with white noise at $n$.

Fig. 8. Control effort response to a single (amplitude and period of one) square wave disturbance at $d_2$ for different values of $\epsilon$. 