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Robust output regulation of 2× 2 hyperbolic systems part I: Control

law and Input-to-State Stability

Pierre-Olivier Lamare1, Jean Auriol2, Florent Di Meglio3, and Ulf Jakob F. Aarsnes4

Abstract— We consider the problem of output feedback regu-
lation for a linear first-order hyperbolic system with collocated
input and output in presence of a general class of disturbances
and noise. The proposed control law is designed through a
backstepping approach incorporating an integral action. To
ensure robustness to delays, the controller only cancels part
of the boundary reflection by means of a tunable parameter.
This also enables a trade-off between disturbance and noise
sensitivity. We show that the boundary condition of the obtained
target system can be transformed into a Neutral Differential
Equation (NDE) and that this latter system is Input-to-State
Stable (ISS). This proves the boundedness of the controlled
output for the target system. This extends previous works
considering an integral action for this kind of system [16], and
constitutes an important step towards practical implementation
of such controllers. Applications and practical considerations,
in particular regarding the system’s sensitivity functions are
derived in a companion paper.

I. INTRODUCTION

In this paper, we solve the problem of output feedback

regulation for a system composed of two linear hyperbolic

PDEs with collocated boundary input and output in presence

of disturbances and noise in the measurements. The proposed

controller combines a backstepping approach with an integral

action. The resulting feedback law is proved to be Input-

to-State Stable (ISS). This paper extends the results stated

in [16] where uncorrupted anti-collocated measurements

were considered in presence of static disturbances.

A large number of physical networks may be represented

by hyperbolic systems. Among them we can cite the hy-

draulic networks [4], [11], road traffic networks [12], oil

well drilling [1], [10] or gas pipeline networks [13]. Due

to the importance of such applications, a large number of

results concerning their control has emerged this last decade.

Among the different challenges, the disturbance rejection

problem has been recently considered in [1], [2], [8], [9],

[11], [15], [17]. In [1], [2], the rejection of a perturbation

affecting the uncontrolled boundary side of a 2 × 2 linear

hyperbolic system is solved using a backstepping approach.
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In [15], a proportional-integral controller is introduced to

ensure the stabilization of a reference trajectory. An integral

action is considered in [11] to ensure output rejection and

its effectiveness is validated on experimental data. In [17], a

sliding mode control approach is used to reject a boundary

time-varying input disturbance.

The main contribution of this paper is to solve the

problem of output disturbance rejection for a 2 × 2 first-

order hyperbolic system with collocated boundary input and

output. Besides, the class of disturbances considered in this

paper, namely bounded signals, is more general than the

one proposed in [8], [9] in which the disturbance signal is

generated by an exosystem of finite dimension, or than the

smooth disturbances considered in [15], [16].

Our approach is the following. Similarly to [16], the

original system is mapped to a simple target system where

an integral term is added. The disturbances are incorporated

into the target system. To state that the resulting target system

is ISS with respect to perturbations and noise, we show that

the output satisfies a Neutral Differential Equation (NDE).

Using existing results on such systems, the ISS property is

finally obtained.

The paper is organized as follows. The original disturbed

system and the notations are introduced in Section II. In

Section III, we present the stabilization result: using a

backstepping transformation, the original system is mapped

to a target system for which the in-domain couplings are

removed. The control law is then designed. The resulting

closed-loop system can be rewritten as a neutral delay-

equation which is proved to be ISS with respect to the noise

and the disturbances. To envision practical application, an

observer-controller is introduced in Section IV. In Section V

we prove that the resulting output feedback control law still

stabilizes the output. Besides, it is shown that static distur-

bances are completely rejected. This result has already been

proved in [16] in the case of an uncorrupted measurement

and for anti-collocated input and output.

II. PROBLEM DESCRIPTION

We consider the following system

ut(t, x) + λ(x)ux(t, x) = γ1(x)v(t, x) + d1(t)m1(x) (1)

vt(t, x) − µ(x)vx(t, x) = γ2(x)u(t, x) + d2(t)m2(x) , (2)

under the boundary conditions

u(t, 0) = qv(t, 0) + d3(t) (3)

v(t, 1) = ρu(t, 1) + U(t) + d4(t) , (4)



where t ∈ [0,+∞) is the time variable, x ∈ [0, 1] is the

space variable, q 6= 0 is a constant parameter, and U is

the control input. The initial conditions u0(x) = u(0, x)
and v0(x) = v(0, x) are assumed to be bounded and there-

fore in L∞((0, 1);R). We make the following assumption

on the velocities λ and µ and on the in-domain-coupling

terms γ1 and γ2.

Assumption 1: The functions λ, µ : [0, 1] → R are

Lipschitz-continuous and satisfy λ(x), µ(x) > 0, for

all x ∈ [0, 1]. The functions γ1, γ2 belong to C1([0, 1];R).
The product of the distal reflection q with the proximal

reflection ρ is assumed to be strictly lower than one to ensure

delay-robustness [3].

The functions d1 and d2 correspond to disturbances acting

on the right-hand side of (1) and (2). The locations of

these distributed disturbances are given by the unknown

functions m1 and m2. The functions d3 and d4 correspond

to disturbances acting on the right-hand side of (3) and (4),

respectively.

Moreover, we assume that the measured output is also

subject to an unknown noise n(t)

ym(t) = u(t, 1) + n(t) . (5)

The aim of this paper is to regulate the output

y(t) = u(t, 1) . (6)

Let state the following assumption on the disturbances.

Assumption 2: The disturbances di, i = 1, . . . , 4, are

in W 2,∞ ((0,∞);R), the noise n is assumed to be

in L∞((0,∞);R), and the disturbance input locations m1

and m2 are in C ([0, 1];R+).
With the two former assumptions, using the characteristics

method and classical fixed point arguments we have the

following result (see e.g. [5]).

Theorem 1: Under Assumptions 1 and 2

system (1)–(4) admits an unique solution in

C
(

[0,∞) ;L∞
(

(0, 1);R2
)

∩ L1
(

(0, 1);R2
))

.

We denote by E′ the set of bounded functions y : [0, 1] →
R

2. Therefore, E′ belongs to L∞((0, 1);R2) and let E :=
E′×R. The notation ‖y‖E′ refers to ‖y‖L∞((0,1);R2) and for

z = (z1, z2, z3) ∈ E′ × R, ‖z‖E = ‖(z1, z2)‖E′ + |z3|.

III. OUTPUT REGULATION

To achieve output regulation we choose to design a

controller combining a backstepping controller UBS and an

integrator term kIη, namely

U(t) = UBS(t) + kIη(t) (7)

η̇(t) = ym(t) . (8)

In what follows, we design UBS and kI to perform output

regulation. We make the assumption of full-state measure-

ment. In the next section, using a backstepping transfor-

mation, we map the original system (1)–(4) to a simple

target system from which the in-domain couplings have been

removed.

A. Backstepping Transformation and Target System

Let us consider the backstepping transformation

Γ1[(u, v)(t)](·) = α(t, ·) and Γ2[(u, v)(t)](·) = β(t, ·)
defined by

α(t, x) = u(t, x)−

∫ x

0

Kuu(x, ξ)u(t, ξ)dξ

−

∫ x

0

Kuv(x, ξ)v(t, ξ)dξ (9)

β(t, x) = v(t, x)−

∫ x

0

Kvu(x, ξ)u(t, ξ)dξ

−

∫ x

0

Kvv(x, ξ)v(t, ξ)dξ , (10)

where the kernels Kuu,Kuv,Kvu, and Kvv are defined

in [7] in L∞(T ), where T = {(x, ξ) ∈ [0, 1]2| ξ ≤ x}.

We recall the following lemma

Lemma 1 ( [7]): The transformation (9)–(10) is invertible

and the inverse transformation can be expressed as follow

u(t, x) = α(t, x) +

∫ x

0

Lαα(x, ξ)α(t, ξ)dξ

+

∫ x

0

Lαβ(x, ξ)β(t, ξ)dξ (11)

v(t, x) = β(t, x) +

∫ x

0

Lβα(x, ξ)α(t, ξ)dξ

+

∫ x

0

Lββ(x, ξ)β(t, ξ)dξ , (12)

where Lαα, Lαβ , Lβα, and Lββ belong to L∞(T ).
The transformation (9)-(10) maps the original system (1)–(4)

to the following target system

αt + λ(x)αx = D1(t)M1(x) (13)

βt − µ(x)βx = D2(t)M2(x) , (14)

with the boundary conditions

α(t, 0) = qβ(t, 0) + d3(t) (15)

β(t, 1) = ρ

∫ 1
(

Lαα(1, ξ)α(t, ξ) + Lαβ(1, ξ)β(t, ξ)
)

dξ

−

∫ 1

0

(

Lβα(1, ξ)α(t, ξ) + Lββ(1, ξ)β(t, ξ)
)

dξ

+ ρα(t, 1) + U(t) + kIη(t) + d4(t) , (16)

where

η̇(t) = α(t, 1) + n(t)

+

∫ 1

0

(Lαα(1, ξ)α(t, ξ) + Lαβ(1, ξ)β(t, ξ))dξ , (17)

with

D1(t)M1(x) = d1(t)m1(x) −Kuu(x, 0)λ(0)d3(t)

−

∫ x

0

Kuu(x, ξ)d1(t)m1(ξ)dξ

−

∫ x

0

Kuv(x, ξ)d2(t)m2(ξ)dξ (18)



D2(t)M2(x) = d2(t)m2(x) −Kvu(x, 0)λ(0)d3(t)

−

∫ x

0

Kvu(x, ξ)d1(t)m1(ξ)dξ

−

∫ x

0

Kvv(x, ξ)d2(t)m2(ξ)dξ . (19)

Note that if η̇ converges to zero and if n(t) = 0, then u(t, 1)
converges to 0, due to (11). Unconventionally, we define

the control law UBS in terms of the variables of the target

system α and β as

UBS(t) = −ρ̃α(t, 1)

− ρ

∫ 1

0

(

Lαα(1, ξ)α(t, ξ) + Lαβ(1, ξ)β(t, ξ)
)

dξ

+

∫ 1

0

(

Lβα(1, ξ)α(t, ξ) + Lββ(1, ξ)β(t, ξ)
)

dξ

− kI

∫ 1

0

(l1(ξ)α(t, ξ) + l2(ξ)β(t, ξ)) dξ, (20)

where the tuning parameter ρ̃ satisfies

|ρq|+ |ρ̃q| < 1, (21)

which is well defined since ρq < 1. The functions l1 and l2
on the interval [0, 1] are defined as the solution of the system

(l1(x)λ(x))
′ = Lαα(1, x) (22)

(l2(x)µ(x))
′ = −Lαβ(1, x) , (23)

with the boundary conditions

l2(1) = 0 , l1(0) =
µ(0)

qλ(0)
l2(0). (24)

This control law is composed of two parts that have two

distinct effects. The first one (made of the three first lines)

corresponds to the control law derived in [3]. It would

stabilize the original system in the absence of disturbances

and of the integral term kiη(t). Note that the purpose of

the term −ρ̃α(t, 1) is to avoid a complete cancellation of

the proximal reflexion and thus to guarantee some delay-

robustness [3]. The second term of the control law (made of

the last line of (20)) is related to the integral action. In order

to ensure the existence of a solution to (22)-(24), we make

the following assumption

Assumption 3:

1 +

∫ 1

0

Lαα(1, ξ)dξ +
1

q

∫ 1

0

Lαβ(1, ξ)dξ 6= 0 . (25)

Unfortunately, this assumption has no physical interpretation.

Using equation (11)-(12), one can write the control law (20)

in terms of the original variables u and v. In the next sections,

we prove that this control law ensures output regulation.

We first investigate a pseudo-steady state of the closed loop

system.

B. Pseudo-steady state

In this section, we consider a pseudo-steady state of

the target system (13)–(17) in presence of the control

law (20), that corresponds to uss(t, 1) = α(t, 1) +
∫ 1

0
Lαα(1, ξ)αss(t, ξ)dξ +

∫ 1

0
Lαβ(1, ξ)βss(t, ξ)dξ = 0. We

then derive the error system, i.e the difference between the

real state and this pseudo-steady state. This pseudo steady-

state is defined by

d

dx

(

αss(t, x)
βss(t, x)

)

=

(

D1(t)M1(x)
λ(x)

−D2(t)M2(x)
µ(x)

)

(26)

along with the initial conditions

βss(t, 0) =
1

q
(αss(t, 0)− d3(t)) (27)

αss(t, 1) = −

∫ 1

0

Lαα(1, ξ)αss(t, ξ)dξ

−

∫ 1

0

Lαβ(1, ξ)βss(t, ξ)dξ . (28)

We have the following lemma regarding the existence of a

solution to the ODE (26), (27), and (28).

Lemma 2: If equation (25) holds, the ordinary differential

equation (26) with boundary conditions (27) and (28) has

a unique solution. Moreover, for every x ∈ [0, 1] one has

αss(·, x) and βss(·, x) in W 2,∞ ((0,∞);R).
Proof: Let us define the matrix A1 by

A1 =

(

1 +
∫ 1

0 Lαα(1, ξ)dξ
∫ 1

0 Lαβ(1, ξ)dξ
− 1

q
1

)

. (29)

Due to (25), this matrix is invertible. We then de-

fine a =
(

a1 a2
)⊤

by a = A−1
1 b with b =

(

b1 b2
)⊤

where

b1 =

∫ 1

0

Lαα(1, ξ)

∫ 1

ξ

D1(t)M1(ν)

λ(ν)
dνdξ

+

∫ 1

0

Lβα(1, ξ)

∫ ξ

0

D2(t)M2(ν)

µ(ν)
dνdξ (30)

b2 = −
d3(t)

q
−

∫ 1

0

D1(t)M1(ξ)

qλ(ξ)
dξ . (31)

One can thencheck that the function
(

αss(t, x)
βss(t, x)

)

=

(

a1 −
∫ 1

x

D1(t)M1(ξ)
λ(ξ) dξ

a2 −
∫ x

0
D2(t)M2(ξ)

µ(ξ) dξ

)

, (32)

is solution of (26) with the boundary conditions (27) and

(28). This concludes the proof of Lemma 2.

Let us state

ηss(t) =
βss(t, 1)− (ρ− ρ̃)αss(t, 1)− d4(t)

kI

+

∫ 1

0

(l1(ξ)α
ss(t, ξ) + l2(ξ)β

ss(t, ξ)) dξ . (33)

By defining the error variables ᾱ = α − αss, β̄ = β − βss,

and η̄ = η − ηss, one gets the following system

ᾱt + λ(x)ᾱx = −αss
t (34)

β̄t − µ(x)β̄x = −βss
t , (35)

with the boundary conditions

ᾱ(t, 0) = qβ̄(t, 0) (36)

β̄(t, 1) = (ρ− ρ̃) ᾱ(t, 1) + kI η̄(t)

− kI

∫ 1

0

(

l1(ξ)ᾱ(t, ξ) + l2(ξ)β̄(t, ξ)
)

dξ . (37)



Noticing that αss(t, 1) = −
∫ 1

0
Lαα(1, ξ)αss(t, ξ)dξ −

∫ x

0
Lαβ(1, ξ)βss(t, ξ)dξ, we also have that

˙̄η(t) =

∫ 1

0

(

Lαα(1, ξ)ᾱ(t, ξ) + Lαβ(1, ξ)β̄(t, ξ)
)

dξ

+ ᾱ(t, 1) + n(t)− η̇ss(t) . (38)

C. Stability Analysis

In this section, we analyze the stability properties of

system (34)–(38). More precisely, we derive conditions on kI
that ensure the Input-to-State Stability of system (34)–(38).

The proof will be done in three steps. First, using a simple

transformation, we rewrite the system (34)–(38) as a neutral-

delay equation (NDE). We then recall some conditions

that guarantee the stability of this NDE in the absence of

disturbances. Finally, we prove that these conditions imply

the Input-to-State Stability. Let us consider the inversible

transformation

γ(t) = η̄(t)−

∫ 1

0

(

l1(ξ)ᾱ(t, ξ) + l2(ξ)β̄(t, ξ)
)

dξ. (39)

System (34)–(38) rewrites

β̄(t, 1) = (ρ− ρ̃)ᾱ(t, 1) + kIγ(t) (40)

γ̇(t) = (1 + l1(1)λ(1)) ᾱ(t, 1) + n(t)− η̇ss(t). (41)

Using (22) and (24), we have

1 + l1(1)λ(1) = 1 + l2(0)
µ(0)

q
+

∫ 1

0

Lαα(1, ξ)dξ

= 1 +
1

q

∫ 1

0

Lαβ(1, ξ)dξ

+

∫ 1

0

Lαα(1, ξ)dξ. (42)

Thus, due to Assumption 3, 1+ l1(1)λ(1) 6= 0. In the sequel

we denote by φ1(x) and φ2(x) the following functions

φ1(x) =

∫ x

0

1

λ(ξ)
dξ , φ2(x) =

∫ x

0

1

µ(ξ)
dξ , (43)

and by τ1, τ2, and τ the following transport times

τ1 = φ1(1), τ2 = φ2(1), τ = τ1 + τ2 . (44)

Using the characteristics method, it is straightforward to

show that for all t ≥ τ ,

α(t, 1) = α (t− τ1, 0)

−

∫ 1

0

1

λ(ξ)
αss
t

(

ξ, t−

∫ 1

ξ

1

λ(ζ)
dζ

)

dξ (45)

β(t, 0) = β (t− τ2, 1)−

∫ 1

0

βss
t (ξ, t− φ2(ξ))

µ(ξ)
dξ . (46)

Combining these expression with the boundary condi-

tions (36) and (40), we get for all t ≥ τ ,

α(t, 1) = qβ (t− τ, 1)

− q

∫ 1

0

1

µ(ξ)
βss
t (ξ, t− τ1 − φ2(ξ)) dξ

−

∫ 1

0

1

λ(ξ)
αss
t

(

ξ, t−

∫ 1

ξ

1

λ(ζ)
dζ

)

dξ (47)

Using again boundary condition (40), relationship (47) be-

comes

α(t, 1) = (ρ− ρ̃)qα(t− τ, 1) + kIqγ(t− τ)

− q

∫ 1

0

1

µ(ξ)
βss
t (ξ, t− τ1 − φ2(ξ)) dξ

−

∫ 1

0

1

λ(ξ)
αss
t

(

ξ, t−

∫ 1

ξ

1

λ(ζ)
dζ

)

dξ . (48)

By differentiating (48) with respect to time, one has

α̇(t, 1) = (ρ− ρ̃) qα̇(t− τ, 1) + kIq (1 + l1(1)λ(1))

× α(t− τ, 1) +K(t) , (49)

where

K(t) = kIq(n(t− τ)− η̇ss(t− τ))

− q

∫ 1

0

1

µ(ξ)
βss
tt (ξ, t− τ1 − φ2(ξ)) dξ

−

∫ 1

0

1

λ(ξ)
αss
tt

(

ξ, t−

∫ 1

ξ

1

λ(ζ)
dζ

)

dξ . (50)

Let us denote k1 = (ρ− ρ̃) q and k2 = kIq (1 + l1(1)λ(1)).
The characteristic equation of (49) is given by

s− (k1s+ k2) e
−sτ = 0 . (51)

We recall the following theorem that gives conditions to

ensure the stability of (49) in the absence of disturbances.

Theorem 2: [6] Let us assume that k2 6= 0. The charac-

teristic equation (51) has its zeroes in the complex half-left

plane if and only if the feedback parameters k1 and k2 satisfy

|k1| < 1, k2 < 0 and the time delay τ is such that τ ∈ (0, τ0)
where τ0 is defined by

τ0 = −

√

1− k21
|k2|

arctan

(

√

1− k21
|k1|

)

+
π
√

1− k21
|k2|

, if k1 ∈ (−1, 0) (52)

τ0 =
π

2 |k2|
, if k1 = 0 , (53)

τ0 =

√

1− k21
|k2|

arctan

(

√

1− k21
k2

)

, if k1 ∈ (0, 1) . (54)

We recall the definition of Input-to-State Stability (ISS).

Definition 1: The system described by the equations (49)

is said to be Input-to-State Stable (ISS) if there exist a KL
function f and a K function g such that, for any bounded

initial state
(

α0, β
0
)⊤

and any measurable locally essen-

tially bounded input K , the solution exists for all t ≥ 0, and

furthermore it satisfies

|α(t, 1)| ≤ f
(

‖α0‖∞ +
∥

∥β0

∥

∥

∞
, t
)

+ g
(

‖K‖L∞((0,t);R)

)

. (55)

Using this result and the fact that (ρ− ρ̃) q < 1 we may state

the following Proposition assessing the ISS of system (49).

Proposition 1: Let us choose kI such that conditions of

Theorem 2 for k1 = (ρ− ρ̃) q and k2 = kIq (1 + l1(1)λ(1))
hold, then system (49) is ISS with respect to the input K .



Proof: Let us denote z(t) = α(t, 1). The variation-of-

constants formula for the NDE (49) reads (see [14] page 31)

z
((

α0, β
0
)

,K
)

(t) = z
((

α0, β
0
)

, 0
)

(t)

+

∫ t

0

X(t− s)K(s)ds , (56)

where z
((

α0, β
0
)

, 0
)

(t) denotes the solution of the ho-

mogeneous NDE (49) (i.e. when K ≡ 0) in term of

the fundamental solution X (see [14] for a definition of

the fundamental solution). Theorem 7.6 page 32 in [14]

guarantees that if s0 is the supremum of the real part of the

roots of the characteristic equation (51) then for any s > s0
there exists k = k (s) such that the fundamental solution X

satisfies the inequality

‖X(t)‖ ≤ kest , t ≥ 0 . (57)

Conditions of Theorem 2 ensure that s0 < 0 and conse-

quently that there exists s < 0 and k such that inequality (57)

holds. Then, using this bound together with the represen-

tation formula (56) we immediately conclude the proof of

Proposition 1.

D. Output Regulation

The following theorem assesses the output regulation of

system (1)–(4), (7), (8), and (20).

Theorem 3: Consider system (1), (2) with boundary con-

ditions (3), (4) where U is given by (7) with UBS given

by (20), η satisfying (8), and with bounded initial conditions
(

u0, v0, η0
)

∈ E. Then, assuming that conditions of Propo-

sition 1 hold, there exists a positive constant M such that

the controlled output y(t) satisfies

|y(t)| ≤ M . (58)

Furthermore, if ∂td1 = ∂td2 = ḋ3 = ḋ4 = n = 0, then the

controlled output satisfies

lim
t→∞

|y(t)| = 0 . (59)

Proof: Let us recall that one has

lim
t→∞

|u(t, 1)| = lim
t→∞

∣

∣

∣

∣

α(t, 1) +

∫ 1

0

Lαα(1, ξ)α(t, ξ)dξ

+

∫ 1

0

Lαβ(1, ξ)β(t, ξ)dξ

∣

∣

∣

∣

= lim
t→∞

∣

∣

∣

∣

ᾱ(t, 1) +

∫ 1

0

Lαα(1, ξ)ᾱ(t, ξ)dξ

+

∫ 1

0

Lαβ(1, ξ)β̄(t, ξ)dξ

∣

∣

∣

∣

. (60)

Now let us observe that for all t ≥ τ and all θ ∈ [0, x],

α(t, x) = α

(

t−

∫ x

θ

1

λ(ζ)
dζ, θ

)

−

∫ x

θ

1

λ(ζ)
αss
t

(

t−

∫ x

ζ

1

λ(s)
ds, s

)

dζ , (61)

β(t, x) =
1

q
α (t+ φ2(x), 0)

+

∫ x

0

1

µ(ξ)
βss
t

(

t+

∫ x

ξ

1

µ(ζ)
dζ, ξ

)

dξ . (62)

Besides, Lemma 2 ensures that αss
t and βss

t are bounded.

Therefore, relationships (61) and (62) combined with the ISS

of α(t, 1) as proved in Proposition 1 ensure that α(t, x) and

β(t, x) are bounded for all x ∈ [0, 1]. Then, with (60) one

gets (58). Now, if ∂td1 = ∂td2 = ḋ3 = ḋ4 = n = 0, then

αss
t = βss

t = η̇ss = 0 where αss and βss are solutions to

the ODE given in (26), and ηss is given in (33). In virtue of

the ISS of system (49) stated in Proposition 1 and using the

relationships (61) and (62) one has

lim
t→∞

|u(t, 1)| =

∣

∣

∣

∣

αss(1) +

∫ 1

0

Lαα(1, ξ)αss(ξ)dξ

+

∫ 1

0

Lαβ(1, ξ)βss(ξ)dξ

∣

∣

∣

∣

= 0 . (63)

This concludes the proof of Theorem 3.

IV. BOUNDARY OBSERVER

In this section we design an observer that re-

lies on the noisy measurements at the right bound-

ary: ym(t) = u(t, 1) + n(t). This observer will be designed

as a function of a parameter ǫ that can be interpreted as a

measure of trust in our measurements relative to the model

(or unmeasured disturbances).

A. Observer Design

Similarly to [18], the observer equations are set as follows

ût + λ(x)ûx =γ1(x)v̂ − P+(x) (û(t, 1)− ym(t)) (64)

v̂t − µ(x)v̂x =γ2(x)û − P−(x) (û(t, 1)− ym(t)) , (65)

with the modified boundary conditions

û(t, 0) = qv̂(t, 0) (66)

v̂(t, 1) = ρ(1 − ǫ)û(t, 1) + ρǫym(t) + U(t) . (67)

The gains P+(·) and P−(·) are defined as

P+(x) = −λ(x)Puu(x, 1) + µ(x)ρ(1 − ǫ)Puv(x, 1) (68)

P−(x) = −λ(x)P vu(x, 1) + µ(x)ρ(1 − ǫ)P vv(x, 1) , (69)

where the kernels Puu, Puv, P vu, and P vv are defined

in [18].

Remark 1: The coefficient ǫ ∈ [0, 1] in (67) can be

interpreted as a measure of trust in our measurements relative

to the model (or unmeasured disturbances), where ǫ = 1
results in relying more on the measurements and ǫ = 0
relying more on the model. This trade-off will be made

explicit in terms of the magnitude of di, i = 1, . . . , 4 relative

to n in the following.

Remark 2: The coefficient ǫ cannot be chosen arbitrarily

in [0, 1]. As it will appear in the next subsection, it has to be

close enough to 1 to ensure the convergence of the observer.

Combining the observer (64)–(67) to the system (1)–(4)

yields the error system (denoting ũ(t, x) = u(t, x)− û(t, x)
and ṽ(t, x) = v(t, x)− v̂(t, x)):

ũt + λ(x)ũx = γ1(x)ṽ − P+(x)ũ(t, 1)

− n(t)P+(x) + d1(t)m1(x) (70)

ṽt − µ(x)ṽx = γ2(x)ũ − P−(x)ũ(t, 1)

− n(t)P−(x) + d2(t)m2(x) , (71)



with the boundary conditions

ũ(t, 0) = qṽ(t, 0) + d3(t), (72)

ṽ(t, 1) = ρ(1 − ǫ)ũ(t, 1) + d4(t)− ρǫn(t) . (73)

B. Ideal Error System

In this section, we consider the unperturbed system with

uncorrupted measurements; to give insight on the impact of ǫ

in the ideal case. Using the backstepping approach and a

Volterra transformation identical to the one presented in [18],

we can map system (70)–(73) to a simpler target system.

Consider the kernels Puu, Puv, P vu, and P vv defined in [18]

and the following Volterra transformation

ũ(t, x) = α̃id(t, x)−

∫ 1

x

(Puu(x, ξ)α̃id(t, ξ)

+Puv(x, ξ)β̃id(t, ξ))dξ (74)

ṽ(t, x) = β̃id(t, x)−

∫ 1

x

(P vu(x, ξ)α̃id(t, ξ)

+P vv(x, ξ)β̃id(t, ξ))dξ . (75)

Differentiating (74) and (75) with respect to space and time,

one can prove that system (70)–(73) is equivalent to the

following system

(α̃id)t + λ(x)(α̃id)x = 0 (76)

(β̃id)t − µ(x)(β̃id)x = 0 , (77)

with the following boundary conditions

α̃id(t, 0) = qβ̃id(t, 0) (78)

β̃id(t, 1) = ρ(1− ǫ)α̃id(t, 1) . (79)

We then have the following lemma (see e.g [3] for details).

Lemma 3: System (76)–(79) is exponentially stable if and

only if

1−
1

|ρq|
< ǫ ≤ 1 . (80)

Remark 3: In the case ǫ = 1 we have the same target

system as the one presented in [18]. It converges in finite

time τ to zero.

Note that due to Assumption 1 the proposed interval is non-

empty.

C. Error System including Noise and Disturbance

We consider in this section the real error-system (70)–(73),

including the noise and disturbances n, di, i = 1, . . . , 4.

Applying the Volterra transformations (74) and (75), sys-

tem (70)–(73) is mapped to the following target system

α̃t + λ(x)α̃x = n(t)f1(x) + d1(t)f2(x)

+ d2(t)f3(x) + d4(t)f4(x) (81)

β̃t − µ(x)β̃x = n(t)g1(x) + d1(t)g2(x)

+ d2(t)g3(x) + d4(t)g4(x) , (82)

with the boundary conditions

α̃(t, 0) = qβ̃(t, 0) + d3(t) (83)

β̃(t, 1) = ρ(1 − ǫ)α̃(t, 1) + d4(t)− ρǫn(t) , (84)

where fi, i = 1, . . . , 8, are the solutions of the following

integral equations

f1(x) =

∫ 1

x

(Puu(x, ξ)f1(ξ) + Puv(x, ξ)g1(ξ)) dξ

− P+(x) − µ(1)ρǫPuv(x, 1) (85)

f2(x) = m1(x) +

∫ 1

x

Puu(x, ξ)f2(ξ)dξ

+

∫ 1

x

Puv(x, ξ)g2(ξ)dξ (86)

f3(x) =

∫ 1

x

(Puu(x, ξ)f3(ξ) + Puv(x, ξ)g3(ξ)) dξ (87)

f4(x) = µ(1)Puv(x, 1) +

∫ 1

x

Puu(x, ξ)f4(ξ)dξ

+

∫ 1

x

Puv(x, ξ)g4(ξ)dξ (88)

g1(x) =

∫ 1

x

(P vu(x, ξ)f1(ξ) + P vv(x, ξ)g1(ξ)) dξ

− P−(x) − µ(1)ρǫP vv(x, 1) (89)

g2(x) =

∫ 1

x

(Puv(x, ξ)f2(ξ) + P vv(x, ξ)g2(ξ)) dξ (90)

g3(x) = m2(x) +

∫ 1

x

P vu(x, ξ)f3(ξ)dξ

+

∫ 1

x

P vv(x, ξ)g3(ξ)dξ (91)

g4(x) = µ(1)P vv(x, 1) +

∫ 1

x

P vu(x, ξ)f4(ξ)dξ

+

∫ 1

x

P vv(x, ξ)g4(ξ)dξ . (92)

The functions fi and gi are well defined as solution of an

integral equation [19]. The following theorem states that the

system is ISS with respect to n and di, i = 1, . . . , 4, and thus

remains stable in presence of bounded noise and disturbances

Proposition 2: Let us assume that ρ, q, and ǫ satisfy (80).

Then, system (81), (82) with boundary conditions (83)

and (84) is ISS with respect to n and di, i = 1, . . . , 4. More

precisely there exist a KL function h1 and a K function h2

such that for any initial condition
(

α̃0, β̃0
)⊤

∈ E′ the

following holds, for all t ≥ 0,

∥

∥

∥

∥

(

α̃, β̃
)⊤
∥

∥

∥

∥

E′

≤ h2

(

∥

∥

∥
(n, d1, . . . , d4)

⊤
∥

∥

∥

L∞((0,t);R5)

)

+ h1

(

(

α̃0, β̃0
)⊤

, t

)

. (93)

Proof: The mechanisms of the proof use the charac-

teristics method and an iteration process. For the sake of

simplicity we introduce the notations λ, µ, K1, K2, and d̃

λ = min
x∈[0,1]

λ(x), µ = min
x∈[0,1]

µ(x) (94)

K1(t, x) = n(t)f1(x) + d1(t)f2(x)

+ d2(t)f3(x) + d4(t)f4(x) (95)



K2(t, x) = n(t)g1(x) + d1(t)g2(x)

+ d2(t)g3(x) + d4(t)g4(x) (96)

d̃(t) = d4(t)− ρǫn(t) . (97)

In what follows, for the sake of brevity we write
∣

∣K1[0,t)

∣

∣

∞

for |K1|L∞([0,t)×(0,1)). By the characteristics method we

have

α̃(τ, x) = d3(τ − φ1(x)) + d̃ (τ − φ1(x)− τ2)

+ qρ(1 − ǫ)

(

α̃0(x) +

∫ τ1−φ1(x)

0

K1 (ξ, w(x, ξ)) dξ

)

+

∫ x

0

K1

(

t−
∫ x

ξ
1

λ(ζ)dζ, ξ
)

λ(ξ)
dξ

+

∫ 1

0

q
K2 (τ − φ1(x) − φ2(ξ), ξ)

µ(ξ)
dξ , (98)

where w(x, ξ) = φ−1
1 (φ1(x) + ξ). Therefore, one has

|α̃ (τ, x)| ≤ |qρ(1 − ǫ)|
∣

∣α̃0
∣

∣

∞
+
∣

∣d3[0,τ)

∣

∣

∞
+
∣

∣

∣
d̃[0,τ)

∣

∣

∣

∞

+

(

1

λ
+ |qρ(1− ǫ)| τ

)

∣

∣K1[0,τ)

∣

∣

∞

+

∣

∣K2[0,τ)

∣

∣

∞

µ
. (99)

Recursively, we get

|α̃ (nτ, x)|
∞

≤ |qρ(1 − ǫ)|
n
∣

∣α̃0
∣

∣

∞

+
1

λ

n
∑

i=1

|qρ(1− ǫ)|i−1 ∣
∣K1[0,nτ)

∣

∣

∞

+ τ

n
∑

i=1

|qρ(1− ǫ)|
i
∣

∣K1[0,nτ)

∣

∣

∞

+
1

µ

n
∑

i=1

|qρ(1 − ǫ)|
i−1 ∣
∣K2[0,nτ)

∣

∣

∞

+

n
∑

i=1

|qρ(1− ǫ)|i−1 ∣
∣d3[0,nτ)

∣

∣

∞

+

n
∑

i=1

|qρ(1− ǫ)|
i−1
∣

∣

∣
d̃[0,nτ)

∣

∣

∣

∞

. (100)

Using the condition (80), one has |qρ(1− ǫ)| < 1 it follows

|α̃ (nτ, x)| ≤ |qρ(1− ǫ)|
n

∥

∥

∥

∥

(

α̃0, β̃0
)⊤
∥

∥

∥

∥

E

+

(

τ +
1

λ

)

∣

∣K1[0,nτ)

∣

∣

∞

1− |qρ(1− ǫ)|

+

∣

∣

∣
K2[0,nτ)

∣

∣

∣

∞

µ− µ |qρ(1− ǫ)|
+

∣

∣d3[0,nτ)

∣

∣

∞

1− |qρ(1− ǫ)|

+

∣

∣

∣
d̃[0,nτ)

∣

∣

∣

∞

1− |qρ(1 − ǫ)|
. (101)

The computation showed for α̃ can be done in a sim-

ilar way for β̃. We get that for all t and all x such

that nτ ≤ t− φ1(x) < (n+ 1)τ

|α̃(t, x)| ≤ (1 + |q|) |qρ(1− ǫ)|
n

∥

∥

∥

∥

(

α̃0, β̃0
)⊤
∥

∥

∥

∥

E

+ (1 + |q|)

(

τ +
2

λ

)

∣

∣K1[0,t)

∣

∣

∞

1− |qρ(1− ǫ)|

+ (1 + |q|)

(

τ +
2

µ

)

∣

∣K2[0,t)

∣

∣

∞

1− |qρ(1− ǫ)|

+ (1 + |q|)
2
∣

∣d3[0,t)
∣

∣

∞

1− |qρ(1− ǫ)|
+
∣

∣d3[0,t)
∣

∣

+ (1 + |q|)
2
∣

∣

∣
d̃[0,t)

∣

∣

∣

∞

1− |qρ(1− ǫ)|
+ |q| τ

∣

∣K2[0,t)

∣

∣

∞

+

(

τ +
1

λ

)

∣

∣K1[0,t)

∣

∣

∞
. (102)

Finally, with the computations for β̃ we prove that (93) holds

with

h1(X, t) = Ce−νtX (103)

h2(X) =

(

2
(2 + |q|+ |ρ(1− ǫ)|)

1− |qρ(1− ǫ)|

(

τ +
1

λ
+

1

µ
+ 2

)

+ 2 + |q| τ + |ρ(1− ǫ)| τ

+

(

2τ +
1

λ
+

1

µ

))

X , (104)

with C = (2 + |q| + |ρ(1− ǫ)|) and ν = 1
τ
ln
(

1
qρ(1−ǫ)

)

.

This concludes the proof of Proposition 2.

Theorem 4: Let us assume that ρ, q, and ǫ satisfy the

condition in (80). Then, system (70), (71) with bound-

ary conditions (72) and (73) is ISS with respect to n

and di, i = 1, . . . , 4. More precisely there exist a KL
function h1 and a K function h2 such that for any initial

condition
(

ũ0, ṽ0
)⊤

∈ E′ the following holds

∥

∥

∥
(ũ, ṽ)⊤

∥

∥

∥

E′

≤ h2

(

∥

∥

∥
(n, d1, . . . , d4)

⊤
∥

∥

∥

L∞((0,t);R5)

)

+ h1

(

(

ũ0, ṽ0
)⊤

, t
)

. (105)

Proof: Using the fact that the backstepping transfor-

mation (74), (75) is invertible and Proposition 2, Theorem 4

is proved.

V. FEEDBACK OUTPUT REGULATION

Consider system (1), (2) with boundary conditions (3)

and (4) where U is given by (7) with UBS given by

UBS(t) = −ρ̃(1− ǫ)û(t, 1)− (ρ− ρ̃)

∫ 1

0

Kuu(1, ξ)û(t, ξ)dξ

− (ρ− ρ̃)

∫ 1

0

Kuv(1, ξ)v̂(t, ξ)dξ − ρ̃ǫym(t)

+

∫ 1

0

(Kvu(1, ξ)û(t, ξ) +Kvv(1, ξ)v̂(t, ξ)) dξ

− kI

∫ 1

0

l1(ξ)Γ1[(û, v̂)(t)](ξ)dξ

− kI

∫ 1

0

l2(ξ)Γ2[(û, v̂)(t)](ξ)dξ , (106)



where û and v̂ are the solution to (64)–(67). The aim of this

section is to prove that the output y(t) of the system is still

regulated in the sense of Theorem 3 with the control law

in (106). We have the second main result of this paper.

Theorem 5: Consider system (1), (2) with boundary con-

ditions (3) and (4) where U is given by (7) with UBS

given by (106), η satisfying (8), and with bounded initial

conditions
(

u0, v0, η0
)

∈ E. Then, assuming that conditions

of Proposition 1 hold, there exists a positive constant M such

that the controlled output y(t) satisfies

|y(t)| ≤ M . (107)

Furthermore, if ∂td1 = ∂td2 = ḋ3 = ḋ4 = ḋ5 = 0, then the

output satisfies

lim
t→∞

|y(t)| = 0 . (108)

Proof: We have û = û − u + u = −ũ + u and

v̂ = v̂ − v + v = −ṽ + v. Therefore, one has

UBS(t) = −ρ̃u(t, 1)− (ρ− ρ̃)

∫ 1

0

Kuu(1, ξ)u(t, ξ)dξ

− (ρ− ρ̃)

∫ 1

0

Kuv(1, ξ)v(t, ξ)dξ − ρ̃ǫn(t)

+

∫ 1

0

(Kvu(1, ξ)u(t, ξ) +Kvv(1, ξ)v(t, ξ)) dξ

− kI

∫ 1

0

l1(ξ)Γ1[(u, v)(t)](ξ)dξ

− kI

∫ 1

0

l2(ξ)Γ2[(u, v)(t)](ξ)dξ +D(t) . (109)

where D(t) is given by UBS in (106) which û and v̂ have

been replaced by −ũ and −ṽ respectively. Since, ũ and ṽ are

bounded thanks to Theorem 4, we can consider D− ρ̃ǫn as a

new perturbation in the input and we can apply Theorem 3 to

conclude that (107) holds. Now, if the perturbation vanishes

then D(t)−ρ̃ǫn(t) will vanish in virtue of ISS of the observer

system and then again by applying Theorem 3 we have (108).

This concludes the proof of Theorem 5.

VI. CONCLUDING REMARKS

In this paper we have solved the output feedback regula-

tion problem for a system composed of two linear hyperbolic

PDEs with collocated boundary input and output in presence

of disturbances and noise in the measurements. This has been

done by combining in the control law a backstepping ap-

proach with an integral term. By transforming the boundary

condition of the resulting target system into a Neutral Dif-

ferential Equation we have proved that this former system is

Input-to-State Stable with respect to disturbances and noise.

The proposed controller has finally been combined with

a backstepping-based observer to ensure output-feedback

stabilization of the output. Both the proposed controller and

the observer present some degrees of freedom (necessary

to ensure robustness to delays) that enables a trade-off

between disturbance and noise sensitivity. The effect of such

parameters, in particular regarding the systems sensitivity

functions are derived in a companion paper.
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