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Abstract

Complex networks are set of entities in a relationship, modeled by
graphs where nodes represent entities and edges between nodes represent
relationships. Graph algorithms have inherent characteristics, including
data-driven computations and poor locality. These characteristics expose
graph algorithms to several challenges; this is because most well stud-
ied (parallel) abstractions and implementation are not suitable for them.
This work shows how we use some complex-network properties, including
community structure and heterogeneity of node degree, to tackle one of
the main challenges: improving performance, by improving memory loca-
tion and by providing proper thread scheduling. In this paper, we firstly
formalize complex-network ordering for cache misses reducing as a well
known NP-Complete problem, the optimal linear arrangement problem;
we then propose cn-order an heuristic that outperforms very recent graph
orders. Secondly, we formalize degree-aware scheduling problem as an-
other well known NP-Complete problem, the multiple knapsack problem;
then we propose two degree-aware heuristics to solve it. We finally validate
our theoretical observations with experiments on a 32 cores NUMA ma-
chine with some graph algorithms and some stanford graph datasets. For
example, some results with Pagerank algorithm and livejournal dataset
show that using cn-order improves performance by reducing cache misses
and hence time by 41%; and when cn-order is combined with degree-aware
scheduling, time is reduced by 50% due to load balancing among threads.

1 Introduction
A complex network (CN) is a set of entities (individuals, organizations) in a re-
lationship (through friendship or message passing). CNs are modeled by graphs
where nodes represent entities and edges between nodes represent relationships.
CNs exhibit many properties, among them we have community structure, low
density of edges and heterogeneity of node degrees [19]. Due to the huge amount
of data, CN algorithms (graph analysis algorithms) are often compute-bound
and require high-performance computers to extract knowledge and understand
the behavior of entities and their relationships in reasonable time. This pa-
per addresses one of the major challenges of graph analysis [17]: improving
performance. We are doing it here through memory locality and threads
scheduling.
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One way to improve graph analysis program performance is through memory
locality. In different domains, several studies show that memory operations
take most of the time on modern computers: it is shown in [1] that a lot of
time is wasted in CPU cache latency (with database query processing); in [4]
(with SPEC2000 programs) and in [23] (with on-line transaction processing), the
processor is stalled 50% of the time due to cache misses. Thus, writing a program
that uses efficiently caches is often a challenge that, if met, increases program
performances. This challenge is much visible in graph analysis programs because
of poor of locality, which results by the fact that relationships represented by
graphs are often irregular and unstructured [17].

Another way to improve graph analysis performance is by ensuring that
threads which are working together are well scheduled. Several studies show
that improving thread scheduling can reduce time taken by applications: for
example, it is shown in [24, 25] that time is reduced more than 25% due to a
proper thread scheduling. In graph analysis applications with multiple threads,
workload usually consists on given to each thread a same number of nodes
(total number of graph nodes divided number of threads). Due to heterogeneity
of nodes degree in complex network, this workload can induce to unbalancing
load.

1.1 Our contributions
We propose here to improve graph analysis performance by exploiting CN prop-
erties: - community structure to tackle memory locality and - heterogeneity of
nodes degree to tackle thread scheduling. More specifically, our contributions
are as follows:

1. to tackle memory locality,

• we formalize graph ordering problem for cache misses reducing as
optimal linear arrangement problem which is known as NP-complete;

• we present most recent graph ordering heuristics including gorder,
rabbit order and NumBaCo order;

• we present CN-order, a new graph order which combines advantages
of the previous orders;

2. to tackle thread scheduling,

• we formalize degree-aware scheduling problem as multiple knapsack
problem which is known as NP-complete;

• we present deg-scheduling, a heuristic to solve this problem;

• we present comm-deg-scheduling, an improved version of deg-scheduling
that takes into account graph order in scheduling;

3. to validate theoretical observations,

• we present experimental results carried out on a 32 cores NUMA (non
uniform memory access) machine, with graph analysis algorithm such
as Pagerank and Katz score, running on stanford data graphs.
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1.2 Outline
The remainder of this paper is structured as follows. Section 2 presents the
background that consists of graph analysis challenges, cache management and
graph data structures. Section 3 shows theory about graph ordering for efficient
graph analysis problem and heuristics to solve this problem. Section 4 presents
theory about degree-aware scheduling problem and heuristics designed to solve
it. In other to validate theoretical observations, we present experimental results
in section 5. Section 6 is devoted to related work and we end with the conclusion
and future work in section 7.

2 Background
In this section, we first present graph analysis challenges, then we present how
cache memory is managed and we finish with graph data structures.

2.1 Graph Analysis challenges
Graph analysis also called graph algorithms have inherent characteristics [17]:

• computations performed by a graph algorithm are dictated by the vertex
and edge structure of the graph on which it is operating rather than being
expressed in code;

• data in graph algorithms are unstructured and irregular, that makes the
computations and data access tend to have poor locality.

These characteristics make most parallel abstractions and implementation
not proper graph algorithms. The main challenges [17, 10, 16] met in graph
analysis are:

• capacity: dataset do not fit into a single physical memory;

• performance: due to previous mentioned characteristics, it is not always
easy to develop an efficient implementation of a given algorithm. We call
by efficient implementation the one that produces the least execution time.

This paper tackle performance challenge and focus in the case when graphs
in memory.

2.2 Cache Management
When a processor needs to access to data during the execution of a program,
it first checks the corresponding entry in the cache. If the entry is found in the
cache, there is cache hit and the data is read or written. If the entry is not
found, there is a cache miss.

There are three main categories of cache misses which include - compulsory
misses caused by the first reference to data, - conflict misses, caused by data
that have the same address in the cache (due to the mapping), - capacity misses,
caused by the fact that all the data used by the program cannot fit in the cache.
Hereafter, we are interested in the last category.
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When there is a cache miss, one of the classical algorithms is executed to
bring the missed data in the cache: – optimal algorithm, the cache line
which will not be used for the greatest period of time is replaced, – random
algorithm, – LRU Least Recently Used, – FIFO First In First Out, –LFU
Least Frequently Used, ...

Since general purpose processors (Intel, AMD, ARM) implement one of these
algorithms in their hardware, to benefit from all the efficiency of the cache
memory, one should make sure that its data structures (graph in our case) are
well organized during programs execution.

2.3 Graph representation
Consider the undirected weighted graph with 8 nodes in Fig. 1.

Figure 1: Example of graph (G1)

2.3.1 Matrix Representation

A simple way to represent this graph is to use a matrix representation M where
M(i, j) = mij is the weight of the edge between i and j. This is not very suitable
for social graphs because the resulting matrices are sparse. For the graph of Fig.
1, the total used space is 8X8 = 64. But 42 i.e 66% are wasted to save zeros.

2.3.2 Yale representation

The representation often adopted by some graph specific languages such as
Galois [20] and Green-Marl [10], is that of Yale [8]. This representation uses
three vectors:

• a vector A representing the edges, each edge being represented by one of
its ends,

• another vector JA that gives the other extremity of each of the edges of
A,

• and a last vector IA which gives the index in vector A of the first nonzero
element of each row of the simulated matrix.

The Yale representation of the above example is in TABLE 1.

4



A a a b a c c e d c a a
- a e a a b c a c d a c

JA 2 5 7 1 7 4 6 8 3 6 1
- 7 3 4 8 1 2 5 8 3 6 7

IA 1 4 6 9 11 13 16 20 23

Table 1: Yale representation of graph (G1)

2.3.3 Adjacency list representations

Other platforms use adjacency list representations. In this case, the graph is
represented by a vector of nodes, each node being connected to:

• a block of its neighbors [22] (see Fig. 2a)-);

• a linked list of blocks (with fixed size) of its neighbors, adapted to the
dynamic graphs, used by the Stinger platform in [7, 3] (see Fig. 2b)-).

Figure 2: Adjacency list representations of (G1)

3 Graph ordering for efficient graph analysis

3.1 Key idea
Common pattern in graph analysis: One common statement used in
graph analysis is as follow:

1: for u ∈ V (G) do
2: for v ∈ Neig(u) do
3: program section to compute/access v
4: end for
5: end for
With this pattern, we can see that, to reduce cache misses, one should make

sure that successive v are closed in memory.

Running example: Figure 3 presents the example used in this section. Sup-
pose an analysis algorithm executes the previous pattern for the first two nodes,
0 with Neig(0) = {4, 11} and 1 with Neig(1) = {10, 13}. The accessing se-
quence is: N6 = (0, 4, 11,1, 10, 13). With the data cache provide in figure 4,
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Figure 3: Running example
Figure 4: Memory representation

this will cause 6 cache misses (each access of a node will cause a cache miss).
But if we consider one of the orders of the same graph got at figure 6, Rabbit
order for example, the number of cache misses is reduced. In fact, access of
the two first nodes 0 with Neig(0) = {1, 3} and 1 with Neig(1) = {0, 2, 3, 6, 7}
will give the following sequence: N9 = (0, 1, 3,1, 0, 2, 3, 6, 7). This sequence
produces only two cache misses; this is because consecutive nodes are closed in
memory.

3.2 Problem formalization
3.2.1 Cache modeling

We consider capacity cache misses caused by the fact that data used by a pro-
gram cannot fit in the cache memory. This cache model consider also a memory
cache with one line and t blocks in main memory (see figure 4).

Let

• Dc: cache memory size,

• N : set of nodes,

• π: a permutation among N ,

• b: b(x) = x Div Dc, b is a function that gives the belonging block of a
node x in memory (Div is the integer division).

When a node x is being processed (x is in cache memory), two situations
are envisaged while trying to access another node y:

• if x and y are in the same memory block b(x) = b(y), then y is also in
cache memory;

• if x and y are not in the same memory block, there is a cache miss.

A cache miss can be modeled by σ as follow:

σ : N ×N → {0, 1}

(x, y) 7→ σ(x, y) =

{
0 if b(x)− b(y) = 0

1 else
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3.2.2 Problem complexity

Let P be a program on a graph G = (N,E). P makes reference to an ordered
sequence of nodes Nk = (n1, n2, n3, ..., nk). The number of cache misses caused
by the execution of P is given by:

CacheMiss(Nk) = 1 +
∑k

i=2 σ(ni, ni−1)

We are looking for a permutation π of G’s nodes in such away that the
execution of P produces the minimum number of cache misses (mindc). In
other words,

Let G = (N,E),mindc ∈ N,


− Find

π : N → N
n 7→ π(n)

− such that
∑k

i σ(π(ni), π(ni−1)) ≤ mindc,
with Nk = (n1, ..., nk) and ni ∈ N.

Theorem 3.1 (complexity of the problem) The Numbering Graph Prob-
lem (NGP) to minimize the number of cache misses is NP-complete.

Proof:One can show it with the Optimal Linear Arrangement Problem (OLAP)
known as NP-Complete [9]. As reminder, this problem is defined as follow:

Let G = (N,A),min ∈ N

− Find
π : N → N

n 7→ π(n)

− such that
∑
{ni,nj}∈A |π(ni)− π(nj)| ≤ min

To show that NGP is NP-complete, we have to show that any instance of OLAP
is polynomial time reduced to NGP. In that way, it is easy to remark that any
instance of OLAP is an instance of NGP when considering the execution of the
loop which traverses all the edges of G.

3.3 Graph ordering heuristics
In this section, we first present three recent algorithms: Gorder [26], Rabbit
Order [2] and NumBaCo [18]; These three algorithms were published quite at
the same period and each of them claims to outperform state of the art algo-
rithms. Then, we present a new algorithm which combine the strengths of all
the previous ones.

3.3.1 Gorder

Gorder idea: The goal is to reduce cache misses by making sibling nodes be
close in memory (allow them to fit in cache memory). Consider the graph in
figure 3. Neig(1) = {5, 10, 13}, Neig(5) = {1, 10, 13}. Let consider the data
cache provided in figure 4.

From figure 3, we can see that if the graph algorithm accesses Neig(1) with
subsequence N4 = (1, 5, 10, 13) it will cause 4 CPU cache misses; with Neig(5)
and N4 = (5, 1, 10, 13), it will cause 4 CPU cache misses.

From figure 6, with gorder, π(1) = 5 and π(5) = 6; access to Neig(5) =
{4, 6, 7} with subsequence N4 = (5, 4, 6, 7) will cause 1 CPU cache miss and
access to Neig(6) = {4, 5, 7} with N4 = (6, 4, 5, 7) will cause 1 CPU cache miss.
This example shows that Gorder allows to reduce cache misses.
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Goder key function: Gorder tries to find a permutation π among all nodes
in a given graph G by keeping nodes that will be frequently accessed together
in a window w, in other to minimize the cpu cache miss ratio.

Hao Wei and co-authors [26] defined a score function S(u, v) = Ss(u, v) +
Sn(u, v), where Ss(u, v) = |Nin(u)∩Nin(v)| is the number of times u and v co-
exist in sibling relationship, the number of their common in-neighbors; Sn(u, v)
is the number of times that u an v are in neighbor relationship, which is 0, 1 or
2 since (u,v) and (v,u) may co-exist in a direct graph.

Based on this score function , the problem is to maximize the locality of two
nodes to be placed closely. And this is to find a permutation π that maximize
the sum of score S(., .), where π(u) assigns every u with an unique number [1, n],
n = |N | is the number of nodes.

Let G = (N,E),


− Find

π : N → N
v 7→ π(v)

− such that F (π) =
∑n

i=1

∑i−1
j=max{1,i−w} S(vi, vj),

is maximal.

Gorder algorithm: Algorithm 1 presents Gorder. Hao Wei and co-authors
[26] showed that this algorithm is 1

2w -approximation and with an appropriated
priority queue, it is O(

∑
u∈V (do(u))

2) time complexity.
Consider the last nodes inserted in P : vi−w, ..., vi−2, vi−1. The next vi to be

inserted is chosen in such away that
∑i−1

j=max{1,i−w} S(vi, vj) is maximal.

Algorithm 1 : Gorder
Input: G = (V,E), w, S(., .)
Output: π a permutation, P [i] = x means π(x) = i

1: Select a node v as the start node p[1]← v
2: Vr ← V (G)− {v}, i← 2
3: while i ≤ n do
4: vmax ← ∅, kmax ←∞
5: for v ∈ Vr do
6: kv ←

∑i−1
j=max{1,i−w} S(P [j], v)

7: if kv > kmax then
8: vmax ← v, kmax ← kv
9: end if

10: end for
11: P [i]← vmax, i← i+ 1
12: Vr ← V (G)− {vmax}
13: end while

Let consider the problem of finding frequent itemsets, itemsets are set of
neighbors; choose the best vi can be seen as choose the frequent itemset of size
2 between {vi−w, vi}, ...{vi−2, vi}, {vi−1, vi}. It is interesting to know how will
be performances if we consider frequent itemsets with size more than 2.

Advantage and disadvantage: The main advantage of gorder is that it
brings closer pairs of nodes appearing frequently in direct neighborhood. But
the main disadvantage is that it doesn’t care about the community structure
which is usually present in real graphs. During the numbering, nodes that
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belong to same community may be scattered. This is for example the case in
Appendix B with karate graph.

3.3.2 NumBaCo and Rabbit Orders

The main idea of these orders is to make nodes that belong to the same commu-
nity (for NumBaCo) or to the same sub-community (for Rabbit) to be consec-
utive. In that way, nodes belonging to the same community or sub-community
will be close in memory.

Both NumBaCo and Rabbit orders start by detecting communities in a graph
before numbering. If NumBaCo uses Louvain algorithm [5], Rabbit order uses
a light version of Louvain (in other to insure just in time ordering).

Community detection with Louvain: Louvain algorithm [5] is one of the
most popular community detection heuristic. It is based on a quality function
called modularity, that assigns to a partition a scalar value between -1 and
1, representing the density of links inside communities as compared to links
between communities. It starts with a partition where each node is alone in its
community. Then, it computes communities by repeating iteratively the two
following phases:

Step 1) for each node i, evaluate the gain in modularity that may be
obtained by removing i from its current community and placing it in the
community of a neighbor j. Place i in the community for which this gain
(if positive) is maximum.

Step 2) Generate a new graph where nodes are communities detected in
the first phase. Reapply the first phase of the algorithm to the resulting
weighted network.

These two phases are iterated until the maximum modularity is reached.
Louvain algorithm generates a merged structure corresponding to lower level

and higher level group structures: the lowest level, level one contains structures
got at the first iteration of the two phases and the highest level, last level
contains structures got at the last iteration.

Communities generated by graph in figure 6, is given at figure 5. Level one
has 4 communities {0,1,2,3}, level two (the last) has 3 communities {0,1,2}.
Another example is shown in Appendix A with karate graph.

Rabbit order: Algorithm 2 present Rabbit order. Line 1 generates an hier-
archical set of communities: that is, each community contains sub-communities
which may be divided in sub-sub-communities and so on. Junya Arai and co-
authors [2] propose a parallel community detection, that allows them to ensure
just in time numbering.

Algorithm 2 : Rabbit Order
Input: G = (V,E)
Output: π a permutation on V nodes

1: Com← detect_comm(G)
2: π ← graph_numbering(Com,G)
3: return π
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Figure 5: Running graph with Louvain

Line 2 of Rabbit order visits each community in DFS fashion and assigns a
new number to each node. This action makes nodes belong to the same sub-
community be close in the memory. Figure 6 gives rabbit order of graph in
figure 3. Nodes that belong to the same sub-community are consecutive, for
example π{0, 4, 6, 11} = {0, 1, 2, 3}.

NumBaCo: The first line of NumBaCo generates communities with Louvain
algorithm. The second line classifies communities to make ones with higher
affinity (number of edge shared) be together. Line three assigns numbers in such
away that nodes belong to the same communities are consecutive. Community
j follows community i if community j has the highest affinity for all j > i.
Before generate a new graph at line 5, line 4 first change neighbors position
according to their appearance in the hierarchy: first store neighbors that are
in level 1, then level two and so on. The total complexity of the algorithm

Algorithm 3 : NumBaCo (Numbering Based on Communities)
Input: G = (V,E)
Output: G′ = π(G), π is a permutation, neighborhood in G′ is stored hierarchically

1: Com ← detect_comm_Louvain(G)
2: Comcl ← classify_comm(Com)
3: π ← graph_numbering(Comcl, G)
4: G1 ← store_neighboors(Com,G)
5: G′ ← new_graph(G1, π)
6: return G′

is O(nlogn + nkc + n(k + 1) + C2). Where n is number of nodes, k is the
mean degree, C the number of communities at last level and c is the number of
communities at level one.

Differences between NumBaCo and Rabbit: In addition to the two
steps, including communities classification and neighborhood storage, Num-
BaCo and Rabbit are different in the numbering. While NumBaCo emphasis
in the last level community, Rabbit ensure that nodes of the first level commu-
nity have consecutive numbers. For example, in figure 3, π{2, 3, 7, 8, 9, 12} gives
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{4, 5, 6, 7, 8, 9} in figure 6 with NumBaCo order and {7, 4, 5, 8, 9, 6} with Rabbit
order.

To get the benefit of both NumBaCo and Rabbit order, one can change
the emphazing level. That consists on modifying line 2 of NumBaCo algorithm
(refers as NumBaCo-Rabbit in table 3). Instead of classifying the last level
community (as in NumBaCo), we classify level 2. In fact, classify_comm(com)
takes C2 where C is |com|. Level 1 of Louvain algorithm can generate many
sub-communities (more than

√
n). To avoid spending time at this step, we

classify sub-communities level 2 (which has less elements than level 1 but much
elements than last level).

Advantage and disadvantage: The main advantage of NumBaCo or Rabbit
is that they allow nodes belonging to the same community or sub-community
to be closer in memory. The disadvantage is that the numbering within a
community or sub-community is random. May be, a good numbering within
communities can allow better performances.

3.3.3 Strengths and weaknesses of each heuristic

Table 2: Strengths and weaknesses

heuristics Gorder Rabbit NumBaCo
strengths Bring closer Bring closer Bring closer comm nodes

sibling nodes sub-communities nodes and communities
weaknesses scatter communities - sub-communities can be big - communities. can be big

or sub-communities - order in sub-communities - order in communities
is improvable is improvable

Table 2 groups strengths and weaknesses of the three studied order heuristics.
The next paragraph shows how we use these strengths and weaknesses to build
a more powerful order.

3.3.4 A new complex-network ordering (CN-order)

CN-order combines the advantages of all previous studied algorithm (see algo-
rithm 4 below).

Algorithm 4 : Complex Network order (CN-order)
Input: G = (V,E)
Output: G′ = π(G), π is a permutation, neighborhood in G′ is stored hierarchically

1: π1 ← Gorder(G)
2: Com ← detect_comm_Louvain(π1(G))
3: Comcl ← classify_comm(Com)
4: π ← graph_numbering(Comcl, π1(G))
5: G1 ← store_neighboors(Com, π1(G))
6: G′ ← new_graph(G1, π)
7: return G′

With CN-order,

• Sibling nodes are kept close,
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Figure 6: Example of graph with different orders
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• Nodes that belong to same community are close,

• And communities with higher affinity are close.

The main disadvantage of CN-order is in its time complexity: gorder time
complexity + numbaco time complexity. This issue can be tackled by paralleliz-
ing cn-order. We leaf this problem as future work.

4 Degree-aware scheduling for load balancing

4.1 Scheduling problem
Description and idea: In most graph analysis parallel programs with multi-
ple threads (resulting from graph systems such as Galois [20] or Green-Marl [10]
for example), it was observed that, each thread is in charge of groups of nodes.
In that way the workload of a thread depends of the number of nodes explored
by this thread; this number is usually the same for all the threads, n

nb_thread

(where n is the number of nodes and nb_thread is the number of threads).
Consider the common pattern presented at section 3.1, it is easy to note

that the time spent on a node u depends on |Neig(u)|. This can lead to an
unbalanced load in applications processing on real graphs which usually have
nodes with heterogeneous distribution of degrees. This is for example the case
with social graphs which have "famous" nodes i.e. nodes with a very high degree
compared to the others.

The idea is to take into account the heterogeneity of node degrees of real
graphs to ensure load balancing in loop scheduling of graph analysis.

Formal definition and complexity: Given a graph G = (N, E) and a par-
allel graph analysis program P with t threads running on G, the problem is to
know how to assign nodes to threads in other to ensure balancing load among
threads. Let us denote:

• di = |Neig(i)| degree of node i,

• T = {th1, th2, ..., tht} set of threads,

• xij a decision variable,

xij =

{
1 if node i will be processed by thj

0 else

Let P with t threads on G = (N,E),

Problem : dmax =

n∑
i=1

di

t



maximize sj =
n∑

i=1

xij ,
t∑

j=1

sj = n

subject to
n∑

i=1

xijdi ≤ dmax,

with : xij = {0, 1},
t∑

j=1

xij ≤ 1

and i = {1, ..., n}, j = {1, ..., t}

13



This definition makes it easy to see this problem as multiple knapsack
problem [15] which is NP-hard. Thus trying to schedule threads by ensuring
load balancing with nodes degree is NP-hard. We propose in the following
section heuristics for this problem.

4.2 Scheduling heuristics
Before presenting scheduling heuristics, we are going to show the parallel version
of common pattern presented at section 3.1.

4.2.1 Parallel version of common pattern

Here is a task pattern that will be run by a thread:
1: task_func(s,e)
2: for u ∈ {s, ..., e} do
3: for v ∈ Neig(u) do
4: program section to compute/access v
5: end for
6: end for
There are two cases depending of the number of tasks compare to the number

of threads. If there are equal, then each thread is attached to one task: the
scheduling is static. But if there are not equal (nbthread < nbtask), then one
thread can be attached to more than one thread: the scheduling is dynamic.

Common pattern for static scheduling: Each thread tht (spawned at
line 3) will get exactly one task which corresponds to a slice of nodes from
task_load[t].start to task_load[t].end on which the thread is processing.

1: for t← 1 to nbthread do
2: s← task_load[t].start; e← task_load[t].end
3: spawn_thread(tht, task_func, param(s, e))
4: end for

Common pattern for dynamic scheduling: In this case, each thread tht
may have more than one task t ∈ setOfTask.

1: global setOfTask = {1, ..., t}
2:
3: do_work()
4: while setOfTask 6= ∅ do
5: t← atomic_take_task(setOfTask)
6: s← task_load[t].start; e← task_load[t].end
7: task_func(s, e)
8: end while
9:

10: for t = 1 to nbthreads do
11: spawn_thread(tht,do_work())
12: end for

4.2.2 Scheduling

The goal of the following heuristics is to find the workload of each thread. This
workload is based on nodes degree.
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Degree-aware scheduling: This algorithm builds a set of tasks that will be
assigned to threads. Each task is a set of consecutive nodes. The number of
nodes present in this set depends on dmax, the maximum degree that should
have each task. The algorithm greedily adds node i to task t nodes collection
until

∑
di reaches dmax.

Algorithm 5 : deg-scheduling (Degree-aware scheduling)
Input: G = (N,E),dsum: sum of all nodes degree, nbtask: number of tasks
Output: task[ ], a vector where each task has start and end nodes

1: dmax ← dsum
nbtask

, t← 0, i ← 0

2: while i < n and t < nbtask do
3: task[t].start← i, dtmp ← 0
4: while dtmp < dmax and i < n do
5: dtmp ← dtmp + di
6: i← i+ 1
7: end while
8: task[t].deg ← dtmp, task[t].end← i+ 1
9: i← i+ 1

10: end while
11: return task[ ]

The complexity of this algorithm is O(n).

Community and degree aware scheduling: We saw at section 3 that keep-
ing nodes in good ordering allows to reduce cache misses and hence execution
time. Noting the fact that deg-scheduling algorithm keeps nodes consecutive
for each thread, performance will probably be increased if the graph used for
processing has the best order. This observation leads to design the following
algorithm 6.

Algorithm 6 :comm-deg-scheduling
Input: G = (N,E),dsum, nbthread
Output: task[ ], a vector where each task has start and end nodes

1: π ← CN-order(G)
2: task[ ]←deg-scheduling(π(G), dsum, nbthread)
3: return task[ ]

In this algorithm, we first process CN-order before scheduling. By that, we
ensure that nodes processed by each thread will be closed in memory.

5 Experimental evaluation
For this evaluation, we used two graph analysis applications including Katz
score and Pagerank.The experiments were made on a machine (idrouille) which
has 4 NUMA nodes with 8 cores per node, making a total of 32 cores for 64
GB of memory. Each node is of type Intel Xeon characterized by 2.27 GHz, L1
of 32 KB, L2 of 256 KB, L3 of 24 MB, no Hyper-Threading. Fig. 7 presents a
NUMA node.
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Figure 7: idrouille node: 8 cores, private L1 and L2, shared L3

Pagerank: Pagerank [21] is an algorithm used by Google to classify pages on
the web. A Pagerank of a page x is given by the following formula:

PR(x) = (1− d) + d
∑

y∈Nin(x)

PR(y)

|Nout(y)|
(1)

Where:

• d is the probability to follow this page, (1− d) is the probability to follow
another.

• Nin(x) is the set of incoming neighbors of x.

• Nout(y) is the set of outgoing neighbors of y.

We used a posix thread implementation proposed by Nikos Katirtzis1. This
implementation uses Bloc data structure.

Katz score: Katz Score [14] can be used as a similarity measure based on the
distances between the nodes. Katz score between two nodes x and y is given by
following formula:

katz_score(x, y) =
L∑

l=1

(βl.|paths<l>
x,y |) (2)

Where:

• L represents the maximum path size.

• paths<l>
x,y is the set of paths of length l between x and y, and |paths<l>

x,y |
represents its cardinality.

1https://github.com/nikos912000/parallel-pagerank

16



• 0 < β < 1. β is chosen such that the paths with a big l contribute lesser
to the sum than the paths with a small l.

For any node x ∈ G, it can be shown that the cardinalities of the sets of
paths from this node to the other nodes are computed as follow (at each step i,
Ni is the set of neighbors and Li is the set of cardinalities of the paths set):

i = 1 Ni = Neig(x)

Li[y] = 1,∀y ∈ Ni

2 ≤ i ≤ L Ni = {z/z ∈ Neig(y) ∧ y ∈ Ni−1}
Li[z] =

∑
y Li−1[y]/{y∈Ni−1∧z∈Neig(y)}

(3)

5.1 Graph ordering comparison
Comparison on a single core: We did this experimentation on idrouille
described above (with L1 of 32 KB, L2 of 256 KB, L3 of 24 MB); the dataset
is livejournal [27] unoriented graph with 3997962 nodes and 34681189 edges.
Graph was represented with an adjacency list which is O(2m + n) space. So the
space taken by graph in memory is (2*34681189 + 3997962)*4bytes = 279.84
MB (do not fit in L3 cache).

Table 3: Performances comparison (Pagerank, 1 thread)

Numbering algorithm Original Gorder Rabbit NumBaCo Rabbit-NumBaCo CN-Order
L3 cache-references 8,023M 5,688M 6,224M 7,322M 6,715M 5,561M

Earned % 29.10% 22.42% 8.74% 16.30% 30.68%
L3 cache-misses 3,569M 2,985M 2,234M 2,014M 2,050M 1,897M

Earned % 16.36% 37.41% 43.57% 42.56% 46.84%
Execution time 348.516s 305.626s 265.691s 261.099s 259.849s 243.442s

Earned % 12.31% 23.77% 25.08% 25.44% 30.14%

Results in table 3 confirm the strengths and weaknesses of each algorithm
presented in table 2.

• All the three orders outperform the original order.

• Gorder allows to have least references to L3 than Rabbit and NumBaCo.
That means it allows to have a higher reference to L1 and L2 (with cache
hit). It confirms the fact that Gorder brings sibling nodes close compared
to the others.

• NumBaCo has the least cache misses, close to Rabbit order.

• When we combine Rabbit and NumBaCo, we have performances between
the both.

• CN-order outperforms all the orders, since it combines all the advantages:
30.68% of cache references, 46.84% of cache misses and 30.14% of execution
time.
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Comparison on multiple cores: Observations done with one thread (on one
core) are quite the same with multiple threads (from 2 to 32). Figure 8 shows
the execution time with different orders. In this figure, cn-order curve remains
almost below all the other curves, which confirms it is the best order compared
to the others. Rabbit, numbaco and rabbit-numbaco curves are switching posi-
tions; this can be explained by the architecture used (see Fig. 7), more precisely
by the L3 cache which is shared among the cores: cores benefit more and more
to data loaded by others. Gorder cure, which is far compared to the last three
is also switching its position with original order; this switching is also explained
by the architecture.

In figure 9, we see the variations of reduced time with cn-order and rabbit-
numbaco order. For example with 32 threads, cn-order reduced time by 41%
and rabbit-numbaco order reduced time by 30%.
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Figure 9: Reduced time with cn-order vs rabbit-numbaco

As already observed with one thread, time is reduced because cache misses
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(and cache references) are reduced. Figure 10 shows cache misses with different
orders. Note that, curves display the mean number of cache-misses (at each y,
we have Total number cache−misses

number of threads ).
Figure 11 shows that with cn-order (the best order), cache-misses are reduced

from 25% to 47%. Curves comparing cache-references are shown at Appendix
C.
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Figure 10: Cache misses comparison with graph orders
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Figure 11: Reduced cache misses with cn-order vs rabbit-numbaco

5.2 Graph ordering and degree-aware scheduling
We show in this section how degree-aware scheduling improves performances by
reducing execution time.
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5.2.1 Impact of degree-aware scheduling in load balancing

In figure 12, each thread receives number of nodes
number of thread nodes as its workload. Due

to heterogeneity of nodes degree in complex network, this workload leads to
unbalancing load. Some threads take higher time and others smaller time. For
example, in figure 12, threads 0, 1, 2, 3 and 4 take more than 5% of total
time; and threads 31, 30, 32 take less than 1.5 % of total time. There is a
high variation around the mean 3.12% that should take each of 32 threads in
case of load balancing. The standard deviation of different times is 1.66. It is
interesting to note that time taken by a thread is almost proportional to the
sum of degree of nodes it processed. This observation is used in figure 13 to
reduce unbalancing load.
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Figure 12: Scheduling nodes

In figure 13, each thread receives Total of nodes degree
number of thread as it workload. This

workload contributes to reduce unbalancing load. Each thread now takes be-
tween 1.63% and 4.3 % of time. In this case, the standard deviation is 0.64.
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5.2.2 Impact of degree-aware scheduling in time reducing

Figures 14 and 15 compare the execution time between scheduling with nodes
and scheduling with degree. Consider time obtained with 32 threads:

• compare to node-aware scheduling, with original order, when using degree-
aware scheduling, time is reduced by 20%;

• compare to node-aware scheduling, with cn-order, time is reduced from
41% to 50%.

The first observation shows that degree-aware scheduling ’alone’ improves
performances. And the second observation shows that performances due degree-
aware scheduling and performances due to cn-order are also combined.
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6 Related work
Graph orders: We have already mentioned most recent graph orders: Gorder
[26], Rabbit Order [2] and NumBaCo [18]; each of them claims to outperform
state of the art algorithms such as BFS order [12], graph partition order with
METIS [13]. We presented in this paper a new graph order that outperform the
most recents, and by that way graph orders of the state of the art.

Perfomances and scheduling: In this paper, to ensure load balancing in
graph analysis applications, we define degree-aware scheduling as multiple knap-
sack problem and then propose heuristics to solve it. There are other works using
scheduling to improve performances:

• Song and co-authors [24, 25] propose an approach based on memory trace
analysis and graph partitioning in other to generate and optimized sched-
ule to run threads on NUMA systems.

• Yenke and co-authors [28] define scheduling of computing services as knap-
sack problem and propose an algorithm to solve it. This algorithm pro-
duces a very small overhead when using on checkpointing process.

Perfomances and community structure: In other to reduce cache misses,
we make sure (through CN-order in algorithm 4) that nodes belonging to the
same community are close in memory. In other works:

• Duong and co-authors [6] propose an algorithm that takes advantage of the
community structure to shard social graphs across a distributed system.

• Hoque and co-authors [11] design an organizational technique of hard drive
based on community structure of social graphs data. This technique al-
lowed them to reduce the number of movement of the read head and thus
improve disk access (48% faster).

7 Conclusion
In this paper, we showed how we used complex-network properties – commu-
nity structure and heterogeneity of node degree – to improve graph analysis
performance.

We firstly defined complex-network ordering for cache misses reducing as the
optimal linear arrangement problem, a well known NP-Complete problem. We
then studied the most recent graph ordering heuristics including gorder, rabbit
order and NumBaCo order, each of them claiming to outperform state of the
art graph orders such as BFS order, graph partitioning order with METIS. This
study leads us to design CN-order, a new graph order which combines advan-
tages of the most recent orders. Experimental results on a 32 cores NUMA
machine (with Pagerank and livejournal for example) showed that cn-order out-
performs the recent orders and compared to original order, cn-order allows to
reduce cache-misses and hence execution time by 41%.

We secondly defined degree-aware scheduling problem as multiple knapsack
problem which is also known as NP-complete. We first proposed deg-scheduling,
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a heuristic to solve this problem; then we proposed comm-deg-scheduling, an im-
proved version of deg-scheduling that takes into account graph order in schedul-
ing. Then experimental results showed that the last heuristic improves time
reducing by 9%, making the total time reducing by 50%.

Algorithms presented above are intended to be executed before a graph al-
gorithm, for preprocessing. This is to have an organization of nodes in memory
that minimizes cache misses; and also a proper scheduling to ensure load bal-
ancing among threads. In this paper, we didn’t care about the time taken by
proposed heuristics, cn-order and comm-deg-scheduling. In terms of complexity
compared to cn-order and comm-deg-scheduling, we distinguish two types of
graph algorithms:

• category 1: graph algorithms which have higher complexity,

• category 2: graph algorithms which have lesser complexity.

Graph algorithms in category 1 will obviously benefit to our performance
improvement. But for graph algorithms in category 2, our proposed heuristics
should be tuned. This can be done for example by parallelizing heuristics. It is
left as future work.
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A Karate hierarchy with Louvain
Figure 17 show karate hierarchy.

B Karate with different orders

B.1 Karate with goder
With gorder in figure 18, nodes belonging to the same community in figure 16 do
not necessarily have consecutive numbers. For example, node 1 in community
C4 is followed by node 2 which is community C2.

B.2 Karate with rabbit order
Figure 18 gives karate graph with rabbit order. Nodes that belong to the same
sub-community are consecutive, for example π{0, 1, 11, 17, 19, 21} = {0, 1, 2, 3, 4, 5}.
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Figure 16: karate graph

Figure 17: Hierarchy with Louvain

C Cache references reduction
Figure 19 shows cache references with different orders.

Figure 20 shows cache references with different orders.
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Figure 18: karate graph with different orders
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Figure 19: Cache references comparison with graph orders
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Figure 20: Reduced cache references with cn-order vs rabbit-numbaco
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