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Abstract. Video hyperlinking is the process of creating links within a
collection of videos. Starting from a given set of video segments, called
anchors, a set of related segments, called targets, must be provided. In
the past years, a number of content-based approaches have been proposed
with good results obtained by searching for target segments that are very
similar to the anchor in terms of content and information. Unfortunately,
relevance has been obtained to the expense of diversity. In this paper,
we study multimodal approaches and their ability to provide a set of
diverse yet relevant targets. We compare two recently introduced cross-
modal approaches, namely, deep auto-encoders and bimodal LDA, and
experimentally show that both provide significantly more diverse targets
than a state-of-the-art baseline. Bimodal auto-encoders offer the best
trade-off between relevance and diversity, with bimodal LDA exhibiting
slightly more diverse targets at a lower precision.

1 Introduction

The automatic generation of hyperlinks within video collections recently became
a major subject, in particular via evaluation benchmarks within MediaEval and
TRECVid [9, 8, 18]. The key idea is to create hyperlinks between video segments
within a collection, enriching a set of anchors that represent interesting entry
points in the collection. Links can be seen as recommendations for potential
viewers, whose intent is not known at the time of linking. The goal of the links
is thus to help viewers gain insight on a potentially massive collection of videos
so as to find information of interest, following a search and browse paradigm.

Creating video hyperlinks from a given anchor traditionally implements two
steps. A segmentation step aims at determining potential targets and is followed
by a selection step in which relevant targets are selected. The vast majority
of approaches developed for the selection step rely on direct pairwise content-
based similarity, seeking targets whose content is very similar to the anchor.
Unsurprisingly, most use textual and/or visual content comparison [12, 7, 2, 15,
11, 1, 6, 19]. Maximizing content-based similarity between anchors and targets



showed to offer good relevance, as evidenced in [12] where n-gram bag-of-words
are used to emphasize segments sharing common sequences of words.

Unfortunately, emphasizing relevance by rewarding highly similar content in
terms of words and visual concepts does not offer diversity in the set of targets
that are proposed for a given anchor. This lack of diversity is considered as detri-
mental in many exploration scenarios, in particular when users’ intentions and
information needs are not known at the time of linking. In this case, providing
relevant links that cover a number of possible extensions with respect to the
anchor’s content is desirable. Clearly, having a set of diverse targets strongly
improves the chance for any user to find at least one interesting link to fol-
low, whatever his/her initial intentions. Additionally, target diversity directly
improves serendipity, i.e., unexpected yet relevant links, offering the possibility
to drift from the initial anchor in terms of information so as to gain a better
understanding of what can be found in the collection.

In this paper, we investigate cross-modal approaches recently introduced for
multimedia content matching, namely, bimodal auto-encoders [24] and bimodal
LDA [4], as a mean to improve the diversity of targets. The intuition is that
cross-modality unveils relevant links that would not be captured with standard
approaches, and is a good candidate to improve diversity. Indeed, providing links
to visual content related to spoken content, and conversely, is bound to reduce
the similarity between anchors and targets while maintaining high relevance. For
instance, a target could talk about what is shown in the anchor or show things
that are discussed in the anchor, and thus bring complementary information.
While multimodal approaches have been proposed to increase content similarity
between anchors and targets [15, 1, 6], cross-modality has been seldom considered
so far and no evaluation regarding the diversity of targets has been run to this
date. In sections 2 and 3, we introduce the two cross-modal systems that are
used in this study, namely a bidirectional deep neural network, and a cross-
modal topic model. Section 4 describes the evaluation protocol used to assess
diversity, presents the corpus, and discusses results obtained by a user-centered
study, as well as automatic measures.

2 Bidirectional Deep Neural Networks

The first approach that we consider to improve diversity relies on distributional
representations of words and their multimodal extensions. Word vector repre-
sentations, such as word2vec [17], have proven of interest for information re-
trieval [14, 16, 25], and were recently experimented for video hyperlinking [19,
24]. Interestingly, this representation of words can easily be used for cross-modal
matching, often in conjunction with deep neural networks [26, 10, 24], with a
strong potential for diversity. In this study, we rely on bidirectional symmetri-
cal deep neural networks (BiDNN) operating on averaged word2vec representa-
tions [5] of words, obtained by automatic transcription, and of visual concepts
detected in keyframes.



Autoencoders are neural networks, used in unsupervised learning, that are
setup to reconstruct their input, while the middle layer is being used as a new
representation of the data. In a multimodal setting, autoencoders are used to
combine separate input representations to yield a joint multimodal representa-
tion in the middle hidden layer.

Typical multimodal autoencoders come in two varieties: i) extended classical
single-modal autoencoders where multimodality is achieved by concatenating
the modalities at their inputs and outputs and ii) truly multimodal autoen-
coders that have separate inputs and outputs for each modality, as well as one
or more separated fully connected layers assigned to each. Both share a common
central point: a fully connected layer connecting both modalities and used to
obtain a multimodal embedding. However, multimodal autoencoders have some
downsides:

– To enable cross-modal translation, one modality is often sporadically re-
moved from the input, while autoencoders are asked to reproduce both
modalities at their output. This means that an autoencoder has to learn
to represent the same output both when a specific modality is present and
when it is zeroed, which is less optimal than having direct cross-modal trans-
lation.

– Central fully connected layers are influenced by both modalities (either di-
rectly or through other fully connected layers). While this is good for multi-
modal embedding, it does not provide a clean cross-modal translation.

Bidirectional symmetrical deep neural networks tackle these problems by first
creating straight-forward cross-modal translations between modalities and then
providing a common representation space where both modalities are projected
and a multimodal embedding is formed. Learning is performed in both directions:
one modality is presented as input and the other as the expected output while, at
the same time, the second modality is presented as input and the first as expected
output. This architecture is presented as two networks—one translating from
the first modality to the second and the other conversely—where the variables
in the central part are tied to enforce symmetry, as illustrated in Figure 1.
Implementation-wise, the variables representing the weights in the hidden layers
are shared across the two networks and are in fact the same variables. Learning
the two cross-modal mappings is thus performed simultaneously thanks to the
symmetric architecture in the middle. The joint representation formed in the
middle layer while learning acts as a multimodal pivot representation enabling
translation from one modality to the other.

Formally, let h
(j)
i denote (the activation of) the hidden layer at depth j in

network i (i = 1, 2, one for each modality), xi the feature vector for modality i
and yi the output of the network for modality i. Networks are defined by their
weight matrices W

(j)
i and bias vectors b

(j)
i , for each layer j, and admit f as

activation function. The entire architecture is then defined by:

h
(1)
i = f(W

(1)
i × xi + b

(1)
i ) i = 1, 2 (1)
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Fig. 1. Architecture of bidirectional symmetrical deep neural networks
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It is important to note that the weight matrices W(2) and W(3) are used twice
due to weight tying, respectively in Eqs. 2, 5 and Eqs. 3, 5. Training is per-
formed by applying batch gradient descent to minimize the mean squared error
of (o1,x2) and (o2,x1) thus effectively minimizing the reconstruction error in
both directions and creating a joint representation in the middle.

Given such an architecture, cross-modal translation can be done straightfor-
wardly by presenting the first modality as xi and obtaining the output in the
representation space of the second modality as yi. However, to improve relevance
while preserving diversity, we experimented the multimodal embedding of the
hidden layer. In practice, for a video segment, each modality is projected to the
hidden layer with the corresponding network and the two resulting vectors are
concatenated. More specifically:

– If both modalities are present, each one is presented to its respective in-
put of the bidirectional deep neural network and the values are propagated
through the network. The values from the central layer, where the common
representation space lies, are concatenated and a multimodal embedding is
formed.

– When only one modality is available, it is presented to its respective input of
the bidirectional deep neural network and the values are propagated to the
network. The values of the central layer are duplicated, as to form an em-
bedding of an equal size as when both modalities are present. This allows for



Speech  keywords: conference, aid, in-
ternational, ships, agreed, rangoon, bur-
ma, diplomat, burmese, western, ...

Speech  keywords: airport, promised, 
ships, aid, gateways, transporting, delta, 
burmese, hub, reopened, ...

Visual concepts: bulletproof vest, sur-
geon, inhabitant, military, uniform, doc-
tor, nurse, turban, ...

Visual concepts: buffet, dinner, dining 
table, shop room, ambulance, mercan-
tile, establishment, truck, ...

Fig. 2. Video hyperlinking with bidirectional symmetrical deep neural networks

transparent comparison of video segments regardless of modality availability.
When one video segment has only one modality while the other has both,
a distance computed on such multimodal embedding would automatically
compare the one available modality from one video segment with the two
modalities of the other video segment. This all happens in the new common
representation space where both modalities are projected and transparent
comparisons are made possible.

The embeddings of two segments are compared using cosine similarity. Note
that while the embedding is multimodal, it corresponds to a space dedicated
to cross-modal matching and thus significantly differs from classical joint mul-
timodal spaces. Figure 2 illustrates the task of video hyperlinking with bidi-
rectional deep neural networks: for all video segments cross-modal translations
between embedded automatic transcripts, embedded visual concepts and back
are learned. Then, for the specific video segments that are compared, their re-
spective embedded automatic transcripts and embedded visual concepts are pre-
sented (regardless of modality availability) and their multimodal embeddings in
the new common representation space are formed. Finally, the two multimodal
embeddings are compared with a simple cosine distance to obtain a similarity
score.

We implemented bidirectional neural networks in Lasagne5. All embeddings
have a dimension of 100 as larger dimensions did not bring any significant
improvement. The architectures used had 200-100-200 hidden layers as other
smaller sizes performed worse and larger sizes did not perform better. The net-
works were trained with stochastic gradient descent (SGD) with Nesterov mo-
mentum, dropout of 20%, in mini-batches of 100 samples, for 1000 epochs (al-
though convergence was achieved quite earlier). Since all the methods described
belong to unsupervised learning, the learning was performed on the part of the
dataset that contains both transcripts and visual concepts and tested on the
whole dataset. More implementation details are described in [24].

5 https://github.com/Lasagne/Lasagne



words love, home, feel, life, baby
Topic 3 visual concepts singer, microphone,

sax, concert, flute
words food, bit, chef, cook, kitchen

Topic 7 visual concepts fig, acorn, pumpkin,
guava, zucchini

words years, technology, computer,
key, future

Topic 25 visual concepts tape-player, computer, equipment,
machine, appliance

Table 1. Three multimodal topics represented by their top-5 words and visual concepts

3 Cross-modal topic model

Another potential solution to diversity is the use of topic models, such as la-
tent Dirichlet allocation (LDA), where the similarity between two documents is
measured via the similarity of the latent topics they share rather than by direct
content comparison [3]. Recently, based on seminal work on multilingual topic
modeling [22], multimodal extensions of LDA were proposed for cross-modal
video hyperlinking [4], combining the potential for diversity offered by topic
models and by multimodality. As for BiDNN, bag-of-words representations of
words from automatic transcripts and of visual concepts in keyframes are used
in bimodal LDA (BiLDA).

The LDA model is based on the idea that there exist latent variables, i.e.,
topics, which explain how words in documents have been generated. Fitting such
a generative model means finding the best set of such latent variables in order to
explain the observed data. As a result, documents are seen as mixtures of latent
topics, while topics are probability distributions over words. The multimodal ex-
tension in [4] considers that each latent topic is defined by two probability distri-
butions, one over each modality (or language in [22]). The BiLDA model is thus
trained on parallel documents, assuming that the underlying topic distribution
is common to the two modalities. In the case of videos, parallel documents are
straightforwardly obtained by considering the transcripts and the visual concepts
of a segment as two parallel documents sharing the same underlying topic distri-
bution. Training, i.e., determining the topics from a given collection of videos, is
achieved by Gibbs sampling, as for standard LDA [23] with the number of latent
topics set to 700. Given a set of documents in the text (resp. visual) modality
with vocabulary V1 (resp. V2), the probability that a word wi ∈ V1 (resp. visual
concept ci ∈ V2) corresponds to topic zj is estimated as

p(wi|zj) =
nwi
zj + β

|V1|∑
x=1

nwx
zj + β|V1|

, (7)

where nwi
zj is the number of times that topic zj was assigned to word wi in the

training data and β is the Dirichlet prior.



Fig. 3. Illustration of the multimodal and cross-modal matching with the BiLDA model

This training provides a mapping between topics of the two modalities. Tab. 1
displays examples of this mapping obtained from the corpus used in this study
(see corpus description section 4). For each topic, we show its 5 most probable
words and visual concepts. Sometimes words and visual concepts are a direct
translation of one another (e.g.computer in topic 25), and sometimes their re-
lation is more subtle, as in topic 3 where visual concepts describe a stage, and
words frequently seen in songs’ lyrics.

The interest of topic models lies in the fact that video segments dealing
with similar topics will tend to have similar distribution over the latent topics.
This enables the indirect comparison of two video segments by comparing the
distribution of latent topics, rather than using their multimodal content, thus
potentially enabling a diversity of content (within documents from closely related
topics). Formally, given a video segment d, the idea is to represent the segment
as a vector collecting the topic probabilities

p(d|zj) =

(
nx∏
i=1

p(wi|zj)

)1/nx

, (8)

where nx is the size of the vocabulary in d and wi is the i − th word or visual
concept in d. Note that p(d|zj) is an approximation of the posterior p(zj |d),
considering a uniform distribution of topics, which is a reasonable assumption.
Given two segments, the similarity score between two segments is given by a
cosine similarity between the corresponding vectors after L2 -normalization.

In practice, the probabilities p(d|zj) can be obtained from either one of the
two modalities (using the corresponding distributions p(·|zj)), thus enabling mul-
timodal and cross-modal matching as illustrated in Fig. 3. In this paper, we
considered visual to text matching, representing the distribution of topics based
on visual concepts for the anchor and on automatic transcripts for the targets.



anchors baseline BiDNN BiLDA
all 0.59 0.57 0.24
16 0.80 0.80 0.40

Table 2. Precision at rank 10 on target reranking

4 Experimental results

4.1 Experimental setup

Experimental evaluation of the different methods and of the diversity of targets
is performed using data from the TRECVid 2015 video hyperlinking task [18]
and the corresponding annotations. The original data consists of approximately
2,700 hours of BBC programs on which 100 anchors were defined, with an average
length of 71 seconds. Anchors were selected by experts as being segments of
interest that a user would like to know more about. As a result of the 2015
evaluation, a set of potential targets along with relevance judgments is also
provided, these targets being the top-10 targets proposed by each participating
team. Relevance assessment of each of those targets was achieved post hoc on
Amazon Mechanical Turk (AMT). In total for the 100 anchors, 21,176 targets are
available with their relevance judgments, of which 25.4% are actually relevant.

In this work, the content matching methods are evaluated via a reranking
task where the set of potential targets are reordered for each anchor, thus getting
rid of segmentation issues. For each anchor, reranking operates on an average
of 212 targets proposed in 2015. Apart from practical reasons due to the lack
of extensive ground-truth on the whole data set, the reranking task is justified
by the fact that we want to assess the properties of different methods for the
target selection step. We should however stress a minor bias in this setting due
to the fact that anchors were initially proposed by the 2015 participants. Hence,
the targets that we rerank are all somehow related to the anchor and we cannot
appreciate the potential of the methods to discard totally irrelevant targets.
This, however, does not hinder the potential of the methods compared here, in
particular with respect to diversity.

Anchor and target segments are described according to two modalities. On
the one hand, automatically generated speech transcripts provide a lexical rep-
resentation after lemmatization and stop-word removal. On the other hand, the
automatic detection of 1,537 visual concepts provides a visual representation of
keyframes, averaged over the keyframes of a segment. As anchors can be very
short, a context of 30 seconds around the actual anchor segment is considered.

4.2 Results

We first compare BiLDA and BiDNN with a transcript-only baseline system,
on their ability to find relevant targets. The baseline system implements a bag-
of-words representation for each segment with tf-idf weighting [20] along with
cosine similarity. Inverse document frequencies were estimated on the set of



transcripts concepts
nu da di nu da di

baseline 29.8 0.51 0.61 35.6 0.61 0.71
BiDNN 40.8 0.20 0.12 46.7 0.42 0.31
BiLDA 40.0 0.25 0.16 38.0 0.48 0.41

Table 3. Intrinsic evaluation of the diversity of the top-5 relevant targets

anchors plus the set of proposed targets. The BiDNN was implemented with an
architecture of 200-100-200 hidden layers, dropout in the central part of 50% and
trained with batch gradient descent on the video segments that appear on the
groundtruth. The BiLDA model was trained on the full TRECVid 2015 dataset.

Results are reported in Tab. 2, where precision at 10 are given for the whole
set of anchors and for the 16 anchors that gave the best results, and which were
retained for perceptual study of diversity (see below). Results for the baseline
and for BiDNN are state of the art while BiLDA matching exhibits weaker
results. The good baseline results are partly explained by the fact that, in 2015,
participants mainly used the textual modality for target selection. Hence the list
of targets to rerank contains a significant number of relevant targets with high
lexical similarity and using a bag-of-words representation with cosine similarity is
adequate. This also explains why baseline results on the top-16 anchors are very
strong and, to some extent, why LDA-based approaches fail to be on par with
the baseline. Consistently with results in [24], the BiDNN approach performs as
well as the baseline, however using a cross-modal approach, showing the interest
of autoencoders for multimodal multimedia retrieval. Finally, we note that the
post hoc AMT-based annotation process does not encourage diversity. This is
beneficial to the baseline, which ranks high segments very similar to the anchor,
but detrimental to LDA-based approaches. This consideration also motivates the
specific study on diversity as described hereunder.

The diversity of the results returned by either one of the methods can be
assessed either intrinsically, e.g., by measuring how diverse are the relevant seg-
ments found, or by means of subjective human-based judgments. The latter
requires that a limited number of anchors be considered to enable a significant
number of votes for a single anchor. Diversity is thus evaluated on the 16 an-
chors for which the best results were obtained with the baseline. For each anchor,
we consider the top-5 relevant targets found and test for diversity among these
targets. In addition to the lexical and visual representation used for content
comparison, we also extracted 10 key words and 10 key concepts for each seg-
ment using a tf-idf ranking—a method commonly used as baseline for key word
extraction [13].

Table 3 reports a number of intrinsic indicators: nu (∈ [10, 50]) is the average
number of unique key words/concepts in the top-5 relevant segments of an an-
chor, where the bigger nu the better the diversity, a value of 10 indicating that
all targets have the same key words/concepts; da is the average cosine similarity
between the anchor and its top-5 relevant targets computed over the transcript
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Fig. 4. Average rank of systems with respect to diversity as perceived by evaluators

or over the set of visual concepts; di measures the dispersion within the top-5
targets of an anchor, computed as the average cosine similarity between any two
pairs of targets in the top-5 list. Results in Tab. 3 clearly demonstrate that the
cross-modal approaches offer a significantly greater diversity of relevant targets
than the baseline. Diversity shows both from the lexical standpoint and from the
visual one, where the difference between the baseline and cross-modal methods
is stronger at the lexical level. BiDNN appears to be slightly better than BiLDA
in terms of average distance from targets to anchor as well as in terms of target
dispersion.

Intrinsic results are confirmed by user evaluations, where users were presented
with an anchor and three lists of 5 relevant targets, one for each method, and
asked to rank those lists from the least diverse (rank 1) to the most diverse
(rank 3). In the evaluation interface, the anchor appeared on the top of the
page, followed by 3 columns of 5 targets each, in a randomized order. Each
segment was represented by a key image from which the video could be played,
along with 10 key words and 10 key concepts to facilitate the task, potentially
avoiding the need to watch all 16 video segments. A session consisted in ranking
the lists for the 16 anchors selected, however not all evaluators completed their
session. Since the order of anchors was also randomized per session, we kept all
votes to report results on as many judgments as possible. In total, 25 persons,
mostly from academia, participated in the evaluation, the vast majority of them
not familiar with the video hyperlinking task. A total of 176 votes were recorded,
with an average of 11 votes per anchor. The annotation took approximately 16
minutes to complete (median time), which corresponds to about one minute per
anchor. Results are summarized in Fig. 4 where the average rank is plotted (dot)
for each method, with an error bar depicting the dispersion of judgments among
users—the lowest/highest average rank assigned to the method by a particular
user.

Perceptive evaluations by users confirm the results obtained with intrinsic
evaluations, with a significant difference between the transcript-only baseline
(average rank of 1.42) and the two cross-modal methods (average ranks of 2.20
and 2.38 for BiDNN and BiLDA resp.). It is also interesting to note that judg-
ments are rather consistent across evaluators, for instance with average ranks



from 1.12 to 1.75 for the baseline, confirming the ability of humans to judge
diversity. However, contrary to intrinsic evaluations, the relevant targets found
by BiLDA were globally perceived as more diverse than those found by BiDNN
(significant at α = 0.01 according to a paired one-tailed t-test), even though
BiLDA performs less than BiDNN in terms of relevance.

5 Conclusion

The study presented in this paper focuses on cross-modal approaches for target
selection in video hyperlinking as a mean to offer a diversity of targets. Intrinsic
and perceptive evaluations show that cross-modal approaches are significantly
better than a text-only baseline at diversity. Bidirectional symmetrical DNNs
offer a very good compromise between relevance and diversity. Bimodal LDA
offers better potential for diversity but weak performance in terms of relevance
still appears as a limitation for this method. However, recent perceptual stud-
ies on LDA-derived targets show that combination of topic models can yield
performance equivalent to the baseline [21]. Another interesting outcome of the
experiments presented here is the fact that diversity can be assessed not only
using perceptual tests, but also using intrinsic dispersion measures. The latter
are easy to obtain and yield conclusions similar to the one made with the former,
opening the door to large-scale studies on diversity in video hyperlinking.
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