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Abstract

This paper is dedicated to the study of the computational performance of basic and efficient
pseudo-spectral methods [9, 20, 27, 28] and of a more recent Quantum Lattice Boltzmann-
like approach [13, 15, 26, 32, 35] for solving the Time Dependent Dirac Equation (TDDE)
modeling the interaction of classical electromagnetic fields with quantum relativistic parti-
cles.

Keywords: Dirac equation, pseudo-spectral method, high performance computing, wave
equation.

1. Introduction

In this work, we are interested in the simulation of the relativistic dynamics of an electron
of mass m coupled to an external classical electromagnetic field. The time-dependent Dirac
equation under consideration reads [24]

10p(t,x) = Hy(t, x) (1)

where 1)(t,x) is the time and coordinate dependent four-spinor, and H is the Hamiltonian
operator. The latter is given by

H=a-[cp —eA(t,x)] + Bmc* + LV (t,x), (2)

where the momentum operator is p = —iV. More specifically, the Dirac equation under
consideration reads [24]

10t x) = {am[—icﬁx—eflx(t,x)}+ay{—icay—eAy(t,x)}

+a, [—ic@z — eA,(t, x)} + pmc® + LV (¢, x)}¢(t, X), (3)
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where ¥ (t,x) € L*(R3) @ C* is the time and coordinate (x = (z,y,2)) dependent four-
spinor. In (3), A(t,x) represents the three space components of the electromagnetic vector
potential, V(¢,x) = eAg(t,x) + Viue.(Xx) is the sum of the scalar and interaction potentials,
e is the electric charge (with e = —|e| for an electron), I is the 4 X 4 unit matrix and
a = (0y)y=1,.. 4, 3 are the Dirac matrices. In this work, the Dirac representation is used,

where
. 0 0'7 o ]12 0
“ Lv O} A= {0 _HJ . @)

The o, are the usual 2 x 2 Pauli matrices defined as

01 0 —1i 1 0
JJC:L 0] ,ay:L 0] and O'Z:{O _J, (5)

while Iy is the 2 x 2 unit matrix. Note that the light velocity ¢ and fermion mass m are kept
explicit in Eq. (2), allowing to adapt the method easily to natural or atomic units (a.u.).

Throughout this work, we consider the single particle Dirac equation which is relevant for
calculations describing Quantum Electrodynamics (QED) processes coupled to strong clas-
sical fields (e.g. particle-antiparticle pair creation from very high intensity electromagnetic
classical fields [14]). The purpose of this paper is not to derive original numerical solvers for
the Dirac equation, or to provide simulations of specific quantum relativistic problems, but to
compare the efficiency of two existing simple but accurate methods for solving the Dirac equa-
tion. Although pseudo-spectral methods are used for decades for solving the Dirac equation,
for instance for Graphene or pair production simulations [1, 9, 10, 11, 18, 31, 33, 36], re-
cently a real space method [13, 15, 26, 32] was established to address these physical questions.
This real space method, which has closed connection with the Quantum Lattice Boltzmann
method [12, 35] is simply a finite-difference method at CFL = 1 [34], for solving a first
order linear hyperbolic system with eigenvalues of equal magnitude. This method which is
based on the Method of Characteristics (MC) will be referred in this paper to as a MC-based
method. Thanks to its simplicity, the MC-based method is shown to be highly scalable and
much more efficient sequentially and in parallel than pseudo-spectral methods for a fixed
number of degrees of freedom (dof). Its main weakness is however the strict condition which
is imposed on the space step. In comparison, the pseudo-spectral methods are much more
flexible regarding the choice of the spatial discretization step, that is the number of dof.
In summary, for physical problems involving very small space scales, the MC-based will be
shown to be much more efficient than pseudo-spectral methods. This will be the case for in-
stance for problems involving heavy ions, or for intense and short laser-molecule interactions.
In the opposite, when a fine spatial resolution is not required pseudo-spectral methods will
be shown to be more efficient thanks to the possibility to select much coarser meshes, while
keeping a very good accuracy (spectral convergence). Naturally, other types of methods
exist for solving the Dirac equation, such as variational methods [16, 17, 19, 21, 25, 37] or
Krylov-type methods [8], but these are not discussed in this paper, which focuses on simple
and efficient techniques.



The paper is organized as follows. In Section 2 (resp. Section 3), we recall the basics of the
MC-based (resp. basic pseudo-spectral) method for the Dirac equation modeling the inter-
action of an electron with and external electromagnetic field. We next present in Section
4, an overview of the parallel computing aspects. In Section 5 (resp. Section 6), a series of
sequential and parallel experiments is presented to illustrate the strengths and weaknesses of
each method in the one-dimensional (resp. multi-dimensional) case. We conclude in Section

7.

2. Method of characteristic-based TDDE Solver in cartesian coordinates

2.1. Operator Splitting (first order)

We here recall the principle of operator splitting for the computation of an approximate
solution to Egs. (1) and (2) at time ¢, 1, and denoted by ¥""!(x). The initial condition at
time t,, is assumed given by

(tn, x) = " (x). (6)

As previously discussed in [26], this can be done [13, 15] with an operator splitting scheme.
We first define the operators

A = —ica,0, (7)
B = —icay,0, (8)
C = —ica.0, (9)
D = pmc+1L,V(t,x) —ea- A(t,x). (10)

The following splitting in Cartesian coordinates is considered [26] (the x-dependence in the
wavefunction argument for notational convenience):

100 (t) = ApO(t), vW(t,) =", t € [t tns1) (11)
100?(t) = ByYP(1), v (tn) = 0V (tnsa), t € [t tnta) (12)
10 (t) = CvO(t), pP(t,) = v (tnsa), t € [tn, tus1) (13)
1000 (t) = DyW(t), vW(t,) = v (tnir), t € [t tnsa) (14)
and Y™ = YW (t,4) (15)

where the upper subscript in parenthesis on the wavefunction denotes the splitting step
number. Note that this simple splitting scheme leads to an error that scales in O(At?),
corresponding to a first-order numerical scheme (for more details on the analysis of the
method, see [26]). The method consists of solving each equation independently with an
initial condition given by the solution of the previous step. Note also that for every step,
the time increment is identical, i.e. At =t,,1 —t,. This splitting approach will be used in
this paper with both the MC-based and pseudo-spectral-methods.



2.2. Method of characteristics (MC) based method

In this section, we summarize the MC-based method which was proposed in [26, 13]. Egs.
(11) to (13) can actually be solved independently using the method of characteristics (MC).
We first diagonalize the Dirac matrix, thus decoupling the spinor components. The resulting
equation has a form similar to set of advection equations (linear first-order in time and space
derivative). The method of characteristics is then used to find an explicit analytical solution.
Finally, the solution is transformed back to the original Dirac matrix representation. The
explicit solution to these equations and computational details can be found in [13], as well
as [15] in the cylindrical coordinates. The final result for the solutions of Egs. (11) to (13)
is

SO (i) — 1{[ﬂ4+amw<x—cm,y,z>

2
+[I; — a, ] (x + cAt, y, z)} (16)
V%) = G{ I+ a0 ey - et
+[Iy = ]y (tpir, ,y + cAt, Z)} (17)
1) = L ao Dt .2 — et
+[Iy — @)@ (tpyr, 9, 2 + cAt)} (18)

The space domain is then discretized in cubic elements with edges of length a = Az =
Ay = Az, inside which the wavefunction is constant (Qo-type elements). The discretized
wavefunction and electromagnetic field are then written as

wh(tai) = Zlm(i)w@?im) (19)
Anti) = Y L.(A)A(t %) (20)

where N = N, N, N, is the total number of elements, ¢;,(¢,1) and Ay(t,1i) are the discretized
wavefunction and electromagnetic field (i = (4,7, k) € Z? are indexing the volumes), the
function 1,,(i) is equal to 1 in volume m indexed by i and is zero outside, while X,, is the
vector pointing to the center of volume m with the following components:

1 1 1
Xy = (l’min + (Z + §)a7 Ymin + (] + 5)&, Zmin T (k + 5)@) (21)

where Zin, Ymin, Zmin are the lower domain boundary coordinates. The constraint cAt = a
(with space step At and space step a) has to be satisfied for stability and accuracy reasons
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[26]. Tt then allows to write ¢(x £ cAt) — (i £ K), with K € N*. This discretized scheme
is then exact in each dimension (up to errors coming from the projection of the grid) for any
K € N* such that cAt = Ka. Finally Egs. (16) to (18) become for K =1

PO = 5{I aduii- 150 + - v+ Lk | (22)
O = I alpii- Lo - et} e
PO = I ediri koD L alGaken) e
P = exp |—ifmeAt - 1) + 1o Ay v () (25)
where
AMx) = e[ drA(r,x) ~ A"(x)At (26)

Vi(x) = e ﬁj” drV(r,x) =~ V" (x)At.
The constraint a = ¢At/K is very restrictive and makes sense when A, V' (including Vi)

or ¥(+,0) possess wavenumbers of the order of 1/mec. In Eq. (14), the solution is simply
given by

VB (thy1,x) = Texp [—i /tn+1 dr [5m02 —ea - A(r, X)}:|

tn+1
X exp [—ie/ drV (r, x)] ¢(3)(tn+1,x), (27)
tn

where T is the time-ordering operator. In practice it is shown in [13], that the solution in
Eq. (25) can be rewritten as:

) = Ulesp 10| v ) (28)

where U(i) is a matrix given explicitly by

U@l =
c(A4) — imcj‘Ats(A) 0 ~ iAh’j{i)S(A) [iAh,z(i);Ah,y(i)}S(A)
A) — i mc2At [1Ap (1) —Any{D)] A (D)
A (?) (fi(A ) 0+ A(i)JS(A) 4 mea A R (29)
i h;i s(A) b = Lals(A)  c(A) + 1imEBs(A) 0
[iAh,z(l)A*Ah,y(l)}s(A) —i—AhZ(l)S(A) 0 c(A) + i—mczAts(A)
and where
c(A) =cos(A) , s(A) =sin(A) and A= \/(mCQAt)z + Au(i) - Au(i). (30)
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This method was implemented and tested in [13, 15]. Although very robust, linear and very
easy to efficiently implement in parallel (see Sections 5 and 6), the restriction on the spatial
step makes it irrelevant in several physical configurations.

Notice finally, that the MC-method can also be implemented in cylindrical coordinates
with for instance azimuthal symmetry, as proposed in [15]. In that case, the equation is again
split in r and z, and the MC-based method can still be implemented in the z-direction, while
in the r-direction a Poisson equation solver is used.

Regarding the mathematical analysis, we refer to [26], where the authors study the con-
vergence analysis of the MC-based method coupled with a Maxwell equation );-finite ele-
ment solver. For the MC-based method only, it is easy to show that it is diffusion-less in
any dimension, and dispersion-less only in one dimension. The dispersion issue in higher
dimension was considered in [23], where the authors used staggered grids to reduce the nu-
merical dispersion. Let us remark that the boundary condition problem is not discussed in
this paper, but we refer to [3, 4, 30|, for the interested reader.

Notice that in the MC-based method, the main numerical error comes from the operator
splitting in four operators. We recall that splitting ¢, = (A+ B + C + D)y (with ¥(-,t,) =
Y"(+)), where A, B, C, D are four spatial differential or algebraic operators, involves the
combination of four equations v, = A, ¢, = B, ¢y = C, ¢y = D). For a second order
splitting, we get the following approximation:

H (eAt(A+B+C+D) . eA15A/4€AtB/2eAtA/ZleAtC/QeAtDeAtC/QeAtA/4€AtB/2€AtA/4)wn H (L2 = O(AtB)(?)l)

In other words at each time iteration, an error in At3 is produced by the above time-splitting.
The splitting errors will also be produced in the pseudo-spectral methods (except for the
so-called Unsplit-Pseudo-Spectral method) presented below.

3. Pseudo-spectral (PS) methods

The main issue with the finite volume/difference approach proposed in [13] for discretizing
the Dirac equation on the cartesian grid, or in the z-direction in cylindrical coordinates
[15], is due to a combination of a stability/¢*-conservation constraint (CFL = 1), and a
physical constraint (At < 1/mc?). The consequence is that, in order to avoid numerical
diffusion, we need to choose a very small space step (Az < 1/mc). As recalled above, this
restriction is only acceptable when the particle is subject to a classical electromagnetic field
with very high wavenumbers, or when the interaction potential or the initial data possess
small spatial scales. Although, the corresponding approach is very attractive in particular
from a parallel computing viewpoint, it then suffers from a need of a very high number of
gridpoints or finite volumes, or more generally of degrees of freedom (dof). In this section, we
present simple alternatives based on pseudo-spectral methods, which simultaneously allow
for i) preserving the high accuracy of the generalized transport equation solver, ii) the high
scalability of the overall solver, and finally iii) to release the constraint on the size of the
space step that is to significantly reduce of the overall number of degrees of freedom. The
methodology which is now detailed is also valid in cylindrical coordinates in the z-direction



and in cartesian coordinates in the (r,6) directions. It basically consists of solving the
corresponding hyperbolic systems by using one-dimensional FFTs, generalizing the method
applied now to the generic one-directional scalar transport equation in 3d, w(¢,z,y, z) +
cug(t, z,y,z) = 0. The solution to this equation can indeed be simply computed by solving
the following ordinary differential equation:

uy(t,€,y, 2) + cF, (if'}"x (u(t,é”,y, z))) =0

where F, is the Fourier transform with respect to x, and £ denotes the co-variable of z.
Naturally, this will be performed numerically using a discrete Fourier transform.

More generally, we consider for convenience the 3-dimensional system in cartesian coordi-
nates, for v = =, y, z in the domain Q = [—a,, a,, | X [—ay, a,] X [—a., a,]:

1atw<t> = _ica’ya’yw(t)a w(tn) = ¢n’ te [tnathrl)

and we use the same notation as [2]. We first diagonalize o, = II, D, IT!" where

10 0 O
01 0 0
D, = 00 —1 0
00 0 -1
The matrices II, are defined as follows.
01 1 0 0 —1i —i 0 1 0 0 -1
1 — 1 1 -1 —
= 1 0 0 1 0, = — 1 0 0 1 L= 0 1 1 0
V21 1 0 0 1 NGO T 0 i v2l 1 0 0 1
01 -1 0 0 1 -1 0 0 1 -1 0

We set ¢ := II1'1p, which then satisfies
106(t) = —ieDyd6(t), 6(ta) = V", E€ [tustsa)
We denote the grid-point set by
Dy, Ny N = { Xk kaks = (Tks Yo Zk3>}(k1’k27k3)€ONzNyNz
with
On,n,n, = {(ki, ko k3) €eN°,: h=0,--- ,N,—1; k=0,--- ,N,— 1, (=0,--- ,N, — 1}.
Then, we define
Thy41 — Thy = Ry = 205 /Ny, Ykgs1 — Yk, = hy = 2ay /Ny, Zky41 — 26y = b, = 2a,/N,.

The corresponding discrete wavenumbers are defined by & := (§,,¢,,&,), where £, = pr/a,
with p € {=N,/2,--- ,N,/2 — 1}, &, = qr/a, with ¢ € {=N,/2,--- ,N,/2 — 1} and &, =
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rm/a, with r € {—=N,/2,--- | N,/2 — 1}. Then, we can define the partial Fourier pseudo-
spectral approximations ¢(¥ with ¢ € {1,2,3,4}, in the x, y- and z-directions

;

~ N, /2—-1 (¢ i&y(z+a
925([)(757%1/72) - _Zp,/Nx/Q )<t y,z)e Sp(atas)
~ Ny/2—1 i a
QS(Z)(tvxayvz) = _Zq—y/Ny/2 )<t z, 2)6 Salutay)
=7 N./2—-1 7( i€ (z4a
0O (t,z,y,2) = —&;JNp 301, z,y)eiér o)

\

The Fourier coefficients are defined as follows, where we denote gg,g?(t, y,2) = O (t, 2., y, 2),
~ - ~ ~
O (t,,2) = 9O(t 2y, 2) and G () = 60 (1,0, 2,).

:7 i&, (z+az N.—1 7(¢ —iép (2, +az
Oy (ty, )erten) = SO 1y, 2)em ek e
(é) (t T Z) ifg(yt+ay) _ ]k\;yzl () (t T Z) —1&q(yry+ay)
iéy(z+a, _ N.—17(¢ —i&r (2, +as

¢r (t7x7y)€£(+ ) - k3=0 ()(t Z y) £(k3+ )

We finally define the approximate first-order partial derivatives

(
) L —n.j2—1 ¢ it (zr. +a
ax(b(g)(tnaxkl,kz,kg) ~ {[[8x]]¢(Z)}k1,k2,k3 = szziNx/2 ép((bl(cg)ka)p ol Faz)
0 N(Z) 1 Ny/2—1 1§ Tk, +ay)
< ay¢ (t’n7xk17k2,k3) ~ {Hay]kb }kl,kg,kg = qu:_Ny/Q £Q(¢k1,k5>q R
Yy
7 1 N,/2—1 . T i (x a
| 000t X nas) > {10160}, 0 = 5;2;:Lwﬂ1@oﬁgbxe&<w+ﬁ

In the following, the index h will be used (e.g. in ¢} = {gb};l ko ka} ) to denote a spectral
Y k1,k2,k3
approximation to a given wavefunction (e.g. ¢"). This discretization not only allows to

select the spatial step as large as wanted, but it also allows to preserve the very high spatial
accuracy, the parallel computing structure and the scalability of the split method developed
n [13].

In the following subsections, we propose different pseudo-spectral methods by using the
formalism that presented above.

3.1. Classical FFT-method

It has to be noticed that the pseudo-spectral method which will be presented below, differs
from the classical Fourier-type method, which typically requires a splitting of the equation
described in this subsection. The equation is first split in [—ay, a,,] X [—ay, ay] X [—a,, a;]
using (7), (8), (9), (10). The first order splitting from ¢, ¢,.1, reads as follows.



1. First step: integration of the source from ¢, to ¢,.1.
o= Texp [—i ftt:“ dr [Bmc* — e - Ah(T)]]

tn+1
X exp [—ie/ dTVh(T):| oy,
tn

This is performed using the time-ordering operator.

2. Second step: integration of the generalized transport equation in Fourier space. One
sets ¢yt := IIL)", and solve

0+ NpOpp = 0

basically by discretizing in space: ¢(t,i1,) = F, ( —iCAtAs T (gb)), where F, is the
=1,

Fourier transform in the z-direction that is for ¢ 4
1 ) v .
I = Dl G sl S ) el

where /\éw) is the /th eigenvalues of A,.
3. Similarly one computes

(bgf)’nS = NiZéV_y/nglm ( _1§th>\<y) 0 ¢h£3€§2 —i&q yk2+ay)>€i5q(y+ayj)
=—Ny
where ¢, = II7IL,¢}* and finally
gbg)’”“'l — izyiii\;lﬂ < —1§rAt)\(z> —01 (bgi::s —i&r zk5+az))ei§r(z+azj)

ny _ T n3
where ¢, = II; I1,¢,°.

Although this approach is classical and allows for a very accurate and fast approximation
of each split equation, it also systematically necessitates a splitting of the TDDE, which
to a certain extent limits its interest. In the following this method will be referred as the
pseudo-spectral FFT-method. Alternatively, it is possible to directly apply 3d FFTs.

3.2. SPS-scheme

We here describe the numerical pseudo-spectral method for solving the split multi-
dimensional TDDE in cartesian coordinates (3). It will be referred as the (split-pseudo-
spectral) SPS-method. As proposed before, this will be performed by splitting the TDDE
into four time dependent systems (7), (8), (9) and (10).



1. First step: integration of the generalized transport equation in Fourier space in the
z-direction. One sets ¢} := [1197, and the system

at¢ + CA:cax¢ = 07 ¢(tn7 ) = H£¢(tna )
is approximately solved by
n = Oh — CALA[[0:]] ¢y
We then deduce ;' = II,¢;". Notice that it is possible to use a higher order dis-
cretization in time, such as

o = o — cAA[[0.]]) 0}

o= o - oo, (1009 + [0,

The corresponding operator is denoted by P, (At).
2. Second step: integration of the generalized transport equation in Fourier space in the
y-direction

8t<b + cAy8y¢ =0.
We set qbZT = I}y, and we solve
1122 = Zl - AtAyH&yH~Zl'

We then deduce ¢, = I1,¢,>.

3. Third step: setting gbzg := [I1'y)"* we apply the same procedure in the z-direction, and
deduce ;. The corresponding operator is denoted by P,(At).
4. Last step: integration of the source from ¢, to t,.1.

tnt1
ntl = Texp [—i/ dr [Bmc® — e - Ah(’T)]:|
tn

tnt1
X exp [—ie/ dTVh(T):| 3. (32)
tn

The corresponding operator is denoted by Q(At).

This scheme is fully explicit, and can be compactly expressed as
nt = P(A)P, (AN P.(AL) Q(AL) Y.

In practice, a splitting of order at least 2, should be implemented, which reads

L A A A A A A A Aty
=P (RGP (DR F ) Pom (F)P(T)RF)P(T) e

Basically, compared to [13], the method of characteristics is replaced by a pseudo-spectral
method. In space, the convergence is spectral (FFT). In cartesian coordinates the above
methodology is applied in each split direction. In cylindrical coordinates, the Poisson solution
is required in the r-direction. Another important interest of this method is that the order
of accuracy of the splitting can easily be increased, unlike the MC-method which does not
allow for splitting of order higher than 2.
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3.3. UPS-scheme

The approach developed in this subsection is close to the SPS-method, but without
splitting the system. The corresponding method will be referred as the (Unsplit Pseudo-
spectral) UPS-method. By using an unsplit method, we avoid errors coming from the non-
commutation of the Dirac matrices. Notice however that the mass operator contribution
fBmc?, cannot be solved analytically anymore, and then still requires a very small time step
or higher order discretization in time to accurately approximate its contribution. We first
present the methodology in one-dimension.
One-dimensional UPS-method.

10(t, ) = (— 1co,0p + mc®o, + V(t,2) I — eA(t, x)o,)¥(t, ) (33)

We introduce the notations

(10 e 111
v=(o B) mem=(0 4
where o, = I, A IIL, ¢ = 11 and

T (2 r [ V(t,x) me
L.(t,z) =11, (mc o, + V(t,x)fg)ﬂx = < me Vi) )
The TDDE is then rewritten
Op + N0, — ieA(t, 2) Ny + 1T, (¢, ) = 0. (34)

In the UPS-formalism, we consider the semi-discrete in space system:
0 + ¢\ [[0:]]0 — ieA(t, x) Ny + il (t, 2)p = 0. (35)

Using the same notation as above, and denoting by 1, the discrete solution to (33) and ¢y,
the one to (35), the numerical approximation reads

G = 6f — cAIA[[0.]10] + 10t (cATA, — T7,) 6.

Any higher order approximation of the equation is actually possible, such as the following
order-2 scheme.

o = o — A5 + int(eAph, — T7, ),
At ~ ~ At . * x
= op = S (ARG + Aul0:])h) — 15 ((eARAs = T2 6F + (A A = T) o).

We now extend this approach in the multi-dimensional case.
Multi-dimensional UPS-method. We now solve from ¢, to ¢,
10(t,x) = {aw —icO, — €A (t,x)| + oy {icﬁy — eAy(t,X)]

+a, | —icd, — eA.(t,x)| + Bmc® + I,V (¢, X)}@/J(t, X).

11



Assuming that 1y, is known at time ¢,,, the semi-discrete in space scheme reads in [—a,, a,, | X
[_ay’ ay] X [_a27 aZ]

0 = {o. | 1cl0 — eAun(thn] + 0| -3, ~ edaloiin

+ar, l—ic[[@ﬂ@h - eAZ,h(t)wh} + Bme® + ]I4Vh(t)z/zh} (36)

which is nothing but a system of differential equations, which can be solved using an explicit
or implicit high order scheme. Assuming that ¢}’ is known, a first order explicit scheme in
time reads

sgptt = iwzwt{% 591 — e 0 +ay{—ic[[ay]1iz—eAz,hwz]

o, | —ic[[.])df — eAr, b +ﬁmcz+ﬂ4vh"¢ﬁ}

where A}, stands for A, (t,), etc. However such a scheme would not ensure stability and
accuracy in principle. In practice higher order scheme will be used. An alternative from
(36) is then to formally integrate analytically this expression by expliciting the [[0,]]1 terms
(v =z,y, 2). Say from time ¢, 1 to t,:

tn+1 tni1 tnt1
Up(tne) = exp{ie[aw/ Ay n(s)ds + ay/ Ay p(s)ds + ozz/ A, n(s)ds
tn tn tn
tni1
—imc(typy — tn)B — iI[4/ Vh(s)ds] }
tn

X {C(tn—H - tn) [az“aﬂc“&h(tﬁ + O‘y[[ay“qzh(tn) + O‘Z[[azﬂlzh(tn)} X

tnt1 S S S
/ exp{—ie[am/ Ay p(T)dT + ozy/ Ay p(T)dr + ozz/ A, p(T)dr
tn tn tn tn
—imc*(s —tn)B — i]I4/ Vh(T)dT]}
tn
which then requires high order approximations of time integrals.

4. Parallel computing

The parallel computation of the generalized transport systems which is detailed in [13, 15],
is highly scalable thanks to a spatial domain decomposition (in any direction z, y, z). At
each subdomain interface, the Dirac equation is diagonalized in the direction orthogonal to
the subdomain interface. We then impose Dirichlet boundary conditions at these interfaces
and on the components corresponding to the outgoing characteristics, and these conditions
are sent by message passing. The spatial domain can be decomposed in layers in one specific
directions, or alternatively in small cubic subdomains.
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It is well known that the parallel implementation of the FFT suffers from a relative
lack of scalability. However the pseudo-spectral methods presented in this paper allow for
using the high accuracy and relative efficiency of the parallel one-dimensional FFTs in the z-
direction, and also keeping the nice scalability properties of [13, 15] in the z- and y-directions
where spequential FFTs are performed. More specifically in 3 dimensions, we proceed by
alternating the directions. We first decompose the domain by layers in the z-directions (see
Fig. 1). Then

e We successively perform the evolution (FFT) sequentially in the x- and y-directions,
by layer in the z-direction. Each processor manages one layer in z. We expect a perfect
scaling for this step, as it does not require any transmission from one node to another.

e For all x and y, we perform the evolution in the z-direction using the parallel FFT
(fftw). The performance of this step is fully dependent on the parallelization of the
one-dimensional FFT.

First processor (FFT in z) Last processor (FFT in z)

,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,

2 S U S E—

I

,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,

Figure 1: Parallelization principle of the FFT in the z-direction.

The main difference with the MC-based methods proposed in [13, 15] is that we do not
have the space-step restriction due to the CFL-number, but keeping simultaneously a high
accuracy and high scalability. Stability and convergence properties are also preserved. As
a consequence, the number of degrees of freedom in space can largely be reduced. Notice
that the parallelization approach is valid for the classical FFT-method, as well as for the
SP-methods presented in this paper.

The computational complexity (CC) is relatively simple to established. Assume that the
real-space grid is composed by N, x N, x N, volumes. We denote by Nz, the number of
time steps to reach a final physical time 7%. The computation of the MC-solver for the
split generalized transport equation (22) (resp. (23), resp. (24)) requires ¢, Ny, NN, N,
operations (resp. ¢y N7, Ny Ny N, resp. cZNTfoNyNZ), where the integers ¢, ~ ¢, ~ c, are
typically integers smaller than 10. The solution to the differential system (27) also requires
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cr; N1, NN, N, operations, where cr, is dependent on the order of the numerical integrator
and of the time-ordering operator. In fine, the total complexity Chic, is then given by

Cyic = O(Np, N, N, N,)

with a small prefactor. In addition this method is pleasingly parallel as discussed in [13],
and efficiency greater than 1 can even be observed due to cache effects. By comparison, the
CC of the UPS-method, Cypg, and for the SPS-method, Cspg, are

Cupssps = O(Ng, NN, N, log(N,N,N.)) .

Compared to the MC-method, the prefactor is however much higher. The SPS-method
also allows for a very efficient parallel computing of the “many” one-dimensional FFTs.
Indeed, the UPS/SPS require the computation of one-dimensional FFTs of three-dimensional
wavefunctions. Two of three real variables are then fixed, while the FFT is applied in the
third one. Notice however that multi-dimensional FFTs can be very efficiently computed
in parallel, while one-dimensional parallel FF'T versions may suffer from a loss of efficiency.
We refer to [5, 6, 22| for the presentation and mathematical analysis of pseudo-spectral
methods in different regimes. In the relativistic regime, we also refer to [7, 29, 9] for efficient
pseudo-spectral methods.

In the following, the first three one-dimensional tests are performed by using matlab.
The fourth one-dimensional test, as well as all the multi-dimensional tests are performed
by using a C++-code with MPI-library. The parallel tests are realized on the computer
mammouth-parallel II from Compute Canada, with 30984 cores, 24 cores/node, 32 G /node
& FAT nodes, opteron 2.1 GHz.

5. One-dimensional experiments

We now compare the performance of the pseudo-spectral methods with the MC-based
method. It is important to recall that pseudo-spectral methods are expected to be more
attractive than the MC-based method, only if the space variations of either the electromag-
netic field (EM), the interaction potential, or the initial data are much larger than 1/mc.
Typically, denoting by k., the largest wavenumber of the EM and of V..., the space steps
for respectively the PS-methods and MC-method, are selected as follows:

Axps < koo /M, Azye S min (koo /M, 1/mc)

where M is a non-zero integer. Notice that the interaction of the intense EM with quantum
particle generates very high frequency photons, and may potentially necessitate even finer
spatial resolution.

More specifically, we compare the efficiency of the FFT-, SPS-, UPS- and MC-schemes which

are presented in Section 3 and Appendix A. Recall that the strength of the UPS-scheme
compared to the SPS- and FFT-scheme is that it does not require the split of the Dirac
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Hamiltonian. On the other side, the FFT-, SPS- and UPS-schemes do not require a strict
condition on the space step, unlike the MC-based scheme (Az = cAt). In the following, the
external field the particle is subject to, is assumed space-independent, and is given by

A(t) = Agsin exp(—a@) sin (2Ct/Ty). (37)

In (37), Ay denotes the maximal amplitude to the field, Tt the pulse duration, C the number
of cycles and «a a real parameter characterizing the pulse envelope.

5.1. Test 1.
In this first test, we compare the MC-based scheme on a very fine mesh (N™°) = 54799),
with the pseudo-spectral methods on coarser meshes. In (37), we select Ag = —100, the

number of cycles C =6, Ty = 5 x 102/1372, and @ = 107. The field is represented in Fig. 2,
as function of time in [0, 7%]. The initial wavefunction is given by

Potential intensity in a.u.

. . . . .
0 0.02 0.04 0.06 0.08 0.1 0.12
Time in a.u.

Figure 2: Electric potentials A(t).

(w(l) (0,z), w0, x))T _ (eikoz—ac?/lo7 0>T

where the wavenumber ky = 4. The scalar potential is hence null and, the nuclear potential
is of Coulomb type with charge Z = 1000, and softcore parameter ¢ = 107 !:

A
V2t e

That is we have V (¢, ) = Vaue (z). The other physical data are as follows (in atomic units):
¢ = 137, m = 1 and the computational domain is given by (—a,a), with a = 20 and
At = 107" /mc* = 1071 /1372, We report in Table 1, the CPU-time for solving the above
problem, using the MC-based, FFT-, SPS-, UPS-schemes, and with a variable number of dof.

V;luc. (ZL’) - -
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| # dof | CPU-time MC | CPU-time SPS | CPU-time UPS | CPU-time FFT

54799 19.46 - - -
5481 - 2.86 3.87 2.15
1097 - 0.63 0.81 0.48
275 - 0.13 0.19 0.10

Table 1: Computational time in second: MC-, SPS-, UPS-, FFT-schemes.

The MC-based scheme for a fixed At, requires Az = cAt = 1/me, that is N™°) = 2amec dof.
Unlike the MC-scheme, the pseudo-spectral methods allowed for choosing space steps (much)
larger than cAt, then at a cheaper computational complexity, while keeping a good accuracy.
For instance, it is reported in Figs. 3, 4, the bispinor components at final time, using the
MC-based scheme with N = 54799 and the UPS-scheme with N (%) = 5481, 1097, 275.
We observe that with much less dof (1097 vs 54799), we still keep a good accuracy.

i

1 N

—<—MC-method - N9 = 54799
T T

—<— MC-method - N9 = 54799

L L T L T
-0.2 0 0.2 0.4 0.6 0.8 1 0 0.2 0.4 06 0.8 1
e Space

Figure 3: Comparison: bispinor first component at final time 7%, computed with MC-based scheme with
N(me) — 54799 gridpoints, and SPS-method (Left) and UPS-method (Right) with N®%) = 275 1097, 5481
gridpoints.

Notice that the simple FFT-method is the most efficient method, but requires an operator
splitting unlike the UPS-method.

5.2. Test 2.

In the following, we still consider a simple test with small scales in space (and time). The
use of the MC-based is shown to be more competitive than pseudo-spectral methods (more
specifically the so-called FFT-method), as it is required to select Az at least as small as cAt
for an accurate spatial resolution. The EM is given by (37) where Ay = —500, the number
of cycles C =6, Ty =5 x 10%/137%, and « = 107. The initial wavefunction is given by

(w(l)(()? :L,)’ w(2)(07 x))T _ (eikoxfxz/Z’ O)
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1 -08 -06 -04 02 0 0.2 0.4 0.6 0.8 1 -1 -08 -06 -04 -02 0 0.2 0.4 0.6 08 1

Figure 4: Comparison: bispinor second component at final time T, computed with MC-based scheme with
N(me) — 54799 gridpoints, and SPS-method (Left) and UPS-method (Right) with N®%) = 275 1097, 5481
gridpoints.

where the wavenumber ky = 4. The scalar potential is hence null and, the nuclear potential is
a combination of three nuclear potentials with Z = 500, and a softcore parameter is ¢ = 1076

27 - Z - 37
Ve =201)2+e J(z—-22+e /(x—1992+¢

This potential is represented in Fig. 5.

Ve () = —

. . . . . . .
1.92 1.94 1.96 1.98 2 2.02 2.04
X

Figure 5: Interaction potential V..

The other physical data are as follows (in atomic units): ¢ = 137, m = 1, and the
computational domain is given by (—5,5), At = 1072/mc? = 1/137%. We compare the MC-
based solution with N(™®) = 1.37 x 10° grid points and the FFT-method with respectively
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N = 137 x 10° and N = 1.37 x 10*. More specifically, in Fig. 6, we represent
the first and second components of the MC- (N = 1.37 x 10°) and FFT-solutions with
N = 1.37 x 10%, close to the nuclei (Top-left), (Top-right), as well as the spatial spectrum
of Y1 (T},-) (ie. {(k, (Tf,k)‘2)} in logscale). Although, the computational time is
much smaller using the FFT-method (5.8 seconds versus 48.7 seconds for the MC-based
scheme) the accuracy in space is insufficient to capture the very small spatial scales in V..
In comparison, if we also take N = 1.37 x 10° for the FFT-method, the two solutions
are comparable as observed in Figs. 7, as well as the spatial spectrum of ¢, (T}, -). However
the MC-method is now shown to be more efficient: 48.7 seconds versus 68.5 seconds for the
FFT-method.

0.2
0.151
0.1F
0.051
04
-0.051
-0.1f

| JJ —&—FFT-method - N(*FT) = 13700 || -0-15¢ & | —©—FFT-method - N"FT) = 13700 ||

1f —— MC-method - N0™) = 137000 ¢ —— MC-method - N0 = 137000
0. L L L = L T T T T 0.2 L L L L L T T T T
19 192 194 196 1.98 2 202 204 206 208 21 19 192 194 19 1.98 2 202 204 206 208 21
Space Space

— = FFT-method - NFFT) = 13700||
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\
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Figure 6: Comparison: bispinor first (Top-left) and second (Top-right) components at final time 7, com-
puted with MC-based scheme with N(™) = 1.37 x 10° gridpoints, and FFT-method with N = 1.37 x 10*

gridpoints. (Bottom) Spatial spectrum of 11 (T, ) in logscale: {(k, (Ty, k)|2) }.

Although simple, this test illustrates that the MC-based method is sequentially more
competitive than the FFT-method for multiscale problems in space.
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Figure 7: Comparison: bispinor first (Top-left) and second (Top-right) components at final time T, com-
puted with MC-based scheme with N(™) = 1.37 x 10° gridpoints, and FFT-method with N = 1.37 x 105

gridpoints. (Right) Spatial spectrum of 91 (T, -) in logscale: {(k, |,7-'zz/11 (Ty, k')’2) }.

5.8. Test 3.

We again compare the performance of the MC-based scheme with the pseudo-spectral
scheme. The EM is assumed space-independent and given by (37), with Ay = —100, the
number of cycles C = 8, Ty = 2 x 10*/137%, and a = 2 x 10%. The initial wavefunction is
given by

(¢(1)(0’ x), ¢(2)(07 x))T _ (eikogg—gg?m7 O)T

where the wavenumber ky = 5. The scalar potential is hence null and, the nuclear potential
is of Coulomb type with charge Z = 100, and softcore parameter ¢ = 10~}

A

‘/;mc, )= ——FF—"
(z) e
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Therefore, one gets V (t,2) = Vaye (). The other physical data are as follows (in atomic
units): ¢ = 137, m = 1, and the computational domain is given by (—20,20) with At =
1071 /mc? = 1/137%. For both schemes, a second-order splitting (Strang) scheme is used to
approximate the TDDE. When using the SPS-scheme, we take Az = cAt ~ 7.3 x 10~ (resp.
CV/CAE)2 ~ 1.46x 1073, ¢y/cAt/2 & 4.2Tx 1073, c\/cAt & 8.54x 1073, 2¢,/cAt ~ 1.71x1072,
Sey/cAt & 4.27 x 1072, At ~ 107') the corresponding number of spatial grid-points is
given by NGP) = 54800 (resp. 27400, 9364, 4682, 2341, 937, 401). For the MC-based
scheme, we take Az = cAt ~ 7.3 x 107 and the number of spatial grid-points is fixed and
given by N(™) = 54800. Although the MC-based scheme is much simpler to implement, its
computational cost is naturally much higher whenever N > N(ps),

We first report in Fig. 8 the bispinor components at final time 7 by using the MC-based
method with N™¢) grid-points and the SPS-method with N©P%) = 937 and 401 gridpoints.

2 0.03 : ;
—6—SPS-method - N©P*) =401 —&—SPS-method - N(»*) = 401
1.5F —%— SPS-method - NP9 =937 ——SPS-method - N¢s) =937
0.02f
—— MC-method - N = 54800 —— MC-method - N = 54800

-3 -2 -1 0 1 2 3 3 -2 -1 0 1 2 3
Space Space

Figure 8: Comparison: bispinor components at final time 7', computed with MC-based scheme with NV (me) —
54800 gridpoints, and SPS-method with N®P%) = 401 and 937 gridpoints.

In Table 2, we report the CPU-time to solve the TDDE using the MC-based method on
N — 54800 grid-points (Az = cAt = 1/mc), and the SPS-method using N®P*) = 54800
(Az = cAt), NP = 9364 (Ax = \/cAt/2 = 1/2\/cm), N&P = 4682 (Ax = c\/cAt =
1/my/c), NOP) = 2341 (Az = 2c\/cAt = 1/m/c), NP = 937 (Ax = 5\/cAt = 5/\/cm),
and NP = 401 (Az = c2At = 1/m). Recall again that the CFL= 1 condition constraining
the MC-method, no more occurs with the SPS-method which allows for choosing space steps
much larger than cAt.

5.4. Test 4.

The following test is devoted to the analysis of the scalability of the MC-based and FFT-
methods, still in one-dimension. The domain we consider is (—64,64). The initial density
(po(-) = 320, [¥04(0,-)|?) and the interaction potential (with 3 nuclei) are represented in Figs.
9 (Top-left) and (Top-right). The nuclei are respectively located in z = —10, 0, and 10, and
their respective charge is Z; = 30, Zy = 60 and Z3 = 70. Softcore constants are used to
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| # dof | CPU-time MC | CPU-time SPS |

54800 39.52 87.63
27400 - 42.1
9364 - 13.62
4682 - 6.71
2341 - 3.3

937 - 1.34

401 - 0.58

Table 2: Computational time in second: MC- and SPS-schemes (MC-scheme with 54800 points) and SPS-
solution.

regularize the potential singularities, and are respectively equal to 5.0, 0.791 and 0.071. The
time step is fixed to 1.78158 x 107% and the number of degrees of freedom is N = 524288.
The final physical time is Ty = 1.78158 x 10~*. We also report the density at final time in
the global domain in Figs. 9 (Bottom-left) and (Bottom-right). We compare the scalability
of the MC-based and FFT-method for 2% processors with p = 0,---,3. The MC-based
scheme is parallelized by domain decomposition thanks to the algorithm described in [13],
and shortly recalled in Section 4. The efficiency of the parallelization for this method comes
from i) the hyperbolicity, ii) the linearity of the Dirac equation and iii) the use of alternate
direction splitting. The FFT-method which is used here, is based on the standard, and
celebrated parallel version of £ftw. In Fig. 10, we report the CPU-times for both the FFT-
and MC-based methods. More specifically, we provide i) the efficiency 77/pT, (where T,
denotes the CPU time for solving the equation on p processors with p = 1,4, 16,64), where
p denotes the number of processors in Fig. 10 (Top-left), and ii) the CPU-time in logscale
as a function of the number of processors (Top-right).

We previously noticed on low dimensional problems, that for a fixed number of dof,
the MC-based method was more efficient than the FFT-method. It is still observed on this
higher dimensional problem that the MC-based method has a much better speed-up than the
FFT-method, in particular when increasing the number of processors with a fixed number
of dof.

Unlike the MC-based method, the FFT-method permits for fixed At to select much larger
spatial steps while keeping a very good accuracy in space. To illustrate this fact, we report
on Fig. 10 (Bottom), and for 1 processor the CPU-time with the FFT-method on the same
problem as above, but with a total number of dof: 524288/2% with p=0,---,3. The MC-
based method maintains an excellent efficiency up to 64 processors, unlike the FFT-method
for which a strong discrepancy is observed beyond 16 processors.

6. Multi-dimensional experiments

In this section, we present large scale experiments in 2-d and 3-d in order to compare
the efficiency of the MC-based and the pseudo-spectral FFT-methods. The latter is the
most efficient and simple pseudo-spectral method. Due to the dimension of the problem, the
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Figure 9: (Top-left) Initial spinor density. (Top-right) Interaction potential (Bottom-left) Spinor density at
final time. (Bottom-right) Spinor density at final time: zoom in the central nucleus.

methods are implemented in parallel following the approach described in Section 4. The MC-
based algorithm is parallelized by using a simple domain decomposition strategy: the whole
domain is divided into subdomains and the mesh data in each of these subdomains is managed
to a different process. The communication between the subdomains which is required in the
computation of the solution in the elements close to the subdomain boundaries is performed
by using the Message Passing Interface (MPI) library.

6.1. Test 1.
This test is dedicated to the two-dimensional evolution in the (z, z)-plane of a wavepacket
with wavenumbers k, = k, = 5, angular moment j, = 0.5, and its interaction with 3

atoms of equal charge 7, = Z, = Z3 = 20, with softcore constant equal to 5. The nuclei
are respectively located in (10,—10), (0,0) and (—10,10). We report the initial density
po(-,-) = 300 (0, -, )%, and potential in Fig. 11 (Left) and (Right).

The overall computational domain is (—64,64)%, the time step At = 1/mc* = 2.28042 x
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Figure 10: (Top-left) Efficiency T'/pT,, (Top-right) CPU-time as a function of the number of processors
(p = 1,4,16,64), (Bottom) CPU time for FFT-method with N, = 524288/2?? with p = 0,---,3, and
MC-based method with 524288 dof.

107*, and the final physical time T; = 0.912169 (corresponding to 4000 iterations). The
number of degrees of freedom is N, x N, = 4096 x 4096. We report in Fig. 12, the overall
density at final time. The main purpose of this test is to illustrate the efficiency of the MC-
based method. We denote by p, (resp. p.) the number of processors in the z-direction (resp.
z-direction), and by p the total number of processors with p = p, X p,. For the MC-based
method, we respectively present some efficiency results in the case where i) p = p, X p, = p.
(that is parallelism only in the z-direction), and in the case ii), where p, = p. = /p. In both
cases, we will use up to p = 256 processors. The FFT-method is parallelized in the (z, 2)-
plane, by decomposing the domain only in layers in the z-direction (p = p,). The main issue
regarding the FFT-method is the use of parallel one-dimensional FFTs in the z-direction. Its
poor efficiency when the number of dof is relatively “small” deteriorates the overall efficiency
of the method despite a perfect scaling in the z-direction (as the one-dimensional FFTs in
the z-direction are computed independently on different processors). As N, = 4096 is too
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Figure 11: (Left) Density of the initial spinor. (Right) Interaction potential.

small for efficient parallelization of the one-dimensional FFT, we only report the efficiency of
the FFT-method for 1 to 4 processors. Even with this small number of processors, we indeed
observe already a strong discrepancy of the efficiency. In comparison, the MC-based method
shows an excellent efficiency (even higher than 1 due to cache-effects) up to 64 processors
for both decompositions i) z-direction (p = p) and in x,z (p, = p. = /D).

We observe that with both types of decomposition and parallelism, the efficiency is
relatively identical. However, it is interesting to notice that at 256 processors, the second
approach (p, = p. = /p) has a better efficiency than the first one (p = p.). In the following,
we will only use a decomposition by layers in the z-direction.

6.2. Test 2.

In the following test, we still propose a two-dimensional simulation in the (x, z)-plane,
in order to illustrate that due to the parallel one-dimensional FFT in the z-direction, the
relative loss of efficiency of the method, can actually be reduced if N, is taken larger. A
wavepacket with wavenumbers k, = k, = 5, angular moment j, = 0.5, is interacting with 2
atoms of equal charge Z; = Z5 = 50, and with softcore constants equal to 1. The nuclei are
respectively located in (—1,—10), and (—1,10). We report the initial density and potential
in Fig. 13 (Left) and (Right).

The overall computational domain is (—4,4) x (—64, 64), the time step is At = 5.70106 x
107°, and the physical times 7" = 0.05521 and Ty = 0.1142 (corresponding to 1000 and
2000 iterations). The number of degrees of freedom is N, x N, = 1024 x 16384 (resp.
N, x N, = 256 x 4096). We report in Fig. 14, the overall density at final time. The MC-
based method is parallelized in the z-direction. We observe in Fig. 15 that the efficiency of
the FFT-method is indeed slightly improved when a larger N, is selected (4096 vs 16384).
This is due to an improvement of the efficiency of the parallel one-dimensional FFT, for larger
numbers of dof. As mentioned several times along this paper, although at fixed number of
dof (that is fixed space step), the FFT-method is much less efficient (sequentially and in
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Figure 12: (Top-left) Density at final time: Ty = 0.912169. (Top-right) Efficiency T /pT}, for the MC- and
FFT-methods. (Bottom) CPU-time as function of number of processors (p = 1,2, 4, 8,16, 64, 256 processors).

parallel) than the MC-based method, it allows to select much larger space steps (less dof
for given spatial domain, for fixed imposed At) but still keeping a good accuracy, except for
multiscale problems. In the latter case, a very fine resolution in space is indeed required,
making the MC-method more attractive. This remark is also illustrated in Fig. 15, where it
is observed that on a coarse mesh (N, = 256, N, = 4096) and still taking At = 1/mc?, the
FFT-method is more efficient than the MC-method when N, = 1024, N, = 16384, at least
for a small number of processors.

6.5. Test 5.

In this last test, we consider the evolution of a wavepacket subject to an external dy-
namic and static fields in 3d. We again compare the performance of the MC-based and
FFT-methods. The computational domain is (—8,8) x (—8,8) x (—512,512), and the time
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Figure 13: (Left) Density of the initial spinor. (Right) Interaction potential.

Figure 14: Density at time: (Left) 7' = 0.05521 and (Right) T, = 0.1142.

integration domain is [0, 7] with Ty = 4.561 x 1072, The static field is defined by

[0, (x,y,2)€(-8,8)*x{z <0},
Viz,y,z) = { 10, <x,§, 2) € (—8,8)2 x {z > 0}.

The magnetic field is defined by A = (A,, Ay, A,), with A, = A, =0 and A, is represented
at final time 7y in the (z,y)-plane at z = 0, and in Fig. 17 (Left), and in the (z,2)-
plane and at y = 0 in Fig. 17 (Right). The initial data is a wavepacket centered at
(—2.5,0,0) with wavenumber k, = 10, k, = —10, k, = —10, and the corresponding density
po(-) = Z?Zl |1;(0, -)|* is represented in the (x,y)-plane at z = 0 in Fig. 16 (Left), and in the
(x, z)-plane at y = 0 in Fig. 16 (Right). We select the time step equal to At = Az/c, that
is At ~ 9.1 x 10*. We then report in Fig. 18 the density p(T},z,y,0) in the (z,y)-plan at
z = 0 at final time T (Left), as well as p(T, x,0, z) in the (z, z)-plan at y = 0 at T (Right).
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Figure 15: (Left) CPU-time as function of the number of processors. (Right) Efficiency T3 /pT), for the
MC-based and FFT methods: p =1, 2, 4, 16, 64 processors.

Figure 16: (—8,8)%}.

(Left) {(x,y,po(:r,y)), for (z,y) €
{(z,2,p0(z,0,2)), for (z,2) € (—8,8) x (=512,512)}.

Density at initial time.

We denote by p, (resp. p,, p.) the number of processors in the z-direction (resp. y-,z-
direction), and by p the total number of processors with p = p, X p, x p,. For the MC-based
method, we respectively present efficiency results in the case i) p = p, X p, X p, = p, (that
is parallelism only in the z-direction) with p = p, = 1,4, 16,64, 256, and ii) p,, p, and p, are
greater than 1 (parallelism in z,y, z-directions): p, =p, =p, =1 (p=1), p =p, =p, =2
(p=28),ps =py =p. =4 (p=064) and p, = p, = 4, p. = 16 (p = 256). We report
in Fig. 19, the efficiency and CPU-time as a function for the MC- and FFT-methods. We
notice that the MC-based method is again the most efficient, with in particular, a better
efficiency with parallelism in the z-direction. However there is a noticeable deterioration of
the efficiency of the MC-based method beyond 16 processors, and unlike the 2d-case. This
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Figure 17: Electric potential. (Left) {(z,y,A.(Ty,2,y,0)), for (z,y) € (-8,8)%}. (Right)
{(z, 2, A.(Ty,2,0,2)), for (z,2)€ (—8,8) x (—512,512)}.

Figure 18: Density at final time.  (Left) {(z,y,p(z,y,0,Ty)), for (z,y) € (-8,8)%}. (Right)
{(I,z,p(m,O,z,Tf)), for (x,z) € (—8,8) x (—512,512)}

is due to the heavier load of data to exchange between processors in 3-d.

7. Conclusion

In this paper we have proposed a performance comparison of simple and efficient Dirac
equation solvers: a real space method based on the characteristic equation (MC-based
method), also referred as a Quantum Lattice Boltzmann method, with simple pseudo-spectral
methods (PS-methods). We have established that for a given number of degrees of freedom,
the MC-based method is much more efficient sequentially and in parallel than PS-methods.
The price to pay is a strict condition imposed on the spatial discretization step. However and
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Figure 19: (Left) Efficiency 17 /pT), for the MC- and FFT-methods. (Right) CPU-time as function of number
of processors (p = 1,2,4,8,16,64, 256 processors).

except for multiscale problems in space, the PS-methods do not impose such constraints, and
allow then for taking much larger spatial discretization steps (then reducing the overall com-
putational complexity), while keeping a good accuracy. In conclusion, the MC-based method
should be preferred for problems involving very small spatial scales, such as those involving
heavy ions, ultrashort laser-atom interaction, while the PS-methods are more adapted for
other the physical configurations.

Acknowledgments. The authors would like Dr F. Fillion-Gourdeau (INRS) for helpful
discussions.

Appendix A. One-dimensional numerical schemes

Classical FFT-scheme. This scheme necessarily requires the splitting of the Dirac Hamilto-
nian. From time ¢,, to ¢,,.1 the schemes reads as follows.

1. Source term integration, and 0 < j < N®) — 1

G = exp (= LAHmME + Vage ) /2) 00",
5 ] 2),n
}(LJ b= exp (- iAt(-me® + V;u.lc.,j)/2)¢/(l,3)' '

2. We then solve the potential-free and mass-free Dirac Hamiltonian.

o We set ¢ = (¢§Ll),m’¢22),n1)T’ where

1)n 2),n 1),n 2),n
P e G YT —

¢h - \/5 ) ¢h - \/5
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Then

¢§Ll),n2 _ N(lﬁ‘t) Z;V:(‘it%?ﬂ_c;p( —icEpAt ZN(fft) 1 J) ni —1§p(xk1+a,;)>eiép(xﬂzzj)’
22)@2 _ ﬁZf,ﬂ%ﬁ?%( icgpAt Z;]jl(&;) 1 ;ijzn —1§p(:ck1+aac)> pibp(atas;)
e Then, we get
s O " e _ =0

S V2o " V2
3. Finally, we integrate one more time the source term (Strang-splitting), for 0 < j <
N®s) _ 1
(1) = exp ( — 1iAt(mc® + %uc.,j)/2)¢227n27
w@ LR — exp ( — iAt(—mc® + Vnuc,,j)/2)w,(f]).’”2.
Split Pseudo-spectral (SPS) scheme. From time t,, to ¢, the scheme reads
1. Source term integration, and 0 < j < N®) — 1

¢h e exp(—lAt(mc + Viue. ])/2)
1/12 "= exp (— iAH(—mc? 4 Ve, j)/2)1p(72) _

2. We set, ¢Zl ( (1)7”1’¢(2),n1)7’ her
n 2),n 1),n 2),n
w( ! w( ! (2),”1 Q'D]S/) ! ¢]S,) !

¢(1):n1 _
h \/5 ) h \/i
then
e Forany 1 < j < N —2
1 N(®s) /91 NS 1
[0:100" = 5 2 g, (3 Gelom ) etotes ),
p=—N(Ps) /2 k1=0

e Then, for all 0 < j < N®s) 1
¢(1)ﬂff _ ¢(1),n1 — cAt[[ m]](b(l e iAteA”lgb (1),

h?j

o
o = gy oo™ — sAteam g

e Followed, for all 0 < j < N®s) 1, by
n n cAt 7 n At n * ni
o = ol = (00160 + 285" ) + 155 (eAmaf™ + eAnig) ")

n9 n 7(2),n1 ni A n ni n ni
oy = o+ (10 + [0F™) - 15 (o) +eariol)™).



e Then, we get

(1 ),n2 (1),n2 (2),m2

+¢h @2 _ Pn — o
V2 ’ " V2

3. Finally, we integrate one more time the source term (Strang-splitting), for 0 < j <
Nms) _ 1

wl(ll),ng _

(1)n+1 _ exp(_lAt(mc + Vaue. ])/2> ?nQ
G exp (= 10t + Vi) 2) 0

Unsplit Pseudo-spectral (UPS) scheme. This scheme corresponds to the unsplit version
of the SPS-scheme. From time ¢, to ¢,4; the schemes reads, as follows. We set ¢,' =

(qﬁh " 512 "1) , where

1),n 2),n Do 9
TR on_ " ="
h \/5 ) h \/§
then
e Forany 1 <j < N®) —2
1 N(DS)/2_1 NS _1
[[395]](252 = Ns) Z ifp( Z ¢2Ll€fl£p(zk1+a)>elgp(mj,a).
p=—N(Ps) /2 1=0

Then for all 0 < j < NP — 1

1),n} 1),n Tn n i "
o = U _ cAD]I00" + 1AL (APD™ — Ve 080" — mcpP),
9) 1 n . n n

o)t = o+ eAH[D]I00" — 1At (A" +mA ()" + Ve 61

Followed, for all 0 < j < N®) — 1, by

cAt

1)n 1
o = o

(01180 + 2.8,

2
ni cAt 72)n 7(2),n
o™ = o+ (100161 + 10158

At R . .

—17<6A”¢h7jh(2)’” + eAM oh, 1P 4 Ve, (¢§}; +¢,(ng H)

n 2),n*
Fmc (05" + 0,7 ).
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Finally, we have

n 2),n 2),n
w()n+1 ¢h 1_|_¢() 1 ()n+1 th () 1

" o 7

MC-based scheme. From time ¢, to t,; the schemes reads

1. Source term integration and 0 < j < N® —1

g = exp<—iAt(mc2muc.,j)/z)z/}é%}”a
GBm T oxp (= 1AH—mE + Vige ) /2) 62"

2. We set o' = (¢, (1), ¢h ”1) , where

1 T 2 1 1 s 2 ,n
e R L
h ) h \/§

e Forany 1 < j < N —2

,n ,n . n n 2),n 2), n 2),n
S = oM FiAteA DM g = g i Ate Ao

e Then, we get

1),n 1),n 2),n
)ma () 2+¢h (2),n2_¢](1) 2—¢§l) ?

1 - \/5 ’ h \/5

3. Finally, we integrate one more time the source term (Strang splitting) for 0
N g
(1) "= exp (— iAt(me® + Vnuc,,j)/2)1/1}(£’"2,
w@ = exp (= 1A (=M + Vi) /2) Ui )",
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