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CONSTRUCTIVE TENSOR FIELD THEORY: THE T, MODEL

by

V. Rivasseau & F. Vignes-Tourneret

Abstract. — We continue our constructive study of tensor field theory through the next natural
model, namely the rank four tensor theory with quartic melonic interactions and propagator inverse
of the Laplacian on U(1)*. This superrenormalizable tensor field theory has a power counting quite
similar to ordinary ¢3. We control the model via a multiscale loop vertex expansion which has to be
pushed quite beyond the one of the T model and we establish its Borel summability in the coupling
constant. This paper is also a step to prepare the constructive treatment of just renormalizable
models, such as the T4 model with quartic melonic interactions.
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Context and outline

Perturbative quantum field theory develops the functional integrals of Lagrangian quantum field the-
ories such as those of the standard model into a formal series of Feynman graphs and their amplitudes.
The latter are the basic objects to compute in order to compare weakly coupled theories with actual
particle physics experiments. However isolated Feynman amplitudes or even the full formal perturba-
tive series cannot be considered as a complete physical theory. Indeed the non-perturbative content of
Feynman functional integrals is essential to their physical interpretation, in particular when investigating
stability of the vacuum and the phase structure of the model.

Axiomatic field theory, in contrast, typically does not introduce Lagrangians nor Feynman graphs
but studies rigorously the general properties that any local quantum field theory ought to possess [SW64;
Haa96]. Locality is indeed at the core of the mathematically rigorous formulation of quantum field theory.
It is a key Wightman axiom [SW64] and in algebraic quantum field theory [Haa96] the fundamental
structures are the algebras of local observables.

Constructive field theory is some kind of compromise between both points of view. From the start
it was conceived as a model building program [VW73; GJ87; Riv91] in which specific Lagrangian field
theories, typically of the superrenormalizable and renormalizable type would be studied in increasing
order of complexity. Its main characteristic is the mathematical rigor with which it addresses the basic
issue of divergence of the perturbative series.

The founding success of constructive field theory was the construction of the ultraviolet [Nel65] and
thermodynnamic [GJS73] limits of the massive ¢3 field theory [Sim74] in Euclidean space. Thanks to
Osterwalder-Schrader axioms it implied the existence of a Wightman theory in real (Minkowski) space-
time. Beyond this intial breakthrough, two other steps were critical for future developments. The first
one was the introduction of multiscale analysis by Glimm and Jaffe to build the more complicated ¢3
model [GJ73]. It was developped as a kind of independent mathematical counterpoint to Wilson’s renor-
malization group. All the following progress in constructive field theory and in particular the construction
of just renormalizable models relied in some way on deepening this basic idea of renormalization group
and multiscale analysis [GK86; Fel+86].

A bit later an other key mathematical concept was introduced in constructive field theory, namely
Borel summability. It is a fundamental result of the constructive quantum field theory program that the
Euclidean functional integrals of many (Euclidean) quantum field theories with quartic interactions are
the Borel sum of their renormalized perturbative series [EMS74; MS77; Fel4-86]. This result builds a
solid bridge between the Feynman amplitudes used by physicists and the Feynman-Kac functional integral
which generates them. Borel summable quantum field theories have indeed a unique non-perturbative
definition, independent of the particular cutoffs used as intermediate tools. Moreover all information
contained in such theories, including the so-called “non-perturbative” issues, is embedded in the list of
coefficients of the renormalized perturbative series. Of course to extract this information often requires
an analytic continuation beyond the domains which constructive theory currently controls.

As impressive as may be the success of the standard model, it does not include gravity, the funda-
mental force which is the most obvious in daily life. Quantization of gravity remains a central puzzle
of theoretical physics. It may require to use generalized quantum field theories with non-local interac-
tions. Indeed near the Planck scale, space-time should fluctuate so violently that the ordinary notion
of locality may no longer be the relevant concept. Among the many arguments one can list pointing
into this direction are the Doplicher-Fredenhagen-Roberts remark that to distinguish two objects closer
than the Planck scale would require to concentrate so much energy in such a little volume that it would
create a black hole, preventing the observation [DFR94]. String theory, which (in the case of closed
strings) contains a gravitational sector, is another powerful reason to abandon strict locality. Indeed
strings are one-dimensional eztended objects, whose interaction cannot be localized at any space time
point. Moreover, closed strings moving in compactified background may not distinguish between small
and large such backgrounds because of dualities that exchange their translational and “wrapping around”
degrees of freedom. Another important remark is that in two and three dimensions pure quantum gravity
is topological. In such theories, observables, being functions of the topology only, cannot be localized in
a particular region of space-time.

Many approaches currently compete towards a mathematically consistent quantization of gravity, and
a constructive program in this direction may seem premature. Nevertheless random tensor models have
received recently increased attention, both as fundamental models for random geometry pondered by a
discretized Einstein-Hilbert action [Riv13] and as efficient toy models of holography in the vicinity of a



horizon [Wit16; Gurl7b; KT17; KSBS17; Ferl7; Gurl7a; BLT17].

Tensor models are background invariant and avoid (at least at the start) the formidable issue of
fixing the gauge invariance of general relativity under diffeomorphisms (change of coordinates). Another
advantage is that they remain based on functional integrals. Therefore they can be investigated with
standard quantum field theory tools such as the renormalization group, and in contrast with many other
approaches, with (suitably modified) constructive techniques. This paper is a step in that direction.

Random matrix and tensor models can be considered as a kind of simplification of Regge calculus
[Reg61], which one could call simplicial gravity or equilateral Regge calculus [Amb02]. Other important
discretized approaches to quantum gravity are the causal dynamical triangulations [LAJ05; Amb-+13] and
group field theory [Bou92; Fre05; Kral2; BGMRI10], in which either causality constraints or holonomy
and simplicity constraints are added to bring the discretization closer to the usual formulation of general
relativity in the continuum.

Random matrices are relatively well-developed and have been used successfully for discretization
of two dimensional quantum gravity [Dav85; Kaz85; DFGZJ95]. They have interesting field-theoretic
counterparts, such as the renormalizable Grosse-Wulkenhaar model [GW04a; GW04b; DRO6; Dis+06;
GW09; GW13; GW14; GW16].

Tensor models extend matrix models and were therefore introduced as promising candidates for an ab
ingtio quantization of gravity in rank/dimension higher than 2 [ADJ91; Sas91; Gro92; Amb02|. However
their study is much less advanced since they lacked for a long time an analog of the famous 't Hooft 1/N
expansion for random matrix models [Hoo74] to probe their large N limit. Their modern reformulation
[GurlOa; GR11b; Gurl3b; BGR12b] considers unsymmetrized random tensors, a crucial improvement.
Such tensors in fact have a larger, truly tensorial symmetry (typically in the complex case a U(N)®?
symmetry at rank d instead of the single U(N) of symmetric tensors). This larger symmetry allows to
probe their large N limit through 1/N expansions of a new type [Gurl0b; GR11a; Gurll; Bonl3; BDR15;
Bonl16].

Random tensor models can be further divided into fully invariant models, in which both propagator
and interaction are invariant, and field theories in which the interaction is invariant but the propagator is
not [BGR12a]. This propagator can incorporate or not a gauge invariance of the Boulatov group field the-
ory type. In such field theories the use of tensor invariant interactions is the critical ingredient allowing in
many cases for their successful renormalization [BGR12a; BGR13; OSVT13; BG14; COR14b; COR14a].
Surprisingly the simplest just renormalizable models turn out to be asymptotically free [BGR13; BG12b;
BG12a; OS13; Riv15].

In all examples of random matrix and tensor models, the key issue is to understand in detail the
limit in which the matrix or the tensor has many entries. Accordingly, the main constructive issue is
not simply Borel summability but uniform Borel summability with the right scaling in N as N — oo.
In the field theory case the corresponding key issue is to prove Borel summability of the renormalized
perturbation expansion without cutoffs.

Recent progress has been fast on this front [Riv16]. Uniform Borel summability in the coupling
constant has been proven for vector, matrix and tensor guartic models [Riv07; Mag+09; Gurl3a; DGR14;
GK15], based on the loop vertex expansion (LVE) [Riv07; MRO7; RW13], which combines an intermediate
field representation! with the use of a forest formula [BK87; AR95]. This relatively recent constructive
technique is adapted to the study of theories without any space-time, as it works more directly at the
combinatorial level and does not introduce any lattice. It was introduced precisely to make constructive
sense of 't Hooft 1/N expansion for quartic matrix models [Riv07; GK15].

The constructive tensor field theory program started in [DR16], in which Borel summability of the
renormalized series has been proved for the simplest such theory which requires some infinite renormal-
ization, namely the U(1) rank-three model with inverse Laplacian propagator and quartic interactions
nicknamed 7T3. This model has power counting similar to the one of ¢3. The main tool is the multiscale
loop vertex expansion (MLVE) [GR14], which combines an intermediate field representation with the use
of a more complicated two-level jungle formula [AR95]. An important additional technique is the iterated
Cauchy-Schwarz bounds which allow to bound the LVE contributions. They are indeed not just standard
perturbative amplitudes, but include resolvents which are delicate to bound.

'More recently the LVE has been extended to higher order interactions by introducing another related func-
tional integral representation called the loop vertex representation. It is based on the idea of forcing functional
integration of a single field per vertex [Riv17]|. For quartic models like the one studied in this paper, this other
representation is however essentially equivalent to the intermediate field representation.



The program has been also extended recently to similar models with Boulatov-type group field theory
projector [Lahl5a; Lah15b].

The next natural step in this constructive tensor field theory program is to build the U(1) rank-four
model with inverse Laplacian propagator and quartic melonic interactions, which we nickname 7. This
model is comparable in renormalization difficulty to the ordinary ¢4 theory, hence requires several addi-
tional non-trivial arguments. This is the problem we solve in the present paper.

The plan of this paper essentially extends the one of [DR16], as we follow roughly the same general
strategy, but with many important additions due to the more complicated divergences of the model. As
the proof of our main result, namely Theorem 2.1, is somewhat lengthy, we now outline its main steps
and use this occasion to give the actual plan of this paper and to define the various classes of Feynman
graphs we will encounter.

In Section 1 we provide the mathematical definition of the model. Its original or tensor representation
is given in Section 1.1 as well as the full list of its perturbative counterterms. This model is a quantum
field theory the fields of which are tensors namely elements of £5(Z)®*. As usual in quantum field theory, it
is convenient to represent analytical expressions by Feynman graphs. The latter will cover many different
graphical notions. As a first example, the Feynman graphs of the tensor field theory under study here
(see egs. (1.1) and (1.4)) will be called tensor graphs. They will be depicted as (edge-)coloured graphs
like in figs. 3 to 5.

Section 1.2 then provides the intermediate field representation, at the heart of the Loop Vertex
Expansion. It rewrites the partition function as a functional integral over both a main Hermitian matrix
intermediate field o and an auxiliary intermediate field 7 (which is also a matrix). We will simply write
graphs for the Feynman graphs of the intermediate field representation of the model, whereas these
“graphs” are maps really, since intermediate fields are matrices.

A multiscale decomposition is introduced in Section 1.4.

Section 2 provides the multiscale loop vertex expansion (hereafter MLVE) for that model, which is
surprisingly close to the one used in [DR16], with just a little bit of extra structure due to a single one
of the ten divergent vacuum graphs of the theory. MLVE consists in an ordered Bosonic and Fermionic
2-jungle formula which expresses each “order” n of the partiton function Z (or the moments of the to-be-
defined functional measure) as a sum over forests on n nodes. One of the benefits of such an expansion is
that the free energey i.e. the logarithm of the partition function can very easily be expressed as a similar
sum but over connected jungles namely some sort of trees.

Definition 1 (Trees, forests and jungles). — A forest on [n] := {1,2,...,n} is an acyclic graph
the vertex-set of which is [n]. A tree is a connected acyclic graph. Connected components of forests are
trees. Note that the graph with one vertex and no edges is considered a tree. A (2-)jungle is a forest
the edges of which are marked either 0 or 1. The vertices of a jungle are called nodes. [ )

Jungles on [n] will index the various terms composing order n of the Loop Vertex Expansion of the
partition function and of the free energy of our model. More precisely, a jungle comes equipped

e with a scale attribution of its nodes (i.e. a function from the set of its nodes to the non-negative
integers smaller than a general UV cutoff juax),

e and intermediate field derivatives at both ends of each of its edges.

Each node a of a jungle represents a functional expression, namely W;, = e~ Via — 1 where V;. is the
quartic interaction of the model at scale j,. The MLVE expresses log Z as follows:

(2:3) Wejp(9) =108 Zjn () =D = D0 D>

n=1 " J tree ji=1 Jn=1

/ dwy / dvy 97 {H H(-YﬁWy‘a(?",?“)Xfa)}

B a€B

where B represents a connected component of the Bosonic part of the jungle J. Each Bosonic block B is
thus a subtree of J. Our main result, Theorem 2.1, consists in the analyticity of lim; . oo Wi (9)



in a non empty cardioid domain of the complex plane as well as the Borel summability of its perturbative
renormalised series. The rest of the paper is entirely devoted to its proof.

The jungles of the MLVE are considered hereafter abstract graphs. Each edge of an abstract forest
comes equipped with intermediate field derivatives at both of its ends (represented by the 05 operator
in the preceding equation). The result of these derivatives (with respect to the o- and x-fields) on the
W;,’s is a sum, the terms of which can be indexed by still another type of graphs that we name skeletons,
see Section 3.

Definition 2 (Skeleton graphs). — Skeleton graphs are plane forests possibly with external edges,
marked subgraphs, marked external edges and marked corners. External edges are unpaired half-edges.
We will denote skeleton graphs with sans serif characters such as G. The possibly marked subgraphs
are T and ¥ The marked ones will be depicted in gray and basically represent renormalised amplitudes

of 2-point subgraphs noted respectively D; and Dy. Unmarked external edges will be pictured l and

marked ones by dotted lines i. The latter represent resolvent insertions. Each vertex of a skeleton graph
]

has a unique marked corner (i.e. an angular sector between two consecutive half-edges, marked or not,
adjacent to a same vertex). Each such marked corner bears an integer between 1 and LmTHJ + 1 if the
graph has m vertices. o

Let us consider a skeleton graph G(7) derived from a jungle J on [n]. Thanks to the Faa di Bruno for-
mula, eq. (3.1), each node a of J might be split into several (in fact up to the degree of a) vertices of G.
For a € [n], let V,(G) be the subset of vertices of G originating from node a of 7. The set {V,(G), a € [n]}
forms a partition of V(G). For all a € [n], the marked corners of the vertices in V,(G) bear integer a.

To reach analyticity of W, . we prove that it converges normally. We must then compute an upper

bound on the module of its order n. The Fermionic integrale is standard and can be performed exactly,
see Section 5.1. It leads to the following bound

W< (9)] < i% > Z(H 11 (1—5jajb))( 11 5jajb) 1111,

n=1 " J tree {ja} B a,beB breFr B
a#b {r=(a,b)
I = /dwzg/dl/g o7 [[(e7Ve = 1)(*, 7).
a€B

The main difficulty resides in the estimation of the Bosonic contributions Iz. A Hélder inequality rewrites
it as (see eq. (3.9))

1/4

Is| < IYP Z(/dyB Ac@)[*)
G _/_/

perturbative

This bound consists in two parts: a perturbative one, the terms of which are indexed by skeleton graphs G
and a non perturbative one, 1 g P made of exponentials of interaction terms and counterterms. Sections 4
and 5 are devoted to the non perturbative terms and lead in particular to Theorem 5.5. Section 4 is a
technical preparation for the next section and consists in proving two very different but essential bounds,
one of which is quadratic, see Lemma 4.1, and the other quartic, Corollary 4.6, on the main part of V;. In
Section 5 we find some echo of the main Glimm and Jaffe idea of expanding more and more the functional
integral at higher and higher energy scale [GJ73]. Indeed to compensate for linearly divergent vacuum
graphs we need to push quite far a Taylor expansion of the non-perturbative factor. However of course a
key difference is that there are no geometrical objects such as the scaled “Russian dolls” lattices of cubes
so central to traditional multiscale constructive analysis.

In Section 6 we bound the perturbative terms in I using an improved version of the Iterated Cauchy-
Schwarz bounds. Indeed the trees of the LVE and MLVE are not perturbative; they still resum infinite
power series through resolvents, which are however uniformly bounded in norm, see Lemma 1.4. The
ICS bound is a technique which allows to bound such “quasi-perturbative” LVE contributions by truly
perturbative contributions, but with no longer any resolvent included. More precisely, remember that



skeleton graphs G are intermediate field graphs (thus maps) both with unmarked external edges (corre-
sponding to o-fields still to be integrated out) and marked ones representing resolvents. We first get rid of
those external o-fields by integrating by parts (with respect to the Gaussian measure dvg), see eq. (6.1),
in what we call the contraction process (see Section 6.1). Note that unmarked external edges will then
be paired both with marked and unmarked external edges. When an unmarked external edge contracts
to another unmarked external edge, it simply creates a new edge. But when it contracts to a marked
external edge, it actually creates a new corner, as depicted in fig. 1 and according to eq. (6.2). The result

Figure 1. Contraction of half-edges in skeleton graphs.

of all the possible contractions of all the unmarked external edges of a skeleton graph G consists in a set
of resolvent graphs.

Definition 8 (Resolvent graphs). — A resolvent graph is a map with external edges, marked sub-
graphs and marked corners. External edges, pictured :, represent resolvents. Possible marked subgraphs
L[]

are the same than for skeleton graphs. Marked corners bear an integer between 1 and LWT'HJ + 1 if the
graph has m vertices. Resolvent graphs will be denoted with calligraphic fonts such as G for example. We
also let s(G) be the set of marked corners of G and for any corner ¢ in s(G), we let 4. be the corresponding
integer. '

Let G be a skeleton graph and G(G) one of the resolvent graphs created from G by the contraction process.
As the latter does not create nor destroy vertices, the sets of vertices of G and G have the same cardinality.
Nevertheless the contraction process may create new corners. In fact it creates two new corners each
time an unmarked external edge is paired to a marked external one. Thus there is a natural injection ¢
from the corners of G to the ones of G. Moreover it is such that the marked corners of G are the images
of the marked corners of G via ¢.

Amplitudes of resolvent graphs still contain o-fields in the resolvents. In Section 6.2 we will apply
iterated Cauchy-Schwarz estimates to such amplitudes in order to bound them by the geometric mean
of resolvent-free amplitudes, using that the norm of the resolvent is bounded in a cardioid domain of the
complex plane. To this aim, it will be convenient to represent resolvent graph amplitudes by the partial
duals of resolvent graphs with respect to a spanning subtree, see Section 6.2. It results in one-vertex
maps that we will actually represent as chord diagrams. Resolvents in such maps will not be pictured
anymore as dotted external edges but as encircled R’s. See fig. 2 for an example.
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Figure 2. Example of the partial dual with respect to a spanning subtree of a resolvent
graph, represented as a chord diagram. Edges of the tree correspond to plain lines whereas
edges in the complement are dashed lines. Resolvent insertions are explicitely represented.

In Section 7 we prove that the good power counting of convergent amplitudes is sufficient to both
compensate the large combinatorial factors inherent in the perturbative sector of the theory and sum
over the scales j, of the jungle 7.

Finally appendices contain some of the proofs and details.



1. The model
1.1. Laplacian, bare and renormalized action. — Consider a pair of conjugate rank-4 tensor fields
Tn,Tﬁ, with n = (ﬂ17n27ﬂ3,n4) S Z4, n= (ﬁl,ﬁz,ﬁg,ﬁzl) € Z4.

They belong respectively to the tensor product H® := H; @ Ho ® Hz @ H4 and to its dual, where each H;
is an independent copy of ¢2(Z) = La(U(1)), and the colour or strand index i takes values in {1,2,3,4}.
Indeed by Fourier transform these fields can be considered also as ordinary scalar fields T'(0;, 65,03, 04)
and T(61,0,,03,04) on the four torus T, = U(1)* [BGR12a; DR16].

If we restrict the indices m to lie in [~ N, N]* rather than in Z* we have a proper (finite dimensional)
tensor model. We can consider N as the ultraviolet cutoff, and we are interested in performing the
ultraviolet limit N — oo.

Unless specified explicitly, short notations such as ), [[,, mean either cutoff sums Zne[_ NN
Hne[— N,NJ4 in the initial sections of this paper, before renormalization has been performed, or simply
> neze and [[,,cz4 in the later sections when renormalization has been performed.

We introduce the normalized Gaussian measure

dT,,dT>
20w

— _ 17
dpc(T,T) = H det C~1 ¢ 2anz TrCom T

n,n
where the covariance C is the inverse of the Laplacian on T4 plus a unit mass term

5=
Crom = —2_ n?=n?+ni+ni+n
nR T e 1T Ny T N3 TNy

The formal? generating function for the moments of the model is then
(1.1) Zy(g, J, j) _ N/ eT~7+J~Te—% ZC VC(T’?)CZMC'<T,T),

where the scalar product of two tensors A-B means > n AnBn, g is the coupling constant, the source
tensors J and J are dual respectively to T and T' and ./\£ is a normalization. To compute correlation
functions it is common to choose N1 = fe_%zc VC(T’T)d,uC(T, T) which is the sum of all vacuum
amplitudes. However following the constructive tradition for such superrenormalizable models, we shall

limit A to be the exponential of the finite sum of the divergent connected vacuum amplitudes. The
interaction is Y Vo(T,T) with

(12) VT =TroTLT) = 3 (Y TuTmbnm )onmmdma( Y. TmTomdmm,),

Ne,Me,  Me,Me me,me
Me,Me

and where Tr, means the trace over He, ne == {ny, ¢’ # c} (and similarly for 7., m¢, M) and (I¢) 7, =
On,m,.- Hence it is the symmetric sum of the four quartic melonic interactions of random tensors at rank
four [DGR14] with equal couplings.

This model is globally symmetric under colour permutations and has a power counting almost similar
to the one of ordinary ¢3 [GJ73; FO76; MS76]. It has eleven divergent graphs (regardless of their colours)
including two (melonic) two-point graphs: the tadpole M, linearly divergent, and the graph My log
divergent (see fig. 3). Note that each of these eleven graphs has several coloured versions. For example,
there are four different coloured graphs corresponding to M, sixteen to Mz, and ten to the unique
melonic divergent vacuum graph of order two (see fig. 4).

2Here formal simply means that 2y is ill-defined in the limit N — oo.
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Figure 3. The two divergent (melonic) two-point graphs. The melonic quartic vertex is

shown with gray edges, and the bold edges correspond to Wick contractions of T with T,
hence bear an inverse Laplacian.

Figure 4. The seven divergent melonic vacuum connected graphs.

a. ‘)?1 b. mg C. mg

Figure 5. The three divergent non-melonic vacuum connected graphs.



The main problem in quantum field theory is to compute W(g,J,J) = log Z(g, J, J) which is the
generating function for the connected Schwinger functions

6 DR 8 8 ... 6
0Jn, 0w 0Ty, 0T

SQk(ﬁlwﬂaﬁk;nlw"vnk): W(gv‘Lj)‘J:j:O'

Thus our main concern in this work will be to prove the analyticity (in g) of W in some (non empty)
domain of the complex plane, in the limit N — oo. Of course there is no chance for Z; to be well defined
in this limit and some (well-known) modifications of the action have to be done, namely it has to be
supplemented with the counterterms of all its divergent subgraphs.

Let G be a tensor Feynman graph and 74 be the operator which sets to 0 the external indices of its
Feynman amplitude Ag. The counterterm associated to G is given by

5@ = —Tg( Z H —Tg)AG
F3G geF

where the sum runs over all the forests of divergent subgraphs of G which do not contain G itself (including
the empty one). The renormalized amplitude of G is

AL = (1-76)( Z H —7y)Ag.
FPG geF

The behaviour of the renormalized amplitudes at large external momenta is a remainder of the initial
power counting of the graph. In particular, let M be the set of the two divergent 2-point graphs, namely
M = {My, Mz}. Their renormalized amplitudes are (neither including the coupling constants nor the
symmetry factors, and seen as linear operators on 'H®)

A, (n,m) =Y a1(ne)onm,

A§M2 <n7ﬁ) = Z (a2(n0> + Z agl (nc))én,ﬁa

c c'#c

—Ne) — n?
al(nc) _ Z 6(pc c) 5(pc) _ Z ( c

(13) = - AT R R R
_ 5(pc - nc) - 6(pc) 6((]6 - nc) - 5(QC)
012(7746) - pﬂgzél p2 +1 (q2 + 1)2 )
¢ 5(pc/ - QC') - 5(pc’) 6((10 - nc) - J(QC)
as (ne) =
2 () p;% P+l (¢ +1)?

Remark that a$ is in fact independent of ¢’.

From now on we shall use the time-honored constructive practice of noting O(1) any inessential
constant. The large n behaviour of the renormalized graphs M; and Ms is controlled by the following

Lemma 1.1. — Let n € Z* and ||n|| be \/St_ 1 n?. Then
[ A, (n, )| < O(D)[[nf|dnm, A, (n,7)| < O(1)log(1 + |[n]])dnn-
Proof. — Elementary from eq. (1.3).
Let V be the set of divergent vacuum graphs of the model (1.1). For any Feynman graph G, let |G|

be its order (a.k.a. number of vertices). Then the regularized generating function Z of the renormalized
Schwinger functions is defined by

— <, T VT T (=o€l _
(1.4) Zx(9,7.7) ;:N/eT.J+J.Te—% VT T (L S8 06) g0 (7T,
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where Sg is the usual symmetry factor of the Feynman graph G, and the normalization A is, as an-
nounced, the exponential of the finite sum of the counterterms of the divergent vacuum connected graphs,
computed with cutoff NV:

N::exp(z (_nggég)

Gev
As a final step of this section, let us rewrite eq. (1.4) a bit differently. We want to absorb the mass
counterterms in a translation of the quartic interaction. So let us define gon, = > ey (—gi)G‘G‘ d0¢ and
8 =1 >, 0%,. Then the integrand of Zx contains e 7 2t with
I, =V.(T,T) - 6.T-T = L Tr (T1:T)* - 65,T-T.
By simply noting that for all ¢, T-T = Tr.(T 1. T), we get
Io= 3 Tr(TL.T - 65, 1.)% — 5(2N +1)(55,)*

Thus Zx rewrites as
ZN(97 J,j) — Neét /eT.7+J~Te—% ZC VI(T,T) d,U/C(T; T)’
where VI(T,T) = Tr.(T1. T — 6¢,1.)? and

0p = %ZTrC HC(éfn)2 = g(2N +1) 2(576”)2’

C

where the last equality uses the particular form of the cutoff [-N, NJ.

1.2. Intermediate field representation. — The main message of the Loop Vertex Expansion (a.k.a.
LVE) is that it is easier (and to a certain extent better) to perform constructive renormalization within
the intermediate field setting. Initially designed for matrix models [Riv07] LVE has proven to be very
efficient for tensor models in general [Gurl3al.

1.2.1. Integrating out the tensors. — So we now decompose the four interactions V. by introducing
four intermediate Hermitian N x N matrix fields o acting on H. (here the superscript T refers to
transposition). To simplify the formulas we put g =: A% and write

VT _ /ei)\Trc (71 T-65,1)07 ] dv(oT)

where dv(ol) = dv(o.) is the GUE law of covariance 1. Zy(g,.J,J) is now a Gaussian integral over
(T, T), hence can be evaluated:

Zn(g,J,7) = Ne* / (T dv(oe) )due(T,T) T T+ TeATT 2, o tre e

(15) = Neét / (HdV(UC)>eJCI/zR(U)C1/277Tr10g(H72)71" Zc 6:” Tre o

where g =01 ®H2 [029] ]13 X ]I4 —+ ]Il ®0’2 ®H3 X ]I4 —+ ]Il %] ]IQ ®O’3 ®]I4 —+ ]Il %] HQ (%] Hg (8)0'47 ]I is the identity operator
on H®, Tr denotes the trace over H®,

Y(0) = iACY26CV? = iNH

is the o operator sandwiched® with appropriate square roots C'/2 of propagators and includes the i\
factor, hence H is always Hermitian and ¥ is anti-Hermitian for g real positive. The symmetrized
resolvent operator is

R(0) = (I—ixCY?0CY?)™t = (1-%)~L.

3Using cyclicity of the trace, it is possible to work either with C'o operators or with symmetrized “sandwiched”
operators but the latter are more convenient for the future constructive bounds of Section 5.
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In the sequel it will also be convenient to consider the inner product space L(H)* := L(H1) x L(H2) %
L(Hs) x L(#4) where each L(H,) is the space of linear operators on ;. Let @ and b be elements of
L(H)*. Their inner product, denoted @-b, is defined as 3. Tre(alb:). For any @ € L(H)*, to simplify
notations, we will write its c-component (@), as a.. Similarly we define & as the element of L(#H)* the
c-component of which is o.. Finally let I be the multiplicative identity element (I... = . L.) of the
linear operators L(L(H)*) on L(H)*.

The Gaussian measure [[_dv(o.) is now interpreted as the normalized Gaussian measure on L(H)*
of covariance I and denoted dvy(7).

1.2.2. Renormalized action. — It is well known that each order of the Taylor expansion aroung g = 0
of Zy (see eq. (1.4)) is finite in the limit N — oco. The counterterms added to the action precisely
compensate the divergences of the Feynman graphs created by the bare action. Proving such a result is
by now very classical but still somewhat combinatorially involved. We exhibit here one of the advantages
of the intermediate field representation. We are indeed going to rewrite eq. (1.5) in such a way that the
compensations between terms and counterterms are more explicit. Such a new form of an action will
be called renormalized c-action. The idea is to Taylor expand log(I —iACo) “carefully”, i.e. order by
order in a way somewhat similar in spirit to the way multiscale analysis teaches us how to renormalize a
quantum field theory.

Order 1. So let us start with the first order of the log:

log(T—iACo) =1 —iACo + log,(I—iACo),

where log,(1 — z) = Zi: 2% /k 4 log(1 — x). The integrand now includes the exponential of a linear
term in o, namely i\(Tr(Co) — 3 05, Treoc). Recall that 05, = —dume + A?d0s (see Appendix A.1 for
the explicit expressions). Let us rewrite (part of) this linear term as follows:

iN(Te(Co) + ) ome Treoe) = iAAL, -7, (Aly,)e = Tre C + dpqz L.

Note that (I5\41)c is, up to a factor I;, the truncated renormalized amplitude of M, considered here as
a linear operator on H.. Therefore

— o JCY2R(0)CY?T—Trlog, (I —S)+iAAT oq, -5—iA3 5 pqe Tre e
Zx(g, 1. T) = Ne* / diy(7) e’ 082 (1 D)+ sy 0N 3 baag Tre o

The next step consists in translating the ¢ field in order to absorb the i)\fﬁwl -¢ term in the preceding

equation through a translation of integration contour for the diagonal part of o: ¢ — 7 + El, where
Bl = Z)\Af/\/h

_ . 1/2 1/27F_ 3y _i)\3 ¢ Tr. o. 1532
Zy(g,J,T) = Ne® / (G — By) &’ RO T Troma(l-2) =i 3 oy Tre 0ot 5 (B)*,
To simplify the writing of the result of the translation, we introduce the following notations:

oy = Z(WMI% ®l; € L(H®), By =ilAl,,,

Dl = i)\Cl/QBlcl/Q, Ul =X+ Dl;
Ri(0) = (1-U;)" "

Remark that as (E;Ml)C is diagonal (i.e. proportional to I.), the operator B is diagonal too:
(1-6) (Bl)mn = Z by (mc)émn-
c
The partition function thus rewrites as

Zx(9, 0, 7) =M / dug(F) '€ R (@O T Trlogy(1=UD =X 3 Sag Trc o

1,22 . -
N = ./\fe‘steﬁ(Bl)Z_M3 2. Smg Tre(Bu)e

)
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provided the contour translation does not cross any singularity of the integrand (which is proven in
Lemma 1.5).

Order 2. 'We go on by pushing the Taylor expansion of the log to the next order:
logy (I —Ut) = 35U + logs(I-U1).
Using Tr[D1X] — iX* Y g Treoe = —i)\Sfﬁwzﬁ, and adding and subtracting a term Tr[D;¥?] to

prepare for the cancellation of the vacuum non-melonic graph in fig. 5c, we obtain

(L7) 2l 7) = N ed 0 [ (e e T

« e3 TrE? (T +2D1)] - —Tr[D; 22 —iA3 AT oy

where, as for My, (A%, M, )c 18 the truncated renormalized amplitude of M$. We now define the operator
Q € L(L(H)*) as the real symmetric operator such that

NG-QF = — Tr[Y*(1+2Dy)).
Using eq. (1.6),

1
)(n2 +m?2 + 1)

(1.8) (Q)ectsmeneiprq = cc'Omep.On.qg. Z 2 +m2 11

é

b1 (me
1+21)\Z 2%1—m2+1)

1
+ (1 - 666/)6mcn66pc’ qe! Z 2 2 2 2
re[—N,N]? (mc+pc’ +r +1)

« <1 " 2iA (bl(mc) + bl(pc’) + Z bl(TC”)))-

mg + pz’ + T2 + 1 c"#e,c!

It is also convenient to give a special name, Qg, to the leading part of (). More precisely Qg is a diagonal
operator, both in colour and in index space, defined by:

(QO)CC,§mcnc7pc’ qe! = 6CC, CZ;]:::{é C”’rrriigcr
me,Pe
1
1.9 = Oce'Omep. 0 ’
(1.9) ce'OmepeOneae ) (m2+m2+1)(n2 +m2 +1)

me

so that minus half of its trace, which is linearly divergent, is precisely canceled by the dyn, counterterm

A2 A2 !
_A T = —Jm. = — 2 .

Me N, M

We also define Q1 = @Q — Q. Remark that in Tr@Q;, only the diagonal part of @} contributes, hence
2
Tr Q1 is exactly canceled by the counterterm for the graph s: —% Tr @1 = —dm,. Consequently

(1.10) — 25-QF + 0, + 0y = =5 (3-QF — Tr Q) = —2:7-Q5:

is nothing but a Wick-ordered quadratic interaction with respect to the Gaussian measure dvy(). There-
fore we can rewrite eq. (1.7) as

Z(0,0,7) = Ny [ din(3) 0" eI T 705 D0

with Ny = Njes TrDi—dm; =0y,
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The counterterm o, for Mo is a bit more difficult to express in this language since it corresponds

to the Wick ordering of /\745 -Q37. It is in fact a square: dy, = —%4 Tr Q2. We first represent it as an
integral over an auxiliary tensor 7 which is also a collection of four random matrices 7, ,,:

where the scalar product is taken over both colour and m,n indices i.e.

QO'F = Z (QO)cc;mn,mnTycym-

c,m,n

Then

ZN(Q, Ja j) = N3 / dV]I(E, 7?) 6JCI/2R1(U)CI/27_Tr logz (I -Uy)

2 -
—)\T:U'QUZ-"-Z

'%QO F—Te[D1 52 =N A, -7

X e

with V3 = Nz e %% and dv(3,7) == dvi(G) @ dvr(7). The next step of the rewriting of the o-action
consists in one more translation of the & field: By == —i\3 A%,

Zn(9.0.T) =Ny 2 B [ (@ - By 7)€ T o003

o o~ 0 QL Qo P Te[D1?]
Finally we introduce the following notations:
f/\/lg = Z( r_/\/lz)C ®Hé, BQ p— _Z>\3 r_/v[27
c
(1.11) Dy = iACY2B, 012, U=+ Dy + Dy = S+ D,
R(o) = (I-U)"", VZ3(0) := Trlogs(I-U).

Remark indeed that —Trlogs(I—U) expands as » g3 1T UTQ, which can be interpreted as a sum over
cycles (also called loop vertices) of length at least three with o or D insertions. We get

Zx(g.7.7) = Ny / A (3, 7) e’ REC TV o)V < o)~ TD: ]
V<(0,7) = 5:17-QF: — i35 Qo7 — Tr[ DoY)
Ny = Ny e B2 Bot g Te[D3]
provided the contour translation does not cross any singularity of the integrand, see again Lemma 1.5.

Returning to figs. 3 to 5, we see that Feynman graphs made out solely of loop vertices of length
at least three are all convergent at the perturbative level, except the last three of the seven divergent
vacuum melonic graphs in fig. 4, which correpond respectively to a loop vertex of length three with three
M insertions, a loop vertex of length three with two M insertions and one Mj insertion, and a loop
vertex of length 4 with four M insertions. The three missing terms corresponding to the three remaining
divergent vacuum graphs are & = Tr(3 D} + DD, 4+ 1D?). Once again, we add and substract those

missing terms from the action. Thus, defining V>3(c0) := V>3(0) + Tr[D1 2] 4 &, we get

Zn(g,J,J) = N5/d1/]1(87 7) eJCl/zR(o)Cl/?j_V23(U)_V<2(O',’T))

./\[5 = ./\/4 68.

Lemma 1.2. — 2)(g) :=1log N5 = 0.
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The proof is given in Appendix A.3.
The goal is therefore from now on to build the N — oo limit of
WN(g7 J?j) = 1OgZN(ga ij)

and to prove that it is the Borel sum of its (well-defined and ultraviolet finite) perturbative expansion in
g = A2, In fact, like in [DR16], we shall only prove the convergence theorem for the pressure

(1.12) Wi (g) = Wn(g,J. J)l ;_5_0 =log Zn(9),  Zn(g) = /dw(a 7e
where the intermediate field interaction V' is
V i=VZ30) + VSi(o,71),
since adding the external sources leads to inessential technicalities that may obscure the essential con-

structive argument, namely the perturbative and non perturbative bounds of Sections 5 and 6.

1.3. Justifying contour translations. — In this subsection we prove that the successive translations
performed in the previous subsection did not cross singularities of the integrand. This will lead us to
introduce some basic uniform bounds on D and R when g varies in the small open cardioid domain Card,
defined by |g| < pcos?(3 argg) (see fig. 6).

Lemma 1.1 easily implies

Lemma 1.3 (D, Dy, D2 estimates). — D, Dy and Dy are compact operators on H®, diag-
onal in the momentum basis, with

O)lg|

L+ [In]

O(1)|g*[1 + log(1 +||n|])]
1+ [In|?

Omn-

sup(|(D)mnl; [(D1)mnl) < Omns  [(D2)mn| <

Lemma 1.4 (Resolvent bound). — For g in the small open cardioid domain Card,, the
translated resolvent R = (1—U)~! is well defined and uniformly bounded:

IR|l < 2cos™ (L argg).

Proof. — 1In the cardioid domain we have |arg g| < w. For any self-adjoint operator L, by the spectral
mapping theorem [RS80, Theorem VIIL.1], we have

(113) I(T—iygL) || < cos™' (L arg g).

Applying to L = H, remembering that A = /g, the lemma follows from the power series expansion

I@=0) "M = [(T=iAH = D) < [J7HI D I1DT e,
q=0
with J := [ —iAH. Indeed by eq. (1.13), |J~!|| < cos™(% arg g), and, by Lemma 1.3,
IDJ < O]yl cos™ (3 arzg) < O(1)p.

Taking p small enough, we can ensure ||DJ~"|| < 1/2, hence 3 72 | DJ ¢ < 2. O
Lemma 1.5 (Contour translation). — For g in the cardioid domain Card,, the contour

translation from (0¢)p.n, 0 (0c)n.n.+Bi1 does not cross any singularity of Trlogy (I —iACY/2aC1/?),
and the translation (.)p,n, +Ba does not cross any singularity of Trlogs (I —iACY2cCY? 4 Dy).
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Proof. — To prove that Trlog, (I —iAC/26C"/?) is analytic in the band corresponding to (o¢)n,n, + B1
for the (0¢)n.n, variables, one can write

1 1,2
T tw

log,(1 —z) =2 — dt = — dt

0gy(l—x) = /017tx /Olftx

and then use the previous Lemma to prove that, for g in the small open cardioid domain Card,, the
resolvent R(t) i= (I —itAC'/2¢C"/?)~1 is also well-defined for any ¢ € [0, 1] by a power series uniformly
convergent in the band considered.

For the second translation, we use a similar argument, writing

|
z? Loy La2(1 -2t —tx))
1 1—2)= — - —dt = ———— "2 dt.
ogs(l—z) =+ 3 /0 1—tx /0 2(1 — tx)
1.4. Multiscale analysis. — The cutoff [~ N, N]* of the previous section is not well adapted to the

rotation invariant n? term in the propagator, nor very convenient for multi-slice analysis as in [GR14].
From now on we introduce other cutoffs, which are still sharp in the “momentum space” f5(Z)%, hence
equivalent* to the previous ones, but do not longer factorize over colours®.

We fix an integer M > 1 as ratio of a geometric progression M7, where j € N* is the slice index and
define the ultraviolet cutoff as a maximal slice index jax so that the previous N roughly corresponds to
Mmax . More precisely, our notation convention is that 1, is the characteristic function of the event z,
and we define the following diagonal operators on H®:

(1<1)mn = (11)mn = 11+\|n|\2<M26mn7
(1<j)mn = Liq|n|2<m2i Omn for j > 2,
>2

1 =1g —1g for j > 2.

(Beware we choose the convention of lower indices for slices, as in [GR14], not upper indices as in [Riv91].)

We also write C;/jz for 1<J~C1/2 and C;/Q for 1jCl/2. Since our cutoffs are sharp (projectors) we still
have the natural relations

(€L =Cq (G =0

We start with the (o, 7) functional integral (1.12) which we have reached in the previous section, and
organize it according to the new cutoffs, so that the previous limit N — oo becomes a limit j,.x — 0.
The interaction with cutoff j is obtained by cutting the propagators in the loop vertices. Remark that
we do not need to introduce cutoffs on the propagators hidden in A’ or A’ , as these are convergent
integrals anyway. It means we define the cutoff version of the quantities introduced in the previous
subsection as

(1.14a) V(o) =V o)+ VEE (o, 7),
(1.14b) ngg(a) = Trlogs(I 7U<j) + TI‘[DLSJ'E%J-] + &<,
(1.14c) £ =Tr(3D} ¢; + D3 (;Da g + iDiéj)v
(1.144d) VS = 5:5-Qq7 — i25Qo.<; 7 — Tr[Da 2y,
(1.14e) Rg<j = Qo< +Q1,<,
1 N ~1/2  ~1/2
(1.14f) Rej = —Ug,’ Ugj =Yg+ Dej, S =iXCL 0CL),
(1.14g) Di<; =iNCUPBICY?, Do =iNCU'ByCY2, Deji=Digj+ Dagj.

The functional integral (1.12) with cutoff jiyax is then defined as

Wejmax (9) = log Z<;.... (9), Z e (9) = / dvy (7, 7) e V<imax.

4The sup and square norm in our finite dimension four are equivalent.
SWe could also use parametric cutoffs as in [Riv91l; BGR12a], but sharp cutoffs are simpler.
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Defining Vo = 0 and, for all 1 < j < jmax, Vj = Vg; — Vgj—1, we note that Vi, == Zj‘“‘“‘ V; so that

Jmax

(1.15) Ze500) = [ @) [[ ¥

j=1

To define the specific part of the interaction which should be attributed to scale j we introduce

1<](t )—1<j 1+t 1

where t; € [0,1] is an interpolation parameter for the j-th scale. Remark that

15,(t) = 1¢jm1 + 1715,

The interpolated interaction and resolvents are defined as V;(t;), X<;(t;), D<;(t;), R<;(t;) and so on
by egs. (1.14a) to (1.14g) in which we substitute 1¢;(¢;) for 1¢;. When the context is clear, we write
simply V; for V;(t;), Ug; for Ug;(t), U; for 4 U, and so on. In these notations we have

J

_ =3 <2
Vi =Vim+ VT,
1
=&+ [ dt; Te[Uj(I+Ug; — Rgj) + D} ;5% 4 Dy ;X5 + Dy ;55],
(1.16) 0

1
2, o2 o
Vi = 4:3-(Qoy + Q)7 — i35 Q05T — 3/0 dt; Tr[Dj ;3]
E=E8—E¢j1, Qi =01< —Qi<i-1, Qoj = Qo< — Qo<j-1-
Finally, as in [GR14], we define

Wi(o, 1) =e Vi —1
and encode the factorization of the interaction in (1.15) through Grassmann numbers as

Jmax

~>*> Jmaxfw o
Z<g‘max(9)=/dvn 3, 7) (H dp XWXJ)) XWX

where du(X,x) = dxdx e XX is the standard normalized Grassmann Gaussian measure with covariance
1.

2. The Multiscale Loop Vertex Expansion

We perform now the two-level jungle expansion of [AR95; GR14; DR16]. This section is almost
identical to those of [GR14; DR16], as it was precisely the goal of [GR14] to create a combinatorial
constructive “black box” to automatically compute and control the logarithm of a functional integral of
the type of Zxn. Nevertheless we reproduce the section here, in abridged form, since the MLVE technique
is still relatively recent and since there is a slight change compared to the standard version. Indeed we
have now two sets of Bosonic fields, the main ¢ field and the auxiliary 7 field, and the 7 field requires
slightly different interpolation parameters, namely w? instead of w parameters.

Considering the set of scales S := [1, jmax], we denote Ig the |S| by |S| identity matrix. The product
Gaussian measure on the x;’s and ;’s can then be recast into the following form:

1T duxjxi) = dis (%), X = ()1 <i<imans X = (i) 1<i<man
i=1

so that the partition function rewrites as

Zeinlo) = / dvs eV, dvs = dn(3,7) dpns (%, %), W = ij (@.7)x
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The first step expands to infinity the exponential of the interaction:

oo 1 .
Zejnl) = Y o [ dvs (W),
n=0 "

The second step introduces Bosonic replicas for all the nodes® in [n] == [1,n]:

oo 1 n
Z G (9) = Z ] /dVS,[n] H(—Wa),
n=0 a=1

so that each node W, = Z;‘:O" XjW;(@?,7¢)x§ has now its own set of Bosonic matrix fields 7 =
((eh), (6%)%, (6®)%, (6*)*) and 7* = ((r1)*, (v)%, (%)%, (7)), and its own Fermionic replicas (X7, x})-
The sequence of Bosonic replicas (6%;7*),¢[n) Will be denoted by (&'; 7) and belongs to the product space
for the o and 7 fields (which is also a direct sum)

Vig = [L(H)* @ R"] x [L(H)* @ R"] = [L(H)* @ L(H)*] @ R™.

The replicated normalised measure is completely degenerate between replicas (each of the four colours
remaining independent of the others):

dvg () = dig,, (@, T) dius o1, (X X)

where 1 means the “full” matrix with all entries equal to 1.

The obstacle to factorize the functional integral Z over nodes and to compute log Z lies in the degenerate
blocks 1, of both the Bosonic and Fermionic covariances. In order to remove this obstacle we simply
apply the 2-level jungle Taylor formula of [AR95] with priority to Bosonic links over Fermionic links.
However beware that since the 7 field counts for two o fields, we have to introduce the parameters w
differently in o and 7 namely we interpolate off-diagonal covariances between vertices a and b # a with
ordinary parameters w for the o covariance but with parameters w? for the 7 covariance. Indeed with
this precise prescription a sigma tree link (a, b) of type 7-Qo,;, Qo,;,0 term will be exactly Wick-ordered
with respect to the interpolated dv (&) measure by the associated tau link £ = (a,b), see Section 3. In
other words the 9o graph when it occurs as such a link, is exactly renormalized.

It means that a first Taylor forest formula is applied to 1j, in drigi, (@,7T), with weakening pa-
rameters w for the o covariance and parameters w? for the o covariance. The forest formula simply
interpolates iteratively off-diagonal covariances between 0 and 1. The prescription described is legiti-
mate since when w monotonically parametrizes the [0, 1] interval, w? also parametrizes the [0, 1] interval
monotonically; hence a Taylor formula can be written just as well as F(1) = F(0) + fol F'(x)dz or as
F(1) = F(0) + [, 22F'(¢*)dz.

It is then followed by a second Taylor forest formula of 1, in durg @1, (X, X), decoupling the con-
nected components B of the first forest.

The definition of m-level jungle formulas and their equivalence to m successive forests formulas is
given in [AR95]; the application (with m = 2) to the current context is described in detail in [GR14;
DR16], so we shall not repeat it here.

The 2-jungle Taylor formula rewrites our partition function as:
Jmax Jmax

01 Zaul) =) 4 X S [aur [an o [ TIxEw.670E)]

n=0 J =1 Jn=1 B a€B
where

e the sum over J runs over all 2-level jungles, hence over all ordered pairs J = (Fp, Fr) of two (each
possibly empty) disjoint forests on [n], such that Fp is a (Bosonic) forest, Fr is a (Fermonic) forest

5We use the new word “node” rather than “vertex” for the W factors, in order not to confuse them with
the ordinary vertices of the initial perturbative expansion, nor with the loop vertices of the intermediate field
expansion, which are not equipped with Fermonic fields.
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and J = Fp U Fr is still a forest on [n]. The forests Fp and FF are the Bosonic and Fermionic
components of 7. Fermionic edges ¢y € E(Fp) carry a scale data j.

) f dwy means integration from 0 to 1 over parameters wy, one for each edge ¢ € E(J), namely
[dws =11 ten(@) fol dwy. There is no integration for the empty forest since by convention an empty

product is 1. A generic integration point wy is therefore made of m(J) parameters w, € [0, 1],

one for each ¢ € E(J).
e In any J = (Fg, Fr), each block B corresponds to a tree T of Fp.

(2.2a) 07 =0rdp, 0= || Om
BeFg
0 0 0 0
(2.2b) OF = H Ojaje —B(d B T B B(d) )’
ZIZGE((}'F)), (and( )‘9Xje( ) 8Xje( : ‘9de( ))
r=(d,e

4
(2.2¢) on = ]I [Zz(a(azn)a a(a? ) ”Wa(j e a(j )bﬂ

(pEE(Ts), c=1mmn mn mn
¢tp=(a,b)

where B(d) denotes the Bosonic block to which the node d belongs. Remark the factor 2w, in
(2.2¢) corresponding to the use of w? parameters for 7.

e The measure dv; has covariance I®X (wg) on Bosonic variables o, covariance I®X°?(wg) on
Bosonic variables 7 and Is Y (wp) on Fermionic variables, hence

1\ 4 8 ____a 02 o ___a
/dl/j F = [62 Za,b:l Zc:l Zm,n (Xab(wB)a(afnn)“ 8o, )P +Xab (wB)B(T,C,mW a(mcm)b)

L. Io) d
ZB.B’ Vs (wr) ZaeB,bEB' %3aib 5B x5’
e Ja b F
o=1=x=x=0
where X°2 means the Hadamard square of the matrix, hence the matrix whose elements are the
squares of the matrix elements of X, not the square in the ordinary matrix product sense.

e X,(wp) is the infimum of the w,, parameters for all the Bosonic edges {5 in the unique path
Pfjb from node a to node b in Fg. The infimum is set to zero if such a path does not exist and

tolifa=0.

e Ypp (wp) is the infimum of the wy, parameters for all the Fermionic edges ¢ in any of the paths

Pfj;}—’“ from some node a € B to some node b € B’. The infimum is set to 0 if there are no such

paths, and to 1 if B = B’ (i.e. if such paths exist but do not contain any Fermionic edges).

Remember that a main property of the forest formula is that the symmetric n by n matrices X,,(wp) or
X22(wp) are positive for any value of wy, hence the Gaussian measure dvy is well-defined. The matrix
Y (wr) is also positive.

Since the slice assignments, the fields, the measure and the integrand are now factorized over the connected

components of 7, the logarithm of Z is easily computed as exactly the same sum but restricted to 2-level
spanning trees:

(2.3) Wmax (g9) =log Zjmax (9) = Z i| Z : Z

[ s [ vz o [T] T (Wi (@75

where the sum is the same but conditioned on J = Fp U Fr being a spanning tree on [n).

Our main result is similar to the one of [DR16] in the more convergent three dimensional case:
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Theorem 2.1. — Fiz p > 0 small enough. The series (2.3) is absolutely and uniformly in
Jmaz convergent for g in the small open cardioid domain Card, (defined by |argg| < m and
lg] < peos®(Largyg), see fig. 6). Its ultraviolet limit Weo(g) = lim;, ... o0 108 Z<;,... (g) is there-
fore well-defined and analytic in that cardioid domain; furthermore it is the Borel sum of its
perturbative series in powers of g.

Figure 6. A Cardioid Domain

The rest of the paper is devoted to the proof of this Theorem.

3. Block Bosonic integrals

Since the Bosonic functional integral factorizes over the Bosonic blocks, it is sufficient to compute
and bound the Bosonic functional integrals over a fixed block B.

3.1. The single node case. — Let us consider first the simple case in which the Bosonic block B is
reduced to a single node a. We have then a relatively simple contribution

1
/duﬂ(aa,?-a)wja = /dy]I (eVie —1) :/ dt/du]I e Via (=V,).
0

We consider in the term —V), down from the exponential two particular pieces of ij?, namely the
terms —)‘;:EQOJQH: and i\)‘/—;Qo,ja -7. In the first one, we integrate by parts one of its two o fields,

obtaining t’\;ﬁ 'Q%,ja‘? plus (perturbatively convergent) terms
= A2~ A2 = = ! / >3
PCJE(O') = t7U'QO)ja%(7U'Q1)jQU + 3 . dtj Tr[DZ]Eg]] -+ ‘/ja (U))
We also integrate by parts the 7 term in VEQ and remark that it gives —t’\; Tr[Q%)ja], hence exactly

Wick-orders the previous & -Qajaﬁ term. Finally we integrate out the 7 field, which gives back the
t263,.a counterterm. Hence altoghether we have proven:

Lemma 3.1. — The result of this computation is

/du]I (3,7) W;,(5,7) / dte' 5fﬂw/duﬂ )e Vi@ (5):

where
1
2V, (0): = Vj?(a) QO,]a — PCj (o) + ;:3-@17]17: — 3/0 dt; Tr[D'Q’ngj].

This Lemma will be sufficient to bound the single node contribution by O(1)M~ @i« see next sections.
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In order to treat the single node case and the cases of Bosonic blocks with more than one node in a
unified manner, it is convenient to regard :V;_(7): as a sum of (Wick-ordered) skeleton graph amplitudes,
see Definition 2. These Feynman graphs are one-vertex maps except those which correspond to the terms
in PC;, (o) which are trees with only one edge. Therefore we will write

=V, (@) = Z:AG (@):.
G

3.2. Blocks with more than one node. — In a Bosonic block with two or more nodes, the Bosonic
forest Fp is a non-empty Bosonic tree 7. Consider a fixed such block B, a fixed tree Tz and the fixed
set of frequencies {j,}, a € B, all distinct. We shall write simply dvg for dvy, (@, 7). The corresponding
covariance of the Gaussian measure dvg is also a symmetric matrix on the vector space ‘75, whose vec-
tors, in addition to the colour and double momentum components and their type ¢ or 7 have also a node
index a € B; hence Vi = RIBl @ [L(H)* & L(H)*]. It can be written as X = I®[X (wg) + X°*(wg)]
where X acts on the o part hence on the first factor in [L(H)* & L(#)*] and X°? on the 7 part hence
on the second factor in [L(H)* & L(H)*].

8.2.1. From trees to forests. — We want to compute

Ig = /dug O H(e*vfa - 1)(@*, 7).

a€B

When B has more than one node, since 75 is a tree, each node a € B is touched by at least one derivative
and we can replace W = e~Via — 1 by e Via (the derivative of 1 giving 0). The partial derivative d7,
can be rewritten as follows:

o= (11 % )T I @ +0.)

LEE(TR), ce=1Me,ne acBscSE
{=(a,b)

where Sg is the set of edges of Tz which ends at a, and

0 0
Oy, = , 0, =
° 0o, © O(Trin, )"

We thus have to compute

IBZ/dVB H Z Z Fg, Fg = H[H (6054—675)6*‘/-7‘@].

LeE(TB), ce=1Mu:ne acB seSg
{=(a,b)

We can evaluate the derivatives in the preceding equation through the Faa di Bruno formula:
[110-. +0:1f(9(0.7) = 3 Vg0 7)) TT ([T + 8- 1) 9. 7))
ses T bemr  s€b

where 7 runs over the partitions of the set S, b runs through the blocks of the partition 7, and |7| denotes
the number of blocks of . In our case f, the exponential function, is its own derivative, hence the formula
simplifies to

(3.1) Fp=[]e v (Z 11 [[H (0, + 07,)] (—‘@)D,
a€B T bagme sEbe

where 7% runs over partitions of Sg into blocks b°. The Bosonic integral in a block B can be written
therefore in a simplified manner as:

(3.2) Iy = Z/dVB (H e~ Via (aaf@)AG(&),
G

a€B
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where we gather the result of the derivatives as a sum over graphs G of corresponding amplitudes Ag (7).
Indeed, the dependence of V; being linear in 7, the corresponding 7 derivatives are constant, hence am-
plitudes Ag(d) do not depend on 7. The graphs G will be called skeleton graphs, see Definition 2.
They are still forests, with loop vertices”, one for each b® € 7, a € B. We now detail the different types
of those four-stranded loop vertices.

To this aim, let us actually compute Ope = [[I,ce (0o, + 07.)] (—V;.), part of eq. (3.1). First of all,
remark that as V; is linear in 7 and 8, V; is independent of o, if [b°] > 2, Ope = [[T,cpe 0. ] (=Vi0 )
Then, we rewrite eq. (1.16) using [+U — R = —U?R:

DI T D = ! 1712
(33) V= 5j + 750"@]‘0'2 — ZﬁQQ,j'T +/O dtj TI‘[—UjUijgj
+D1,5%; + D1.<; (X3¢ + %)) — 3D ;3]

Remembering that 0,, and 0, stand for derivatives with well defined colour and matrix elements, we
introduce the notations

IUg; 0¥ /2 c5 ~1/2
s — ) ) s
Agj = 80'767;‘5715 = 80%87% = Z)\ng 1) ng 5
ou; 1))
s i Gyl 258 ~1/2 1/2 c5 ~1/2
A% = 90T o ot =1iNC; 70 CT +CL76°C; )
where 6%, defined as (6%), = 80_‘?% = (37?+7 equals €, n, ® Iz, where e, ,, has zero entries every-

mgng mgng

where except at position mgng where it has entry one.

As noticed above, only one 7 derivative needs to be applied to —V;:

2
Or, (_VJ) = Z% Tre, [(QO,j)cscsemsns}

We now concentrate on the o derivatives. Since 05, R<j = R¢; ARy, We get
(3:4) 85, (=Vj) = =N Tre, [€m,n, (Q;0)e,]
1
+ / dt; Tr[AUZ;Rej + UjAN Ui Ry + UjUGAL Ry + UjUZ RN R
0

- Dllﬁj(Asng<j + Engsgj) — Dl,gj(Aj-Zgj + E;Asgj + ALY+ Engsj) + 3D/2’jAS<j].

<5

In this formula notice the first term which is the o derivative of :7-Q;7:, the sum of the next four terms,
depending on whether J,, acts on R or on one of the three explicit U-like numerators, and also the seven
simpler terms with explicit D-like factors.

Notation

From now on, to shorten formulas and since j is fized, we shall omit most of the time the < j
subscripts (but not the all-important j subscript).

The explicit formula for k£ = 2 is also straightforward but longer. We give it here for completeness:
(3-5) 8052 8051 (_VJ> =\ Tr[emslnsl (Qj>cslcsz €ms, ns2]
1
+ / dt; Te[A% A2UR 4 AT UAN?R + AT URAZR
0

+ AZATUR 4 Uj A AR + U A URA™R
+ APUN'R + U A AR + UjUN RAPR
+ APUPRAMR + Ui URN'R + UjUANPRAMR + UjURAZRAM R + UjURARA™R
_ D/Lj (Asl AS2 + AS2A51) _ Dl(ASleSQ T ASJ.ZASl 4 AmAsz + AszASJ;)]_

"We recall that loop vertices are the traces obtained by o derivatives acting on the intermediate field action
[RivO7].
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The formula for £ > 3 is similar but has no longer the D terms: as they are quadratic in o, they “die
out” for k > 3 derivatives. Derivatives can only hit p times the U terms and k — p times the resolvent R,
for 0 < p < 3. All in all, the application of k > 3 o-derivatives on —V; gives:

k

(3.6) (Hagi)(—vj)z/ldtj ﬂ[ 3 Uj’.UzR(ﬁA«‘%(i)R)

i=1 0 TESH i=1

J

k k
+Y Y (AU UAU + UUN)R(] AOR)
o=l TESkN\{ig} i
k
+ > S (AONNU + AUND + A AU + U A0 A

b0,1=1 TESR\ (3,11}
10<t1

k
=1

i#i0,i1
k k
Sy Y Y sesosmer(J[aor)

where for any finite set F, Sg denotes the permutations on £. Remark that the special C; propagator
is never lost in such formulas. They express the derivatives of V; as a sum over traces of four-stranded
cycles (also called loop vertices) corresponding to the trace of an alternating product of propagators (Cg;
or, only once, C;) and other operators on H® nicknamed insertions. The number and nature of these
insertions depend on the number of derivatives applied to V. For k < 3 derivatives, loop vertices contain
between 4 and 8 insertions of type d,0 + B, R, D1, D] or Dj. For k > 3, loop vertices of length ¢, i.e.
having exactly ¢ insertions, with 2k — 2 < £ < 2k + 4, bear insertions of type 6,0 + B or R. Each loop
vertex has exactly one marked propagator C; which breaks the cyclic symmetry. All the other ones are
C«;. The corresponding sum over all possible choices of insertions and their number is constrained by
the condition that there must be exactly & ¢ insertions in the cycle. A particular example is shown in
fig. 7.

Each effective vertex of G now bears exactly |[b%| § derivative insertions, which are paired together
between vertices via the coloured edges of the tree Tg, plus some additional (see above) remaining
insertions. Note that to each initial W), may correspond several loop vertices Vja, depending on the
partitioning of Sg in (3.1). Therefore although at fixed |B| the number of edges m(G) for any G in the
sum (3.2) is exactly |B| — 1, the number of connected components ¢(G) is not fixed but simply bounded
(above) by |B] — 1 (each edge can belong to a single connected component). Similarly the number
n(G) = ¢(G) + e(G) of effective loop vertices of G is not fixed, and simply obeys the bounds

(3.7) 1B < n(G) < 2(B| - 1).

From now on we shall simply call “vertices” the loop vertices of G.
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S or c+B

S or 0+B

Figure 7. An example of a four-stranded vertex of length four with its typical cycle of
insertions. Black (matrix type) dots correspond to 6 or o + B operators. Each has its
well-defined colour, hence opens a well-defined strand. Any ¢ insertion is in fact an half
edge of the tree T, hence pairs with another vertex (not shown in the picture). The
marked insertion (pictured a bit larger and in red, together with its neighboring corners)
indicates the presence of the slice j propagator C;. Resolvents are pictured as green
squares. The sum is constrained to have exactly k derived insertions of the ¢ type, the
others are o + B.

3.2.2. Wick ordering by the 7 field. — Each ¢ = (a,b) for which the 7 derivatives have been chosen,
see eq. (2.2c), creates exactly a divergent vacuum graph s (see fig. 5b) obtained by contracting two
quadratic Qg factors, one with scale j, and the other with scale j,. Fortunately this cancels out with a
very special potentially divergent quadratic o link. To check it, let us perform exactly the remaining 7
integral. The result is expressed in the following Lemma.

Lemma 3.2. — After integrating out the T field, the expansion is the same as if there had
never been any T fields, but with two modifications:

o there exists an exponential of the counterterm

S p(w) = =21 3" X%(a,b) Tr[Qo,j, Qo.z,);
a,beB

e cach o link for £ = (a,b) made of exactly one link between two Qq factors, is exactly Wick
ordered with respect to the dvg(d) covariance, namely its value in Ag is :0%- Qo j, Qo,jbﬁb:.

In other words

ta= 3 ) ) ([ ) 1
G

aeB

where :Ag(T): is obtained by the same formula as if there had never been any T field, but with
one modification: the Wick ordering indicates that each link of the type Ha-QovjaQ(),jbﬁb is Wick
ordered with respect to the dvg(d) measure.

220, 7
Proof. — The first part of the statement is obvious: integrating the linear e'v2 @™ terms with the
dvg(7) interpolated covariance must give back the exponential of the full dgy, counterterm but with the
weakening covariance factors X°2(a,b) between nodes a and b. The second statement is also not too
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surprising since the counterterm dg, should compensate the divergent graphs 91y which are brought
down the exponential by the MLVE expansion. But let us check it explicitly. Any tree link £ = (a, b) in
the Faa di Bruno formula either is a 7 link hence created a term

2wy ( ) Tr[Qo,j, Qo) = —weA* Tr[Qo, 5. Qo5 )

or a o link. In this case it either has joined two Qg loop vertices each with one o field at its free end, or
done something else. In the first case, the expectation value of the corresponding term is

2
— _)2 —a —
/dVB(U) (%) 225 Qu,j,Q0,5,0" = weX Tr[Qo 5, Qo 5y -
This proves the second statement: such o links are exactly Wick-ordered by the 7 links. g

From now on we can therefore forget the auxiliary 7 field. Its only purpose was to effectuate the
compensations expressed by Lemma 3.2, without disturbing too much the “black box” of the MLVE.
Moreover, anticipating on Section 6, notice that the functional integration (with respect to the Gaussian
measure vg) of the “graphs” G would result in (perturbative series of) purely convergent Feynman graphs.

3.2.8. Perturbative and non-perturbative contributions. — In all cases (including the single isolated block
case) we apply a Holder inequality with respect to the positive meabure dvg to separate four parts: the
perturbative part “down from the exponential”, the partlcular :0-Qo,;0:x Wick-ordered term (which
requires special care, since without the Wick ordering it would lead to a linearly divergent bound which
could not be paid for), the other non perturbative quadratic or less than quadratic factors, which we
define as

1
(3.8) VfQ = ’\;:E-QME:X - 3/0 dt; Tr[Dj ;3]
(remember the 7 field has been integrated out, hence replaced by the dm, g(w) counterterm), and fi-
nally the higher order non-perturbative factor Vf3. This last factor will require extra care and the full
Section 5.2 for its non perturbative bound.

Remark. — The careful reader would have noticed the extra index X associated to the Wick ordering
of both ¢-Qo ;0 and 7-Q1, ;0. The Wick ordering of those terms were originally defined with respect
to the Gaussian measure of covariance I 7.e. before the jungle formula and thus before the interpolation
of the covariance (see eq. (1.10)). Nevertheless the contraction of the two &’s (in both expressions)
corresponds to a tadpole intermediate graph and is thus never accompanied by weakening factors w. We
can therefore equally well consider that the two terms above-mentionned are Wick ordered with respect
to the interpolated measure of covariance X.

Finally we write:

(3.9) |Is] < JePnae)|( / s T 700 @) 1 / dvs [ e e 0)
a€B a€B
I1, non-perturbative I5, non-perturbative
>3 za 1/4 1/4
(/duBHe4lv >') Z(/dyg\;AG(E);\4) .
G —

I erturbative
I3, non-perturbative 4P

To bound such expressions, and in particular the “non-perturbative” terms, requires to now work out in
more details explicit formulae which in particular show the compensation between the terms of eq. (3.3).
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4. Estimates for the interaction

This section is a technical interlude before estimating the non-perturbative terms of eq. (3.9) in
Section 5.2. In its first subsection, we make explicit the cancellations at work in V; and derive a quadratic

bound (in ¥) on |Vj>3|. It will be used to prove Proposition 5.7 which constitutes one step towards the

bound on I3 of eq. (3.9). In its second subsection, we get a quartic bound on |Vj23\ used both in Section 6
and in Section 5.2 but this time to prove another step of our final bound on I3, namely Lemma 5.8.

4.1. Cancellations and quadratic bound. — In this section, we first derive a new expression for
Vf3 (eq. (4.1)) in order to explicitely show the cancellation involving the £; counterterm. Then we prove

a so-called quadratic bound on |Vj23\ (Lemma 4.1) in terms of a quadratic form in o. This estimate will
be useful in Section 5.2.

In the sequel, we will be using repeatedly the few following facts:

1
[U,R] =0, 1; = dtj(tj)’ 1?:1j,

[D1,1;] = [Da,1;] = 0, D;=D1;, ¥, =1;2+31,

Notation

From now on, in order to simplify long expressions, we will mainly trade the ' notation (e.g. D',3’)
for the ones with explicit cutoff 1; (e.g. D1;,1;5 4 ¥1;).

So let us return to eq. (1.16), using cyclicity of the trace, (I+U — R) = (I-R)U =U(I-R) = —-URU,
and D = Dy + D,, we define

S—i-/dtvj,

oy = Tr[Uj(I+Ug; — Rgj) + D7 ;5% + Dy ;T5% + Dy ;55
= Tr[(Ule +¥1;U)(I-R) — U1;D1;UR + 3D11;5°1; + 2D, 51;¥]
=Tr[(U1,Z + £1,U + $1;D1;%)(I-R) — D*1;R — D*1;%R — £1;D°R
— D51;%%1; +2D1(21,8 + 1,;571;).
In order to show the compensation involving £;, we now expand the D31jR term, as
Tr[D?1;R] = Tr[D?1; + D*1; + D°1;R + D*(1; 4+ D1;)SR].
We further expand the pure D terms as Tr [D31j + D41j] = Deonw,j + Dain,; With
Dconv,j = Dconv,éj - Dconv,gj—la Ddiv,j = Ddiv,gj - Ddiv,<j—1;

Dconv,gj = TI'[ng <j + Dl ]Dg <j + l((Dlagj + D27§j)4 - Digj)]’
Daiv,<j = Tr[3 D} <; T D} <jD2.<j + 1D1 <]} =&

(2)
J

Clearly, fol dt; Dajv,j = &;. Hence, redefining Vf?’ = fol dt; v; and v; = 11](-0) + UJ(-I) +v:”, we have

'O) = _T\I‘[D51 R] conv,ja
Y = Tr[(D1,% 4 $1,D)(1-R) — D*1,5R — £1,;D*R — D*1,5%R — D*1,5R],
2 = Tr[(251,F + £1,D1,5)(1—R) — Dy1,;5%1; 4 2D, ($1,% + 1,521,)].

(
]
(4.1) of
o
.7

This has shown the desired cancellation of the &; counterterm with the —Dy;, ; term.

We now turn to the proof of the following Lemma, suited to a non—perturbative sector of the model
analysis, which bounds |Vj| in terms of a quadratic form Q;(¢) = G ITr [£*1,%], since higher order
bounds can certainly not be integrated out with respect to the Gaussian measure dvg.
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Lemma 4.1 (Quadratic bound). — For g in the cardioid domain Card,, there exists a real
positive number k such that

V72 < kp (1+ Q;(9)).

The proof of Lemma 4.1 requires the following upper bounds

Proposition 4.2 (Norms and traces). — For all0 < e <1, for any t; € [0,1] and g in the
cardioid,

IRII'< 20/19l, Te[D'1;] < O(1)|gl*,
D]l < O(1)]g], Te[D°15]] < O(1)]glP M,
[Deonv,jl < O(1)]gl> M1, Te[D°1;] < O(1)|g|°M 2,
Tr[D®1,] < O(1)|g|® M~
Proof. — Apart from the bound on ||R|| which uses Lemma 1.4 and the definition of the cardioid domain,
the other ones are standard exercises in perturbative power counting. (Il

Finally, before we prove Lemma 4.1, let us state the following inequalities that we shall use extensively
in this section and the next one.

Proposition 4.3 (Trace inequalities). — Let A, B,C, E be complex square matrices of the
same size. Let ||Ally denote (Tr[AA*])Y? where * denotes the Hermitian conjugation. We have:

1. Hilbert-Schmidt bound (hereafter HS)

(4.2) Tr[AB]| < [|AlI5 + [ BII3-

2. L'/L>® bound: if A is Hermitian (and B bounded),
(4.3) ITr[AB]| < || B Tr[|Al]
where ||-|| denotes the operator norm.

3. Cauchy-Schwarz inequality:

(4.4) T [ABCE]| < [[Al[[C]]Bll2]| E]l2-

The proofs are very standard and anyway simple enough to be avoided here.

Proof of Lemma 4.1. — We first notice that |VJ>3\ < fol dt; |vj]. Then |v;| is smaller than the sum of the
modules of each of its terms. As all our bounds will be uniform in ¢;, we can simply focus on the modules

of each of the terms of v;. Starting with v§0), and according to Proposition 4.2, we have |’u§0)\ < 0(1)p.

As |Tr[D?]| = O(M?), a price we cannot afford to pay, we cannot simply apply a HS bound (see

(1)

eq. (4.2)) to the first two terms of v;’. We need to expand the resolvent one step further:

v = Te[(£ + D)D1;E ~ £1;D(D + £)R — D*1;5R — £1;D°R — D*1;5R — D'1,5R)]
= —Tr[251;D1,5R 4 2D*1;%R + 251;D*R + D*1,5R + D*1;%R].

To the first term we apply the bound (4.4) with A=R,B =3%1,,C =D,E = 1,% to get

Tx[21,01,5R]| < [R]|D] [7:[£1,2]| < 0(1)p Q,(7).
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All the other terms of v§1) are bounded the same way: first a HS bound then a L'/L> one. For example:

|Tr[D?*1,;5R]| < Tr[R*RD*1;] — Tr[21,%]
<R R T [D*15] + 19]Q;(@) < 0(1)p (1 + Q;(7))-

The other terms of v§1) are in fact better behaved.

Finally let us turn to vj(-z). For each term, we apply the bound (4.4) with B = ¥1; and E = 1,3.
We let the reader check that it leads to the desired result. O

4.2. Convergent loop vertices and quartic bound. — We want to establish a second bound on

|Vj>3\, more suited to perturbation theory than Lemma 4.1. The idea is to get a bound in a finite
number of loop vertices types which have been freed of any resolvent through the successive use of a
Hilbert-Schmidt inequality and a L'/L° bound.

The constraints are many. We want first the loop vertices to be convergent (i.e. any graph built
solely out of them must converge). This excludes loop vertices of the type Tr[¥?] or Tr[D;X?]. Another
important constraint will be to keep a propagator of scale exactly j in each piece A and B which are
to be separated by a HS inequality. This forces us to be careful about the ordering of our operators, to
ensure that the HS “cut” keeps one 1; cutoff both in the two halves A and B.

Definition 4.4 (Convergent loop vertices). — Let us define the following convergent and positive
loop vertices

0,a . 2,a . 2.d .
U™ = o Te[D1y], Upt = o Te[D*15]3)%), Upt = o Te[D215(%),
0,b . 2,b . * 2,e . *
U;” = s Te[D°1], U;j” = s Tir[D?271,;3], Up© = o Tr[DaX71;5),
Uj(‘)’c = ﬁpcomz,jy U_jQ’C = ﬁTr[D4lj|E|2L U]4 = ﬁ Tr[|2|41j]'

as well as the following convergent ones

U = e Tr[D?1,%], U = i (D15, U3 = gz TH{E*1). .

Lemma 4.5 (Quartic bound). — Let us define the following finite sets: Az = Ay = {a},
Ao = {a,b,c}, Ay :={a,b} and Ay :={a,b,c,d,e}. Let U;-’a be defined as U]’f fori e {3,4}. For
all0 <1 <4, let 213- be ZaeAilU;’al. Then, for any g in the cardioid domain,

V7 < 0() (84 + p*248 + p°02 + p°/ 240 + p°119).

Corollary 4.6. — For oll0 < e < 1, for any g in the cardioid,

4
=32 3 —(2—€)j 1,00(2
V732 < o(1)p* (M )“rzl ZA|UJ- %)
i=1 a€A;

Proof. — From Lemma 4.5, we use Proposition 4.2, p < 1 and the Cauchy-Schwarz inequality (3>°})_, a;)? <
I DAY O

We postpone the proof of Lemma 4.5 to Appendix A.4 and give here only its main structure. Starting
with eq. (4.1), the idea is to apply, to each term of |Vj>3|7 a HS bound (4.2) (to get positive vertices)
followed by a L'/L> inequality (4.3) (to get rid of the resolvents). The only problem is that not all
terms in eq. (4.1) would result in convergent vertices under such a procedure. Thus we need to expand
the resolvent until the new terms are ready for a HS bound, always taking great care of the operator
order in such a way that both sides of the HS cut receive a cut-off operator 1;. All details are given in
Appendix A 4.
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5. Non perturbative functional integral bounds

5.1. Grassmann integrals. — They are identical to those of [GR14; DR16], resulting in the same
computation:
n _B(a) B(b)
X' Y B B(b B(b)_B
/H TT (a5 dxB e 2o 11 %jb( ()0 | B )xja(“))
B a€B lrEFr
EF:(U, b)
(H H Ojav )( H 6Jajb> (Ybl b +Ya1 bk + - -l—YZ11 Z:)
B a,beB lreFFR
ab Lp=(a,b)
where k = |Fr|, the sum runs over the 2k ways to exchange an a; and a b;, and the Y factors are

(up to a sign) the minors of Y with the lines by ...b; and the columns a; ...ay deleted. The factor
[Is11- beB( — 65, jb)) ensures that the scales obey a hard core constraint inside each block. Positivity

of the Y covarlance means as usual that the Y minors are all bounded by 1 [AR98; GR14], namely for
any ai,...ax and bq,...bg,

Y(:ll...gk
b1 ag

5.2. Bosonic integrals. — This section is devoted to bound the non perturbative terms

/dVB H 623?()‘2 ):6"Qo,j, F -X)1/4
(/duB ITe R(VS2(3) )1/4

a€B

1/4

(51) INP ‘€5m2 B( /dl/B H e4|V>«5 (%)

in eq. (3.9). Thus we work within a fixed Bosonic block B and a fixed set of scales Sz = {jq}acB, all
distinct. To simplify, we put b = |[B| < n where n is the order of perturbation in eq. (2.1).

Theorem 5.1. — For p small enough and for any value of the w interpolating parameters,
there exist positive O(1) constants such that for |B| > 2

YT < o(1) OBl

If B is reduced to a single isolated node a, hence b =1
/dya —Via (@) _ 1)‘ < 0(1)p*2,

Those results are similar to [DR16] but their proof is completely different. Since our theory is more
divergent, we need to Taylor expand much farther. The rest of this section is devoted to the proof of
Theorem 5.1.

Let us first of all give some definitions:

Definition 5.2 (Q(ll), Q(lz) and Q). — Let Q\" € L(L(#H)*) be given by its entries in the momen-
tum basis:

1

(1)

cc’smn,m/n’ = 1- 5cc/ 5mn5m’n’

(@)ectsmnmrns = (1= 8ccr) TE[_Z;,NP (RS

and )\2Q @ bhe Q — Qo — Q1 , see egs. (1.8) and (1.9) for the definitions of @ and Q. Finally let Q" be
Qo+ QY. o
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Definition 5.8 (Operators on V). — Let ey, be the |B| x |B| real matrix the elements of which are
(€ab)mn = OamOpn. Let A be a subset of B and for all P € L(L(H)*), let P4 be the following linear
operator on Vg = RIBl @ L(H)*:

Py = Z P1; ® eqq-
acA

Let @ be (RA2)QY + (RAHQY. o
The first step consists in estimating certain determinants:

Proposition 5.4 (Determinants). — Let Ag, A1, Ay stand respectively for pXpQo, A, XB@LA
and pXBQ V. Then, for p small enough, we have

detg(ﬂ—Ao)_l < 60(1)"’2‘“4‘, deto(I —Al)_1 < 60(1)p2, det(ﬂ—Ag)_l < eO)pM 71

) = Trloga(d

where 1 is the identity operator on Vg, deta(I — =) and J1 = SUDguc A Ja-

Proof. — Let us start with As. Since Qﬁl) = acA Q;(f) ® €qq, we find that
Tr Ay = pTr[X5QU') = p ) Xealws) Tr@Q;)) =p ) T Qj)
acA aeB’
Using Lemma A.1, we have
Y@ < 0(1) Y M < 0(1) M7
aeB’ acA

where in the last inequality we used that all vertices a € B have different scales j,.
Furthermore by the triangular inequality and Lemma A.1 again,

142]) < p ) IX (wn)eaall Q)11 < p D 1Q5 I < O(1)pd M~ = 0(1)p
acA acA j=0
where we used that || X (wg)eqq| =1 and again that all vertices a € B have different scales.

Remarking that by the above upper bounds on Tr As and ||As||, for p small enough, the series

L Ty[A"] converges, we have
Z?’L 1n ges,

oo

det(I—Ay) ™t = ¢~ Trllos@—A2)] _ i Loviap)

Tr[Az] Y7 (A"t LO(1)pMIt

X

The cases of Ag and A; are very similar. For example,

Tr A5 =p° > Tr[X(wp)ewX (ws)eaa @ QojuQoju] = 0" Y Sawr XaaXaa Tr[QF;,] < O(1)p%| Al

a,a’ €A a,a’

by Lemma A.1. Likewise,
Tr A} < 0(1)p%,  [lAol < O(M)p, ALl < O(1)p.
Finally, using deto(I—A) < e% Tr(A7] Zn%HAHnii we conclude the proof. O
We can now treat the easy parts of IF. Tt is obvious that
|e5m2 B(w) | < 01)e 0(1)p* \BI

since the counterterm dg, is logarithmically divergent, hence it can be bounded by a constant per slice
j (times p?, see Lemma 3.2).
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—a —a 1/4
The piece (f dvs ], e2(RA):5" - Qo,5, 7 :) can be bounded through an explicit computation:

/dl/B H e2(RA%):6 Qo 5,5 _ dety (I —AOB)_I/2

where A% equals 4(RA\?)X5Qo 5. Using Proposition 5.4, we get
detg@—AOB)flﬂ < 60(1)P2\3|

which reproduces the desired bound. Remark that the Wick-ordering here is absolutely essential to sup-
press the Tr[A%] term, since that term is linearly divergent.

S5<2/2a
The bound on [dvg]], e V") g similar. It consists in an exact Gaussian integration but this
time with a source term fol dtj Tr[Dy ;Y] see eq. (3.8). Let us define Dy ; as C’1/2D’27]-C'1/27 D, ; as
% fol dt; Do j and D, ; such that (Qm)c i= Tre Dy ;. Then,

-~ - . X5 =
dvg e AR(V;7(%) deto(I+4XpQ1.8) /2 exp (72[%()\5)]2 Dy, ———=Dy 5 )
/ al;{% ( T I4+4Xphi s )

where §2,B is the vector of vectors such that (ﬁﬂg)a = ﬁwa for all @ € B and (, ) denotes the natural
scalar product on Vj inherited from the one on L(#H)*. Using Proposition 5.4 the determinant prefactor

is bounded by exp(O(1)p?). As the norm of XzQ; 5 is bounded above by O(1)p and the one of Xj is
not greater than |B|, we have, for p small enough,

Dyp— B P ‘ B||D )|B Tr[((D,, :
[ a5 2s) | < OWIBID: sl = 0() \QEEBjCEI: 20.)e)’]

From the definition of Dy, see eq. (1.11), and the bound on A’y (Lemma 1.1), one easily gets ||§27l,3||2 <
O(1) which implies

/dys [] RV @) < coeisl

a€B

>3
But by far the lengthiest and most difficult bound is the one for [dvs[], Vi ‘, which we treat
now. We will actually bound a slightly more general expression.

Theorem 5.5. — For all B' C B, for all real number «, for p small enough and for any value
of the w interpolating parameters, there exist positive numbers K(;]) and K, f) depending on «
such that

>3 y (2) /
I3 (« /dws IT oVt (@)l ¢ KVolB1Ka"p 2B
aeB’

Corollary 5.6. — For p small enough and for any value of the w interpolating parameters, if
b>2

/ dus [ 1% @)1 < 0(1)1Ble0W* 2181

a€eB

From now on we fix a subset B’ of B. For any j € Sp' and any integer p; > 0 we write

> Pj V4>3 k a V}S pi+1 .
(5.2) eV =Pk Ry, P ::Z%, R; 7/ dt;(1—t;)P j%e%'vj L
: 0 bj:

k=0
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. >3
We choose p; = M7 (assuming M integer for simplicity) and, in [[,cx Vil we distinguish the set A
of indices in which we choose the remainder term from its complement A = B’ \ A. The result is:

[ = % TR 17 - X (11%)

aeB’ ACB’ acA weA ACB Naca Pia’

{Pja}

<y (15,

—_ CL

{kata€A}=0 “acA

SEEN)
with

T(A, {ka}) = (/ dt;, (1—t;, )pjavi?)|pja+1eatjavja|) I V2.
acA acA

To simplify the notations we put by convention k, = p;, + 1 for a € A. Remember there is no sum over
ko for such a € A. Hence we write

I e = V(T ko) A, Tha}).

acB’ AcCB’ {ka:aej}zo acB’ k! acA

{pja}

Let us fix from now on both the subset A and the integers {k,},.z and bound the remaining
integral of Z(A, {k,}) with the measure dvs. We bound trivially the ¢;, integrals and separate again the
perturbative from the non-perturbative terms through a Cauchy-Schwarz inequality:

(5.3) /dug (A, {ko}) < (/dl/g 11 e2elViZ? ) </d1/3 IT 22 )/2.

acA acB’

non-perturbative perturbative

Note that the non-perturbative term is Iﬁ)(2a). Thus in order to get the bound of Theorem 5.5 on
1 g,) (), we need a (fortunately cruder) bound on it. This is the object of Proposition 5.7. This bound is
actually much worse than in [DR16], as it is growing with a power M1 rather than logarithmically. But
ultimately it will be controlled by the expansion (5.2).

Proposition 5.7. — For all B' C B, let j; stand for sup,cp: jo. For all real number o, for p
small enough and for any value of the w interpolating parameters, there exists positive numbers
K and K, (the latter depending on « solely) such that

/dugH@'

aepB’

/3
I « 1B KapMit

Proof. — We use the quadratic bound of Lemma 4.1. Note that Q;(5) = 7+ (Qo; + Q{,)7 = 7-Q\"7.
Thus

>3/ 2a , ~a  H01) ~a , N (N
/dug H Vi (@) < ekap|B| /dug ekapzaes/a Qi 7" _. 1Bl /dug ekar(@.Qy 3)
a€eB’

where Q(lg,l) is now a linear operator on V. Defining A = kapXBQ(BU,l), we have

S (01) -
/dl/B ekar(@Q@ B9 — [det(I—A)]71/2,

and we conclude with Proposition 5.4. |

We turn now to the second (perturbative) factor in eq. (5.3), namely [dvg]],cp |V53\2k“. We
replace each |Vi?’|2 by its quartic bound (see Corollary 4.6)

4
VP2 < 0 (M9 4+ 3 3™ U )

i=1 a€A;
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and Wick-contract the result. It is indexed by graphs of order 23 _ 4 ka. More precisely, any such graph
has, for all a € B and all ¢ € {1,2,3,4}, g,,; pairs of loop vertices of the Uja type (their subindex o will

play no further role), and g, pairs of constants ptOM—(2=ja  with

a4 + qa,3 + Ga,2 + qa,1 + Ga,0 = ka~

Let us put

:an’rforr€[4]0::{0,1,,,,,4}, q—zk _th

(54) a€B a€B

4
Qadm = {Qa,r S N,a S A,T € [4]0 :Va € AvZQa,r = ka}v Y= erqT"
r=0

r=0

q = n/2 is the total number of [VZ>3|2 vertices in the second factor of eq. (5.3) (and half the order n
of our graphs), ¢ is the number of o-fields for a given choice of a sequence (qq ) € Qadm- Each Wick-
contraction results in a graph G equipped with a scale attribution v : V(G) := {loop vertices} — [jmax]o
which associates to each (loop) vertex a € B of G an integer j, reminding us that exactly one of the
propagators C of this vertex a bears a cut-off 1; . In the sequel such a contraction will be denoted G".

The quartic bound of Corollary 4.6 having exactly ten terms, developing a product of g such factors
produces 107 terms. The number of graphs obtained by Wick contracting 2r fields is simply (2r)!! <
O(1)"rl. But if these graphs have uniformly bounded coordination at each vertex and a certain number
t of tadpoles (i.e. contractions of fields belonging to the same vertex), the combinatorics is lower. Indeed
the total number of Wick contractions with 2r fields and vertices of maximal degree four leading to graphs
with exactly ¢ tadpoles is certainly bounded by O(1)"(r — ¢)!.

Hence using these remarks we find:

(5.5) / dvs [[IVZ P < (0(1)p%)7  sup M~ 000 (o2 )l sup  Agw
achB’ (¢a,r) €Qadm, G, t(G)=t
0<t<yp/2

where the supremum is taken over graphs G' with g, , pairs of loop vertices of length r and highest scale
Jjo for all 7 € [4] and all a € A, and ¢ is the total number of tadpoles of G. In the right-hand side of
eq. (5.5), the scale attribution v is fixed i.e. the supremum is not taken over it. The following lemma
gives an estimate of Agv.

Lemma 5.8. — There exists 0 < € < 1 such that any intermediate field graph G* of order n,
made of propagators joining ny;j loop vertices U of length r with t, ; loop vertices U; bearing
at least a tadpole, for r in [4], obeys the bound

(5.6) Agl <oy [ Mwdlmatinzs—(totz+ing, —ta;+8na,—ta],
jer(V(G))
Proof. — As usual such a power counting result is obtained thanks to multiscale analysis. Each graph G¥

is already equipped with one scale per loop vertex: for all vertex a € B there is exactly one C-propagator
C, of scale j, = v(a) (namely in the trace represented by that vertex we have the combination C,1;,).
We further decompose all remaining C-propagators (C'lg;) using 1<; = Y7 _, 1. Each graph G” is now
a sum over scale attributions p (depending on v) of graphs G|, which bear one scale per C-propagator.
We will first estimate Agy, and then sum over u to get eq. (5.6).

The intermediate-field graph G}, is made of edges, of faces f and of loop-vertex corners (in short
LVC) ¢ which correspond to C- propagators, hence to the edges of the underlying ordinary graph in
the standard representation. Each LVC ¢ has exactly one scale index j({), and we can assume that
the » LVCs of a loop vertex v of order r(v) = r (in short, a rLV) are labelled as ¢1,¢3,...,¢, so that
§01) = j1 = j(ls) = jo = --- > j(£;) = j,. Each sum over a face index costs therefore O(1)MIm(f)
where j,,,(f) is the minimum over indices of all the LVCs through which the face runs. Hence

(5.7) Agy < 0Q)" T MO T M.
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This bound is optimal but difficult to analyse. In particular it depends on the topology of G, see [BGR12a;
OSVT13]. In our context of a super-renormalisable model, we can afford to weaken it and consequently
get a new bound which will be factorised over the loop vertices of G. It will have the advantage of
depending only on the types and number of vertices of GG, thus furnishing also an upper bound for the
supe in eq. (5.5).

We call a face f local with respect to a loop vertex (hereafter LV) v if it runs only through corners
of v. The set of faces and local faces of G are denoted respectively F(G) and Fioc(G). The complement
of Floc in F is Fyy, the set of non-local faces of G. Let f be a face of G and v be one of the vertices of G.
If f is incident with v, we define j¥, (f) as the minimum over indices of all the LVCs of v through which
the face f runs. Otherwise, j2 (f) = 0. If f is non-local then it visits at least two LVs. In that case,
we replace j,(f) by the bigger factor [], 7 Mim()/2 where the product runs over the vertices incident
with f:

r(v)
Ay <o [ [Im ] wm»@ [ [[ w7
1

veV(G) i= fEFIc(G) FEFM(G) v f
r(v)
= 0(1)" H (HM—% H MIm () H Mjfn(f)/Q).
veEV(G) i=1 FEFIbe(G), FEFM(G)
fov f—v
=W (v)

Our bound is now factorised over the loop vertices of G and we can simply bound the contribution W (v)
of each vertex v according to its type.

Consider a 3LV; it can be of type ¢3, ¢3¢y or ¢1cac3, depending on whether the three lines hooked to
it have the same colour ¢, two different colours ¢y, co or three different colours ¢y, co, c3, see fig. 8. Only

. 0. 0.
o o
\\\-____,f’/~ \\‘-___——”/’ \\‘-____—”/~
a. The 3-case b. The c2co-case c. The ¢jcacs-case

Figure 8. The three coloured versions of a U3-loop vertex.

in the two first cases can it have a tadpole, and then one local face incident with a single LVC i.e. of
length one. Hence:

e In case ¢, the three faces of length 3 and colour ¢’ # c are local, see fig. 9a, and their total cost
is M373. In case there is a tadpole (of colour ¢ and LVC t € {1,2,3}), its local face, see fig. 9c,
costs M7t and the other (non-local) face of colour ¢, see fig. 9d, costs at most infy 4 Miv/2 The
worst case is when ¢ = 1, in which case the total cost of colour ¢ faces is M71173/2_ In case there
is no tadpole, the faces of colour ¢ are non-local. There are at most three of them, so their cost is
at worst MJ1/2+i2/2+35/2 The worst case is therefore the tadpole case with ¢ = 1, where the total
face cost is M71+753/2_ Joining to the M —2(1H+72%3s) factor the vertex weight W(v) is therefore
bounded in the ¢® case by M —i1—72/2-3(j2=343)/2

e In case cicy, the two local faces of length three (and colour ¢ # ¢1,c) cost M2 and the non-
local face of colour cy, see fig. 9b, costs M73/2. In case there is a tadpole (of colour ¢; and
LVC t € {1,2,3}), its face costs M7t and the other local face of colour ¢; (and length 2) costs
infy e M J¢ in case there is no tadpole, the single or the two non-local faces of colour ¢; cost at
most M71/2%73/2 The worst case is therefore again the tadpole case with ¢t = 1, where the total

face cost is again M71+773/2 and the vertex weight W (v) is therefore again bounded in the cc,
case by M —d1=42/2-3(j2—js)/2,
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e Finally the case cjcocs is simpler as there can be no tadpole. The three non-local faces cost in total

M373/2 the local face costs M73, and the vertex weight W (v) is therefore bounded by the better
factor M —251—342/2=(j2—43)/2,

() O\
Ny \

~__" v‘\
a. A local face of length 3 b. A non-local face of colour ¢y
. /Q
° A~
c. A local face of length 1 d. A non-local face of length > 3

Figure 9. Some faces of a U3-vertex

The same analysis can be repeated for 4LV’s. As it is somewhat tedious, we postpone it to Ap-
pendix A.5.1. There, it can be checked that the worst total face cost is:

e with two tadpoles, M1 +iz+4a,
e with one tadpole, M7J1+72/2+7ja/2
e without tadpole, M U1+i2+is+754)/2,

The vertex weight W (v) is therefore, when tadpole(s) are present, at worst M —/1—72=2(3=J4) and when
they are not M —371/2-372/2-3(i3—J4)/2  The worst total face costs for loop vertices of degree one and two
are available in Appendix A.5.

With a bound on AGZ’ there remains to sum over u to get eq. (5.6). We decompose this sum into
two parts: first a sum over the relative positions of jo, ..., j. at all vertices of degree r > 2. This costs
at worst 3!™. Then a sum over js > --+ > j,. at each loop vertex. The analysis above has shown that this
is convergent and leads to the bound (5.6) and thus to Lemma 5.8. g

Coming back to the notations of egs. (5.4) and (5.5) and remembering that the ¢, ,’s are meant for
pairs of vertices,

sup AG” < O(l)n H M_ja[qa,l+3qa,2_(%+E)ta,2+SQa,3_%ta,3+3qq.,4_%tn,,4},
G, t(G)=t

a€B
where tq, = t,;,, 7 = 2,3,4, is the total number of vertices of length r and scale j, in G which
bear at least one tadpole. We put 7,, = tq,/2 and 7. = > 74,/2. In eq. (5.5) we remark that

t=7> 502 atar =22, 7. Since q1 +¢2 + g3 + g1 < ¢, the factor (/2 —t)! = (Zf:l rq. — t)! in



35

eq. (5.5) is bounded by O(1)?T], (¢-!)"(7,!)~2 (we put 71 = 0 and interpret n! for n not integer as I'(n)).
Hence the perturbative factor of eq. (5.3) obeys (11 = 0)

4

1/2
([ TL o) < compye s ([T

a€eB’ (qa,r)EQadm, r=1
0<”'ﬂ,r<‘1a,r

) 4
> H M*%Ja[(Q*C)qa,oJrqa,ﬁZT:Z(3Qa,r*7a,r)*6‘ra,2] ]
a€B

Joining this last estimate with Proposition 5.7, the term to be bounded in Theorem 5.5 obeys

{pja } k
alvZ3 (e 1) ari o
/dVB [[ e @< 3= el 57 oy (1] ) (0] k)
aeB’ AcCB’ {ka,aeﬂ}:o aeB’ a€A
4
sup H(QT!)T/2(TTI)_1> H Mﬁ%j“[(276)q“’0+q“’1+2i:2(?’q“""fT“’")*ET“’Z]
(QQ,T‘)EQadnn r=1 acB

0<7a,r<qa,r

where again j; = sup,c 4 jo- Note that we use, and will go on using, the symbols K, K, K((ll), K((f) etc es-
sentially the same way as we do with O(1) i.e. to denote generic constants possibly depending on «. In the
rest of this proof, our strategy will be to use the power counting namely the powers of M ~J= to compen-
sate both for the large number of Wick contractions (the ¢,!’s) and for the crude bound of Proposition 5.7.

As 7 = > Tars (D)1 < I, (7ar!) "t Similarly, since ky = > qars (ka!))™' < T1, (o))t
Moreover we remark that [,z o [[,c4 ka < (sup {2,a})?. Hence

{pia}
>3 a .o
(5.8) /dyB H eVia | < Z KAl Ko pM Z (Kf>p3/2)q sup
e Ak {konc}=0 el g
! 1. 24
i U e e B
r=1 acB’ acB’

For r = 2, 3,4 we remark that if 7, , < ¢4,/2, we have
(Ta’r!)_lM_%ja(?’Qa,r_Ta,'r) < M_%jaQa,r’
and if 74, > qq4.»/2 (and of course 7, < ga.r),
(7-,“‘!)*1M*%ja(?ﬂ]a,r*rﬂ,r) < 297 (gg 1) Y2 M Ietar
In the sequel we will use the following simple bound several times: for any n € R* |

(5.9) M ~"ader L KMo (g, 1)1

)

This is an easy consequence of g, , < ko < M7at1. Thus, using eq. (5.9) with n = 1/4, we have that for
all 74,

(Ta T!)_lM_%ja(g%l‘r_Ta,r) < 0(1)Qa,r(qa T!)—1/4M—jaqa,r.
Using 74,2 < ¢a,2, €q. (5.8) then becomes

{pia}
2 1 J1 _
/dVB H €a|\/jz3| < Z K|A\ eK((I)pJV[J Z (K((j)pB/Q)q sup (q1!)1/2 H (an!) 1

AcE o @)@ e

4

H((QT!)T/2 H (Qa T!)75/4) H MﬁjaKlie)qaiﬂr%qa'l+(176)qa‘2+q“’3+q“*4].

r=2 acB’ a€eB’
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=D
Crude bound versus power counting. We can now take care of the efa PM’ " factor by using a part of
the power counting. Let 1 be a real positive number. Remembering that for all a € A, k, = M7Jat!

H Me 2oy dar — H M ~Miaka H MM pp=nj Mt
acA ac€A acA
But
W i W i e
effa P M7 H Mo g e L e PMP g M e
acA
so that
- {pja}
610 [ [T M < oy 30 KA Y 6 s (@) [T ()
acB’ AcB’ {kara€A}=0 (9a,r)€Qadm acB’
H( 072 T (dar!) 5/4) I1 M —3al(1=6)da.0+ 30,1+ (1=€)da.2+da,3+da,a—ka]
r=2 a€B’ aeB’

Combinatorics versus power counting. In order to beat the g,.!’s, we need to boost the powers of some
of the g, ,!"s. We use eq. (5.9) for the couples (r,7n) equal to (3,1/4) and (4,3/4). Eq. (5.10) becomes

{pja }
/duB IT e AW < Ky STEAS (BP0 sup
aeB’ Acs’ {kaaeA}=0 (da,r)€Qadm
4
H((qr!)rﬂ H (qar!)fr/2> H M—dal(1=€)4a,0+ 50,1+ (1-€)qa,2+ F ¢a,5+Fda,a—ka]
r=1 aeB’ aeB’
Then for € < 3/4 and n < 1/4,
{pja}
/dyg H Vil < K, Z KM Z (KS>p3/2)q sup
acB’ ACB’ {ka,aej}=0 ((Ia,'r)eQadm
4 r/2
H(q H(qar ) 1M_7(Z_7])]a(Ia 7‘)
r=1 acB’

Now we remark that for all 7, by the multinomial theorem, ¢.![],cs (¢a,r!)” Lpf—2(3-mjadar is one

of the terms in the multinomial expansion of (Z M~—%(G=mia)ar  Since the j,’s are all distinct,

aGB/
(¢! Tlaes (do.r!) MR meteryr/2 € (53 M=RG=0)a/2 = (K ) < O(1)°. Hence
- {Pja}
[ T] e < o S5 KM ST (RS
a€B’ AcCB’ {ka,acA}=0

Let g4 denote ) . 4 kq. Then we have

/dug H e““’ig < Ko, Z K\AI 3/2 H pz: 3/2
acA ka=0

acB’ AcCB’
K(2 p3/2)p1a+1

< Koy Z K‘Al 2) 3/2 H - K p3/2

AcCB’ acA

n Z K‘A| 2) 3/2)’“2|A‘ for p small enough
ACB’
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< Ka,n Z K‘Al(KS)p?)/Q)lAblz‘ ka > 17 a€ A
ACB’

Kon(2+ Kap®?)F|

<
’ 3/2 |/
< Ka,nQ‘B leKar® 7|B|

This completes the proof of Theorem 5.5. ]

To conclude this section, let us briefly comment on the case of a block B with a single node (|B] = 1)
in Corollary 5.6. The proof of the single node case in Theorem 5.1 is very similar, even easier, than the
proof of Theorem 5.5 but we need to remember that there is no term with k = 0 vertices, because we are

>3/ 2a 23 =a
dealing with e %7 (") — 1 rather than e Y7o (7).

6. Perturbative functional integral bounds

We still have to bound the fourth “perturbative” factor in eq. (3.9), namely

I = (/ dvg |:AG(E):|4)1/4.

It is not fully perturbative though because of the resolvents still present in Ag. If |B] = 1, we recall
that the graphs G are either one-vertex maps or one-edge trees. For |B| > 2, they are forests with
e(G) = |B] — 1 (coloured) edges joining n(G) = ¢(G) + e(G) (effective) vertices, each of which has a weight
given by egs. (3.4) to (3.6). The number of connected components ¢(G) is bounded by |B| — 1, hence
n(G) < 2(|B] — 1), see eq. (3.7). I} can be reexpressed as [ dvp Agr (&) where G” is the (disjoint) union
of two copies of the graph G and two copies of its mirror conjugate graph G’ of identical structure but on
which each operator has been replaced by its Hermitian conjugate. This overall graph G” has thus four
times as many vertices, edges, resolvents, o insertions and connected components than the initial graph

G.

6.1. Contraction process. — To evaluate the amplitude Ag» = [ dvg|:Ag(7):|*, we first replace any

isolated vertex of type Vj??’ by its quartic bound, Lemma 4.5, and then contract every ¢* insertion, which
means using repeatedly integration by parts until there are no * numerators left, thanks to the formula

e e - 0F@)
(6.1) J@rmp @) = =3 [buibuzizy . e

where dv(7) is the standard Gaussian measure of covariance I. We call this procedure the contraction

process. The derivatives =2+ will act on any resolvent R, or any remaining * insertion of G”
8(0’ )C XJa ’

creating a new contraction edge®. When such a derivative acts on a resolvent,

(6.2) 0, RY) = RONRY,
it creates two new corners representing v/C'¢;, R<j, VC«;, or ngaRnga VC;, product of operators.
Remark that at the end of this process we have therefore obtained a sum over new resolvent graphs G, the
amplitudes of which no longer contain any o insertion. Nevertheless the number of edges, resolvents and
connected components at the end of this contraction process typically has changed. However we have a
bound on the number of new edges generated by the contraction process. Since each vertex of G contains
at most three ¢ insertions® , G” contains at most 12n(G), hence using eq. (3.7) at most 24(|B| — 1)
insertions to contract. Each such contraction creates at most one new edge. Therefore each resolvent
graph G contains the initial 4(]B|] — 1) coloured edges of G” decorated with up to at most 24(|B| — 1)

8The combinatorics for these contractions will be paid by the small factors earned from the explicit j-th scale
propagators, see Section 7.

9We focus here on Bosonic blocks with more more than one vertex. The case of isolated vertices will only lead
to O(1)!Bl combinatorial factors which will be easily compensated by powers of the coupling constant g.
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additional new edges.

Until now, the amplitude Ag contains \/5<j = Zj,<j \/5j/ +t; \/5j operators. We now develop the
product of all such factors as a sum over scale assignments p, as in [Riv91]. It means that each former
Vv <j is replaced by a fixed scale Ve ;» operator with scale attribution j* < j (the ¢; factor being bounded
by 1). The amplitude at fixed scale attribution j is noted Ag,. The sum over y will be standard to bound
after the key estimate of Lemma A.2 is established. Similarly the sums over G and over G only generate
a finite power of |B|!, hence will be no problem using the huge decay factors of Theorem 6.12, see Section 7.

We shall now bound each amplitude Ag,. Were it not for the presence of resolvents, the graph
G, which is convergent, would certainly obey the standard bound on convergent amplitudes in super-
renormalisable theories. A precise statement can be found in Lemma A.2. The only problem is therefore
to get rid of these resolvents, using that their norm is bounded by a constant in the cardioid domain.
This can be done through the technique of iterated Cauchy-Schwarz bounds or ICS, introduced for the
first time in a similar tensor field theoretic context in [Mag+09].

6.2. Iterated Cauchy-Schwarz estimates. — Let us first give a crude description of the steps
necessary to bound the amplitude of a (connected) graph G by a product of amplitudes freed of resolvents.

6.2.1. ICS algorithm 1.0b. — Let G be a connected graph in the intermediate field representation ob-
tained after the contraction process i.e. a connected component of a resolvent graph. The following steps
constitute the core of the ICS method:

1. Write the amplitude Ag of G as a single trace over L(H®) times a product of Kronecker deltas.
This trace contains some resolvents.

2. Write Ag as a scalar product of the form (o, (R® S ®1I)B) or (o, (R ® S ® R")S) where a and 3
are vectors of an inner product space and S is a permutation operator.

3. Apply Cauchy-Schwarz inequality to the previous expression to get
[Ag] < RV (e, )/ (8, 5).

4. Notice that (a,a) and (8, 8) are also amplitudes of some graphs. If they still contain some resol-
vents, iterate the process by going back to step 1.

In the rest of this section, we give a bound on the number of iterations of this algorithm before it stops.
We also refine it in order to avoid pathological situations. But before that, to give the reader a more
concrete idea of the method, we illustrate it now with examples. It will be the occasion to go through
all steps of the iterated Cauchy-Schwarz method, and understand why the rough algorithm given above
needs to be modified.

6.2.2. Concrete examples. — Let us consider the convergent graph G of fig. 10, in intermediate field
representation, obtained after the contraction process. Stricto sensu it represents a sum of different
amplitudes. As any spanning tree of it contains a single edge, the possible vertices associated to this
graph can be found in eq. (3.4). Let us choose to study the following expression

3
©63) Ag=(TT X )Tl ©L)C(Ef,0, ©1.)C]

i=1m;,n;,m},n,€’
x Ti[VC(ep2, ,, ©1s,)C (e, © Le)O(€5S, 0 @ I,VORVC (e}, ©1:)VOR]

ms3ns

X 5m1n’1 5n1m’1 5m2n’2 5n2m/2 5m3né 5ngmé .

Vertices of G correspond to traces and edges to pairs of Kronecker deltas, €.g. 0,0/ 0n,m i represented
by edge number 1.
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Figure 10. A convergent graph with resolvents

The first step consists in writing Ag as a single trace. To this aim, we apply the following identity
twice (for a general graph, we need to apply it several times): let ¢ be any non empty proper subset of
{1,2,3,4} and €e¢,,, be the tensor product ) . Then

cec mn

(64) Z (ec )llb( m’n’) 5|7rczln’5|n(,:7|n’ - 6‘C|6|C|

m,n,m’ n’'czlel

We apply it first to ej} ,, e ‘1,1n,1 in Ag then to the two remaining [, factors but in the reverse direction
(i.e. from right to left in eq. (6.4)). We get

3
(6.5) Ag = 3 (H 3 )Tr[( €5him, ®Le, ) VORVC (€2, , @ 12,)C

my,ny,min, €23 i=2m;,n;,m,,n, €L
(€5ny ®1ey)C(€52, 0 ® e, )VORVC ey © L, )C(e2,,,, ©16,)C]

X 5fn1n’ 5lem’ 5m2n'2 5n2m’2 5m3n/3 5n3m/3~
As usual in quantum field theory, we would like to represent this new expression by a graph G’, a map in
fact. It would allow us to understand how to proceed with Step 1 in the case of a general graph. Given that
eq. (6.5) contains only one trace, it is natural to guess that G’ has only one vertex, but still three edges.
What is the relationship between G and G’? To understand it, we must come back to the Feynman graphs
of our original tensor model. Each edge of a graph in the intermediate field representation corresponds
to a melonic quartic vertex, somehow stretched in the direction of its distinguished colour, see fig. 11
left. Applying twice identity (6.4) to a given edge ¢, we first contract it and then re-expand it in the
orthogonal direction. This operation bears the name of partial duality with respect to ¢, see [Chm08|
where S. Chmutov introduced that duality relation. It is a generalization of the natural duality of maps
which exchanges vertices and faces. Partial duality can be applied with respect to any spanning submap
of a map. Natural duality corresponds to partial duality with respect to the full map. The number
of vertices of the partial dual GE' of G with respect to the spanning submap Fgs of edge-set E’ equals
the number of faces of Fg/. In our example, we performed partial duality of G with respect to edge 1.
Its spanning submap of edge-set {1} has only one face. G’ has consequently only one vertex, which is
confirmed by expression (6.5) containing only one trace. Note also that if a direct edge bears a single
colour index c, its dual edge has the three colours é. This can be seen on the amplitudes themselves: in
eq. (6.5) edge 1 corresponds to the two three-dimensionnal deltas 621 n 6f:’hm, whereas edge 1 in eq. (6.3)
represents the two one-dimensionnal deltas ., 0nym -

Given a map G, how to draw its dual GE' with respect to the spanning submap of edge-set E/ C E(G)?
Cut the edges of G not in E’, making them half-edges. Turning around the faces of Fg/, one (partial)
orders all the half-edges of G, i.e. including those in E(G) \ E’. The cycles of half-edges thus obtained
constitute the vertices of QE/. Finally, connect in QE, the half-edges which formed an edge in G. The
result of this construction in the case of the example of fig. 10 with £/ = {1} is given in fig. 12. Note
that we will always represent one-vertex maps as chord diagrams.
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Figure 11. Edges (on the left) and dual edges (on the right) both in the intermediate
field and the coloured tensor representations.

Figure 12. The partial dual GU'} of the map G of fig. 10, as a chord diagram. In general
i.e. in the case of the partial dual of G with respect to E’, edges in E’ will be depicted
as solid lines and those in E(G) \ E’ as dashed lines. Resolvent insertions are explicitely
represented. Bold solid line segments on the external circle correspond to propagators (or
square roots of propagators around resolvents).
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The advantage of writing the amplitude of G as a single trace is that it allows us to easily identify it
with a scalar product. Let us indeed rewrite the amplitude of G as

AQ = Z 5771271’2 5n2m’2

m,lez*
’ ’
ma,N2, My, Ny €L

(X RenRle 3 by (VO(el , ©12,)C(€50, @ 12)C(e, , @1:)V0) ., )

n,kecZ4 m3,n3,mpy,nLEL

X ( Z 6fn1n’1 65)11m’1 (\/é(efyl;’ln’l ® ]Icl )C(e’(’}ﬁz’ﬂg ® Héz)c(efrll.lnl ® HCI)\/é) Lm)'

my,n1,m},n|€L3
Then the amplitude takes the form of a scalar product in H® @ L(Hs) @ H®:

(6.6)  Ag=(,(R®R")B),

é 2 é1 T
Q= Z 6§n1n’16§11m’1 (\/E(eyyll’ln’l ® HC1)C(6212712 ® Hé2)c(e$n1n1 ® HC1)\/5) )
mi,ni,m,n|€”3
B= D SmamOnemy (VO(€Z,,, ©1)C e, ®12,)0(€f2, ,, @ 16,)VO).

mg,ng,my,n, €%

The vectors a and 8 can be pictorially identified: from the graph of fig. 12, one first detaches the two
resolvents and then cut along a line joining their former positions, see fig. 13.

4 ®

Figure 13. Amplitudes as scalar products.

As can be seen in eq. (6.6), the amplitude of G does not exhibit any permutation operator. This is due
to the fact that the (red) cut of this example crosses only one edge, see fig. 13. A permutation operator
appears if and only if there are some crossings among the cut edges. Let us now give a second example,
‘H, the amplitude of which contains such a permutation, see fig. 14 (left). On the right of H we have its
partial dual with respect to edges 1 and 2. Cutting this diagram through both resolvents, one identifies
the two vectors a and 3 in H® @ L(He,) @ L(He,) @ L(He,) @ H® (reading counterclockwise) and the
permutation operator S (see fig. 14 right) from L(H.,) ® L(H¢,) @ L(He,) to L(He,) @ L(He,) © L(He,)
such that Ay = (a, (R ® S @ R")p).

After having written the amplitude of a graph as a scalar product, we can apply Cauchy-Schwarz
inequality which corresponds to Step 3 in the ICS algorithm. Finally there only remains to identify the
squares of the norms of o and 8 as amplitudes of some definite maps. It simply consists in duplicating
each half of the cut diagram and glue each piece to its mirror symmetric one i.e. its Hermitian conjugate.
In the case of graph G of fig. 13, we get the two chord diagrams of fig. 15. But in general it could happen
that {(«, a) (or (8, 8)) is infinite that is to say its corresponding chord diagram is dual to a divergent graph.
To conclude this section of examples, let us exhibit a graph such that any cut of its chord diagram leads
to divergent graphs. Let G be the graph of fig. 16 (above left), in the intermediate field representation.
The gray parts represent renormalized subgraphs. Let us perform partial duality with respect to all its
edges and get the chord diagram of fig. 16 (above right). All of its four possible cuts (we never cut inside
a renormalized block) lead to divergent upper bounds by Cauchy-Schwarz inequality.
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\ ’®/ «{ L
H H12)

Figure 14. Example of a graph H (left) the amplitude of which, written as a scalar
product, exhibits a permutation operator S (right). The picture in the middle is the
partial dual H{12} of H with respect to edges 1 and 2. The vectors whose scalar product
equals Ay are identified by cutting the chord diagram of #{*2} through both resolvents.

TN TN

Figure 15. (a,a) (left) and (8, 5) (right) in the case of fig. 13.

1\/\ _/\/s
g gE(Q)

1 2 3 4
Figure 16. A graph G with divergent cuts. Gray parts represent renormalized subgraphs.
The four possible cuts of GP(9) are indicated by numbered red segments. On the second
line, we display the divergent factors of («, «)(3, 8) for the different cuts.
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6.2.3. ICS algorithm 1.0. — Thus there exist chord diagrams with only divergent cuts. How do we get
rid of their resolvents using Cauchy-Schwarz inequality? We can in fact expand some of the resolvents,
R =I1+4+UR, and get new graphs. In the sequel we will show that for all resolvent graph G, there is
a systematic way of expanding its resolvents such that, for any newly created graph, there exists an
iterative cutting scheme which converges itself to a collection of graphs without resolvents.

A more precise (but still not enough) ICS algorithm can be written as follows:

Algorithm 1 ICS 1.0

Require: G a resolvent graph.
1. Partial duality: Write Ag as ¢(G) traces (times Kronecker deltas)
2: Preparation step: Expand (some of) the resolvents of Ag conveniently and get a collection
S of new resolvent graphs
3: for S in S do
4 Cutting scheme: choose a cut and thus write As as a scalar product
5: Cauchy-Schwarz inequality: apply it to Ag
6
7

Go back to step 4 and iterate sufficiently.
: end for

The first step of Algorithm 1 consists in writing the amplitude Ag of a resolvent graph G as a product of
¢(G) traces. To this aim, we choose arbitrarily a spanning tree in each connected component and perform
partial duality with respect to this set F of edges. The amplitude of each connected component of G is
then represented by a one-vertex map that we will draw as a chord diagram. The disjoint union of all
these chord diagrams form the partial dual G7 of G. An edge of colour ¢ in G still bears colour ¢ in G7 if
it does not belong to F and bears colours é = {1,2, 3,4} \ {c} if it is in F. Tree edges will be represented
as plain lines and loop edges as dashed lines in the following pictures.

6.2.4. The preparation step. — In order to write the amplitude of (each connected component of) G
as a scalar product we need to choose a cut in the corresponding chord diagram. But as we have
seen previously, there exist resolvent graphs such that any Cauchy-Schwartz cut results in divergent
amplitudes («, «) and/or (53, ). Nevertheless we can see on fig. 17 that divergent vacuum graphs (which
have essentially only one spanning tree and thus a canonical associated chord diagram) have either less
than four tree lines and no loops, or one loop line and less than one tree line, or two loops but no tree
lines. Thus if a diagram has enough edges, so to speak, between the two resolvents of a cut, the Cauchy-
Schwarz bound will be superficially convergent. We will ensure it by suitably expanding some resolvents
as R =1+RU or I+UR.

But to ensure finiteness, we also need to find a cut such that no divergent subgraphs pop up in {«, )
and/or (3, 3). Divergent (2-point) subgraphs appear in chord diagrams as represented in fig. 18. Note
that they are absent from resolvent graphs (and from their partial duals) because Multiscale Loop Vertex
Expansion produced only renormalized amplitudes. It is easy to convince oneself that if there is no tree
line next to corners of cut, there will be no divergent subgraphs in (a, &) and (3, 3).

We now explain precisely which resolvents will be expanded and how many times. Later on, we will
prove that after such expansions there exists a sequence of iterated Cauchy-Schwarz cuts which bounds
the amplitude of any resolvent graph by the geometric mean of finite amplitudes, most of them freed of
resolvents.
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Figure 17. The divergent vacuum graphs in the intermediate field (left) and dual (right)

representations.

e N

e —

My Moy

Figure 18. Divergent subgraphs in the dual representation.
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First of all, we need to define when resolvent expansions should stop i.e. when we consider a diagram
as secured or said differently when a diagram is ready for the cut process to be defined in the next section.

In the following we will always read a chord diagram counterclockwise. Thus if O; and Os are
operators in L(H®) and appear in the amplitude of C, we will consider that O is on the right of Oy if
O- is met just after O; counterclockwise around C or equivalently if A¢ contains the product O10,. We
will say symmetrically that Oz is on the left of Oy if the product O20O; appears in A¢c. We will denote
7(C) the number of resolvents in Ac.

Definition 6.1 (Safeness). — Let us consider a chord diagram representing the partial dual of a
resolvent graph. A safe element is either a half loop edge or a renormalized D-block. o
Definition 6.2 (Tree-resolvents). — We say that a resolvent R is a right (resp. left) tree-resolvent
if

e the product A°SR (resp. RSA®), where S is itself a possibly empty product of safe elements and
s labels a half tree line, appears in A¢

e and the number of safe elements in S is less than or equal to six.

A tree-resolvent is a resolvent which is either a right or a left tree-resolvent (or both). Tree-resolvents
are the resolvents “closest” to the tree of C. We also let ¢(C) be the number of tree-resolvents in Ac. @&

We will need to order the tree-resolvents of a diagram amplitude. In the following if C is a connected chord
diagram, we will write Co for a pair made of C and a distinguished tree-resolvent (called root resolvent
hereafter). We consider all of its tree-resolvents as ordered counterclockwise starting with the root one
and denote them Ri,Ra, ..., Ryc). If C = uf‘ffci is a disjoint union of chord diagrams (and ¢(C) is
the number of connected components of C), C, stands for a choice of one root resolvent per connected
component. In each C; o, resolvents are ordered from 1 to ¢(C;).

Definition 6.3 (Distance to tree). — Let C be a connected Feynman chord diagram. Let s be a half
tree edge and j an element of {1,2,...,#(C)}. The pair (s, ) is admissible if R is a tree-resolvent and s
is separated from R; only by safe elements. Said differently, from R; to s we meet neither half tree edges
nor resolvents. For any admissible pair p = (s, j), let d,, be the number of safe elements in Ac between
A° and R;. d) is the distance between s and R; and is, by Definition 6.2, less than or equal to six. &

Definition 6.4 (Secured diagrams). — A connected chord diagram C is secured if either 7(C) = 0
or for any admissible pair p, d,, equals six. A possibly disconnected diagram is secured if all its connected
components are secured. '

We now explain which resolvents of a diagram we expand, and how, in order to reach only secured
graphs. Algorithm 2 simply expands on its right a given resolvent of a graph. More precisely it returns
the list of graphs representing the various terms of the expansion. A symmetrical algorithm, named
EXPANDL, does the same on the left.
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Algorithm 2 Right expansion
Require: C, a rooted chord diagram, 1 < i < ¢(C) and 1 < j < r(C;).
procedure EXPANDR(C,, i, j) > Expands once R; on its right in Ag,.
L:=1] > an empty list
Expand R; as [+R;(D + X)

Ci(o) = C; with &) replaced by «

5. cO:=cuc?\¢
L.append(C()

¢V = ¢; with ® replaced by ~F)-
cW =cuch\ ¢
L.append(C™)

10: Integrate by parts the X-term (eq. (6.1)) > r(C) new graphs.
for k from 2 to r(C) + 1 do
er = the new additional edge
if e is a loop then
CZ-(k) =C; U{er}
15: ck) =cu Cl(k) \CZ
else > ey connects C; to Cyr, 1 # 7',
™ = (c;ucy U {ep})lent
c® =cuc™\ {c;,ci}
end if
20: L.append(C®))
end for
return L
end procedure

Given a non secured connected component C; of a Feynman chord diagram, Algorithm 3 decides which
resolvent to expand and how many times. Before giving its pseudocode, we need to introduce a few more
definitions. Let j be an element of {1,2,...,t(C;)}. We define RIGHT, , (R;) as the number of consecutive
safe elements at the right of R;. We define LEFTc, ,(R;) symmetrically. We let RIGHTTREE, , (R;)
(resp. LEFTTREEC, , (R;)) be True if R is a right (resp. left) tree-resolvent and False otherwise. RooT(C;)
chooses a root resolvent among the tree-resolvents, randomly say.

Finally Algorithm 4 secures all the resolvents of a given diagram C. More precisely it returns the
list of secured diagrams obtained from C by successive expansions of its resolvents. Algorithm 4 can
be thought of as building a rooted tree T inductively. At each of the nodes of that tree, there is an
associated chord diagram. The root of T¢ consists in the input diagram C. The children of a given node
C’ correspond to the r(C’) 4+ 2 new graphs obtained by expanding one resolvent of C’, the one chosen by
CHOOSEEXPAND. Algorithm 4 returns the list of totally secured graphs. They correspond to the leaves
of Tc.

We now prove that Algorithm 4 stops after a finite number of steps and give an upper bound on the
number of elements of the list it returns.

Lemma 6.5. — Let B be Bosonic block with n+1 vertices. Let C be one of the resolvent graphs
obtained from B by the contraction process. After a finite number of steps, Algorithm 4 applied
to C stops and returns a list of at most (98n — 28)42"=3Y secured diagrams.

Proof. — In the computation tree T¢ representing Algorithm 4, each new generation corresponds to the
expansion of a resolvent and each child of a given node to a term of this expansion (plus integration by
parts). Along the branches of T¢, from a given node to one of its children, the number of connected


https://en.wikipedia.org/wiki/Pseudocode
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Algorithm 3 Choose & expand

Require: C a Feynman chord diagram and 1 < i < ¢(C) such that C; not secured.
procedure CHOOSEEXPAND(C,i)
Ci’. = (CZ, ROOT(CZ‘))

j=1
while 57 < ¢(C;) do
5: if RIGHTTREE, ,(R;) and LEFT, ,(R;j) <5 then

else if LEFTTREEC, ,(R;) and RicHTc, ,(R;) < 5 then
return EXPANDR(C,, i, 7)
else
10: jg=7+1
end if
end while
end procedure

)

return EXPANDL(C,, i, 7)
o
(

Algorithm 4 Securing resolvents

Require: C a Feynman chord diagram.
L:=1C]
1]
while L not empty do
D]
5: for k£ from 0 to len(L) — 1 do > k indexes the graphs in L.
if L[k] secured then
S.append(L[k])
D.append(L[k])
else
10: Pick a non secured connected component L[k]; of L[k]
L := L + CHOOSEEXPAND(LIk], )
D. append(L[k])
end if
end for
15: for G in D do
L.remove(G)
end for
end while
return S
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components is constant except in case of a new tree edge where it decreases by one. In order to control
the maximal number of steps taken by Algorithm 4 we now introduce one more parameter m(C) namely
the number of missing safe elements to get C secured:

m(C) = Z 6 —dp.

p admissible

Algorithm 4 stops when m = 0.

Let us now inspect the evolution of m along the branches of T. As Algorithm 4 only expands tree-
resolvents, let us consider such an operator R. Locally, around R in A¢, we have the following situation:
A151RS5 A5 where both A; and A, are either half tree edges or resolvents but at least one of them is a
half tree edge and S7, S5 are possibly empty products of safe elements. If the expansion term of R is:

e [ and

— both A; and As are half tree edges then m decreases by 12 — |S1]| —|S2| > 1 if both |S;| and
|S2| are less than or equal to six, and by 6 — [Sa| > 1 (resp. 6 — |S1|) if |S1| (resp. |S2|) is
strictly greater than six,

— A (resp. Az) is a resolvent then m decreases by |Si| (resp. |Sa|) if |S1| + [S2]| < 6 and by
6 — |S2| (resp. 6 — |S1|) otherwise,

e D, m decreases by one,
e a new loop edge, m decreases by one,
e a new tree edge, m increases by 12 + |Sy| (resp. 12 4 |S3|) if R is left- (resp. right-)expanded.

Thus at each generation, in all cases, the non-negative integer valued linear combination
P =18(c—1)+m

strictly decreases. As it is bounded above (at fixed n), Algorithm 4 stops after a finite number of steps.

In order to determinate an upper bound on the number of leaves of T¢, we need a bound on its number
of generations. As ¢ > 0, the length of a branch of T is certainly bounded by ¢(C). The number of
children of a node C’ is r(C’) + 2. As the number of resolvents increases by 1 with each new added edge,
the maximal total number of resolvents over all the nodes of T¢ is r(C) +(C). In conclusion, the number
of leaves of T¢ is bounded by

(r(C) +9(C) +2)*©.

As already discussed at the beginning of Section 6, a resolvent graph coming from a Bosonic block with
n + 1 vertices has at most n connected components, 2n — 1 tree edges thus at most 4n — 2 admissible
pairs and less than 56n resolvents. We get m(C) < 24n — 12 and 9(C) < 42n — 30. Consequently, as a
function of n, the number of new graphs created by Algorithm 4 is bounded above by (98n — 28)427 =30,

0.2.5. Iterative cutting process. — The preparation step has expressed the amplitude of any resolvent
graph G as the sum over the leaves of Ty of the amplitudes of the corresponding secured graphs. Thus,
from now on we consider a secured Feynman chord diagram C, together with a scale attribution pu.
We apply Cauchy-Schwarz inequalities to A¢, iteratively until we bound |A¢, | by a geometric mean of
convergent resolvent-free amplitudes.

First of all, note that an iterative cutting process can be represented as a rooted binary tree. Its root
corresponds to C and the two children of each node are the result of a Cauchy-Schwarz inequality. It
will be convenient to use the Ulam-Harris encoding of rooted plane trees [Miel4]. It identifies the set of
vertices of a rooted tree with a subset of the set

u=_JnN
n=0

of integer words, where N° = {@} consists only in the empty word. The root vertex is the word @. The
children of a node represented by a word w are labelled, in our binary case, w0 and wl.
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Definition 6.6 (Odd cut). — Let C be a secured Feynman chord diagram. Note that all the secured
diagrams obtained after the preparation step contain at least one tree line and thus at least one tree-
resolvent Rg. Thanks to the preparation step, there are at least six safe elements between Ry and a half
tree edge. An odd Cauchy-Schwarz cut starts at Ry and ends between the third and fourth safe element
situated between Ry and the tree in C. See fig. 19 for a graphical representation. )

(s) (s) @) 0
w0
wl

Figure 19. One odd Cauchy-Schwarz iteration (n > 3). For all p > 0, SP represents a
product of p safe elements. A and B are (almost) any operators.

Definition 6.7 (Even cut). — Let C be a secured Feynman chord diagram with an even number, 2k,
of resolvents. An even Cauchy-Schwarz cut consists in

1. choosing any of the resolvents in A¢, calling it R; and labelling the other ones Ro,..., Rox
(counter)clockwise around the unique vertex of C,

2. cutting through Ry and Ry41. '

Definition 6.8 (Cutting scheme). — Let C; be a secured Feynman chord diagram. We apply Cauchy-
Schwarz inequalities iteratively as follows:

0. if r(Cs) = 2 or 2k + 1, apply an odd cut. |Ac,| is then bounded by the product of (the square roots
of the amplitudes of) a convergent diagram and a secured diagram with an even number (2 or 4k)
of resolvents.

1. For any diagram with an even number of resolvents, perform an even cut and iterate until getting
only resolvent-free graphs.

In the following, graphs obtained from secured ones by such a cutting scheme will simply be called

resolvent-free graphs. [ )

Now, let By be the set of binary words (i.e. formed from the alphabet {0,1}) of length k. According to
Definition 6.8 the amplitude of a secured chord diagram is bounded above by the following expressions

Mues, 4ul* if r(C) = 2k, k > 2,
(6.7) [Ac| = |Ag| < [|RIPC) ¢ |Ao| /2| Aso|V/4| Ay V4 it r(C) =2,
k-1,
|AO‘1/2 HweBZk |Alw|2 if T(C) =2k + 1.
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The only (slightly) non trivial factor to explain is [|R[|?*(°). Each cutting step delivers a factor ||R|> and
the number of steps is bounded above by half the maximal possible number of resolvents in A¢, namely

2¢(C).

Our aim is now to get an upper bound on the amplitude of any secured graph. Next Lemma is a first
step in this direction as it proves that such amplitudes are finite.

Lemma 6.9 (Convergence of secured graphs). — Secured graphs are convergent: let G
be a secured graph then |Ag,| < co.

To prove it we will need the following

Lemma 6.10 (Between resolvents). — Between two consecutive resolvents of a secured graph
amplitude, there are either at least three D-blocks or at least one half loop edge.

Proof. — Remark that between two consecutive resolvents of a skeleton graph amplitude, there are either
three safe elements or at least one half tree edge. This is obvious from egs. (3.4) to (3.6). During the
contraction process, unmarked half edges can contract to resolvents and thus create graphs such that two
consecutive resolvents are only separated by one half loop edge. Thus between two consecutive resolvents
of a resolvent graph amplitude, there are either at least three D-blocks or at least one half (tree or
loop) edge. Let us now have a look at the preparation step. When a (tree-)resolvent is expanded, it
can either merge two intervals between resolvents (if the expansion term is I) or increase the number of
safe elements in an interval if the expansion term is a D operator or half loop edge or create a new tree
edge. In consequence, between two consecutive resolvents of a secured graph amplitude, there are either
at least three D-blocks or at least one half loop edge or at least one half tree edge. In this last case, as
the graph considered is secured, there are at least six safe elements between the two resolvents. O

Proof of Lemma 6.9. — We prove that for any word w in By, if (Gs) = 2k or in By if r(Gs) = 2k + 1,
|Ay| < oo. Indeed, note first that the products of a cut of a secured graph, even or odd, are still secured.
Thus the cutting scheme of Definition 6.8 cannot create divergent subgraphs as we never cut through a
corner adjacent to a tree edge. Then it is enough to check that each resolvent-free map w either contains
at least five tree edges or at least two tree edges and one loop edge or at least two loop lines, see fig. 17.

If (Gs) = 1, we proceed to an odd cut. The resulting resolvent-free graphs, denoted 0 and 1, contain
at least six safe elements (see Definition 6.1) and are thus convergent.

If (Gs) = 2, we split our analysis into two subcases. If the two resolvents in Ag, are separated by
a tree line, and as G, is secured, an even cut will produce two resolvent-free graphs the amplitudes of
which contain at least twelve safe elements each. They are thus convergent. If one of the two intervals
between the two resolvents does not contain half tree edges, it must contain at least one half loop edge
or at least three D operators (by Lemma 6.10). In this case, we first perform an odd cut. It results in
two secured graphs. One of them is resolvent-free and convergent (see fig. 19). The other one has two
resolvents separated either by tree edges (thus at least twelve safe elements) or by at least two half loop
edges. An even cut now produces only resolvent-free convergent graphs.

If (Gs) = 3, a resolvent-free graph w necessarily originates from the application of an even cut on a
secured graph G with two resolvents. And G\ itself is the product of an even cut on another secured
graph gf;” with four resolvents. By Lemma 6.10, resolvents in A glo) are separated by at least one half loop

edge or at least three D operators. Then resolvents in A gl are sseparated by at least two half loop edges

or at least six D operators. An even cut on Qél) thus produces only convergent resolvent-free graphs. [J



51

6.3. Bounds on secured graphs. — Our next task is to get a better upper bound on the amplitude
of a secured graph, in terms of the loop vertex scales. Remember indeed that each node a of a tree in
the LVE representation of log Z, see eq. (2.3), is equipped with a scale j, i.e. an integer between 0 and
Jmax. Analytically it means that each V;, in W;, = e~Yia — 1 contains exactly one 1;, cutoff adjacent to
a v/ C operator (and all other propagators bear 1¢;, cutoffs), see eq. (1.16). Moreover the scales of the
nodes of a Bosonic block are all distinct. After applying the derivatives (situated at both ends of each
tree edge of a Bosonic block) to the W;, ’s one gets skeleton graphs which are forests with generically
more vertices than their corresponding abstract tree. Each duplicated vertex is a derivative of some W),
and bears consequently a 1;, cutoff. Thus the (loop) vertices of the skeleton graphs do not have distinct
scales but contain at least as many (v/C);,’s as the underlying tree.

During the contraction process (i.e. integration by parts of the o fields not contained in the resolvents)
no (\/a)] operator are created nor destroyed. When two sigmas contract to each other, corners (i.e.
places where square roots of propagators are situated) do not change. When a sigma field contracts to a
resolvent, two new corners are created but both with a 1¢; cutoff. The potentially adjacent 1; cutoff is

left unchanged. Secured graphs bear thus at least as many (\FC) ja s as their original skeleton graphs.

Lemma 6.11. — Let B be a Bosonic block and G5 be a secured graph originating from B. Then,
there exist K, p € R’ such that for any coupling constant g in the cardioid domain Card,,

1 -
(6.8) |Ag, | < KIBlpe@) TT M= made.
aeB
Proof. — To facilitate the argument we first need to introduce some more notation. We let k be the

number of Cauchy-Schwarz iterations in the cutting process of Definition 6.8. Explicitly,

k if r(Gs) =2k and k > 2,
k(Gs) =<2 if r(Gs) = 2,
2k+1 ifr(Gs) =2k + 1.

We often drop the dependence on Gs. In order to track corners which bear loop vertex scales, we also
introduce the following: let w be either a secured graph or a resolvent-free graph. For all a € B, we let
¢q(w) be the number of corners of w which bear integer a:

co(w) = |{c € s(w) :i. = a}|.

For all k' € {0} U [k(G,)], let us note Fi(Gs) for the set of maps obtained from G after k’ steps of the
cutting process of Definition 6.8. For example, if r(G;) is even and greater than four, Fi(Gs) is the set of
binary words of length r/2. For all m € Fj,/(Gs), let o (m) be the exponent of |An| in the corresponding
Cauchy-Schwarz bound. Then, according to eq. (6.7), for all a € B, we define m, j as follows:

Mg = Z agr(m)eg (m).

mEFk/(gs)

We shall now bound the amplitude of G5 by a multiscale analysis. It means that for all m in F(Gs), we
expand each (\/5)@» operator as ZZ:O(\/a)i. Each map m is then equipped with a scale attribution,
namely a given integer per corner of m. These attributions correspond to the usual scale attributions on
edges in the tensor graph representation. Nevertheless, they are here constrained: there exist (marked)
corners with a fixed scale j, (these are the loop vertex scales) and for each corner ¢ of m, 4. is bounded by
some j,. Let s(m) be the set of marked corners of m. Using Lemmas 6.9 and A.2, there exists a positive
real number K such that

(6.9) Al =Y Aw, | < (Kg)™ ] Mot
© c€s(m)

Remember that Lemma A.2 is formulated in the tensor graph representation. Here the edges of a chord
diagram correspond to the vertices of a tensor Feynman graph and edges of the latter are the corners
in the resolvent-free graphs. Moreover, looking at eqs. (3.4) to (3.6), one notices that each loop vertex
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bears one factor A = g'/2 per corner (in a resolvent-free graph). This explains the term g¢(™) in eq. (6.9).
From eq. (6.7), we deduce

< |‘R||2E(gs)(K|g|)Zm€F (Gs) ag(m)e( H M- m,, Ra
a€B

(6.10)

Remark that

(6.11) > agp(m)e(m) = e(Gy).

meFy(Gs)

Let us indeed consider w € Fj (G,) with 0 < &’ < k and any edge £ of w. If the (k' 4 1) Cauchy-Schwarz
iteration cuts ¢, then it appears exactly once both in w0 and wl. If £ is not cut, it appears twice in w0 or
w1 but not in both graphs. In the two cases, e(w) = % (e(w0) + e(w1)). Induction on k" proves eq. (6.11)
as Y ey (g.) 0(m)e(m) = e(G,).

Let us now prove that for all @ € B, m_; > 2. Let us consider a fixed a in B and k' between 0 and

a7
k. Let w be a map in Fj/(Gs). We define ¢, (w) as the number of marked corners of w of scale a which
are adjacent to a resolvent. We also let ¢, r(w) be cq(w) — cqr(w). We further decompose ¢, ,(w) as
Ca,c(W) + cq,s(w) where ¢, o(w) is the number of corners, adjacent to a resolvent, and adjacent to the cut
at step k’. Let now ¢ be a marked corner in s(w) such that i, = a. If ¢ is adjacent to a resolvent cut
at the (k)" step, it appears in exactly one graph among w0 and wl. If ¢ is not adjacent to a resolvent
but nevertheless cut (thus by an odd cut), it belongs to both w0 and wl. If ¢ is not cut, it appears twice
either in w0 or in wl but not in both. Then

a 0 a 1) = 2¢, a,c

Carg (W0) + o, p(wl) = 2ca,1 () + Cae(w) = ¢q(w0) + cq(wl) = 2¢(w) — cqc(w).
Car(W0) + ¢qr (W) = 2¢4 s (w) ’

As a1 (w0) = a1 (wl) = Loy (w), we have

41 (w0) g (w0) + vy 1 (W) g (wl) = g (W)eq (W) — Fea,c(w).

Then, viewing the cutting process of Definition 6.8 as a computation tree 7', and resumming my i from
the leaves to the root of T', one gets

1 E—1
mg, g = Mao0 — 5 Ca,c(w) = Ca(gs) - %Ca,r(gs)-
k=0 weF,, (Gs)
As ¢q7(Gs) < ¢0(Gs), m 1ca(gb) Remembering that, as discussed at the begining of Section 6, any

resolvent graph has at least four marked corners of each loop vertex scale (said differently ¢, (Gs) > 4 for
all a € B), m my, i = 2. To conclude the proof, we use

e this bound on m, ; as well as eq. (6.11) in eq. (6.10),
o the fact that e(G,) grows at most linearly with |B],
e the fact that e(G”) > 4

e the resolvent bound of Lemma 1.4 and the definition of the cardioid domain Card,. O

The main goal of Section 6 was to give an upper bound on the perturbative term I of eq. (3.9). Here
it is:

Theorem 6.12 (Perturbative factor I,). — Let B be a Bosonic block and define n by |B| =
n+1,n > 0. Then there exists K € R such that the perturbative factor Iy of eq. (3.9) obeys

4(B; G) < K™ (n!)*"/2p™@) ] M~ Hie 2(G) = {e(G) ife(G) > 1

oCB 2 otherwise.



53

Proof. — We concentrate here on the case of Bosonic blocks with more than one node. Summing up
what we have done in this Section, we have

I4f/dz/3 Y Ag,.

G(6") Gs(9)

The functional integration with respect to the measure vz equals 1 as the integrand does not depend on
¢ anymore. Lemma 6.11 gives a bound on Ag_ and Lemma 6.5 a bound on the number of terms in the
sum over Gs. There remains to bound the number of resolvent graphs G obtained from the contraction
process applied to a given skeleton graph G”. Then, as already discussed at the begining of this Section,
n(G"”) < 8n and e(G”) < 4n. Thus r(G”) < 8n and as loop vertices bear at most three sigmas, the total
number of sigma fields to be integrated by parts in the contraction process is bounded above by 24n. We
deduce that the number of terms in the sum over G(G”) is bounded by K™(n!)32. All in all, we get

I4 < Kn(n|)74 e( HM ia = I, <Kn(n|)37/2 e(G) HM I5da
a€B a€B

where we used that e(Gs) > e(G”) = 4e(G). The final bound is obtained by noticing that the possible
vertices of a single node Bosonic block bear at least two powers of p. (Il

7. The final sums

We are now ready to gather the perturbative and non perturbative bounds of Sections 6 and 5 into a
unique result on log Z¢; . Our starting point is the expression of log Z¢; . obtained after application
of the Multiscale Loop Vertex Expansion :

(23) Wejun(9) =108 < (9) = D — D

s [0 [T T (507050

Then we need to remember that the functional derivative 07, see eq. (2.2), is the product of Fermionic
and Bosonic derivatives, eq. (2.2a), and that the latter factor out over the Bosonic components of the tree
J. Then, as in [GR14], we start by estimating the functional integration over the Grassmann variables
to get:

ogZes | <25 S ST I 0-60)( I1 6 TLsk

n=1""7J tree {j,} B a,beB LpE€FFR B
a#b tp=(a,b)

/d'wB/dVB 675 Via — 1)(ﬂa ﬁa).
aeB

Using the language of skeleton graphs, applying Holder inequality (3.9) and using notation of eq. (5.1)
and Theorem 6.12, we get

o0
1108 2l < Z

0i.)) 11D 187 14(B: G).

J tree {j,} B a bEB B G(B)
a;éb

Let us introduce ngp := |B| > 1, which is therefore 1 plus the integer called n in Theorem 6.12. The sum
over skeleton graphs G(B) can be decomposed into two parts. Due to Fad di Bruno formula, there is a
first sum over partitions of the sets of edges incident to each vertex of 7z. The total number of such
partitions is bounded above by O(1)"5(ng!)2. Given such partitions, there remains to choose appropriate
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loop vertices for each vertex of G. As the number of terms in the k™ o-derivative of Vf‘g is bounded by
25 k! the number of possible choices of loop vertices is bounded by O(1)"#(ng!)2. Then,

(H I | S ) HIB sup 14 (5; G)

n=1 n! J tree {j,} a,beB
a;éb

|10 Z<jpmanc| <

and using Theorems 5.1 and 6.12 we have

P Z Z(H ng!) 4+37/2 H Mb) ﬁM—gg‘a
n=1 J tree {j.} aal;éebl’j’ a=1

where X =) gsupg 2(G). As x(G) = [B| — 1 if |B| > 2 and 2(G) = 2 if |B| = 1, we have X > [F].

oo

(7.1) |log Z< | <

The factor [[ 5 [[apen(1—90;,5,) in eq. (7.1) ensures that slice indices j, are all different in each block
a#b
B. Therefore

. ng(npg +1
Zja>1+2+...+nB:M’

2
a€B
so that

n

H N —da/96 < He— O(l)n%.

a=1 B

The number of labeled trees on n vertices is n™~2 (the complexity of the complete graph K, on n
vertices), hence the number of two-level trees 7 in eq. (7.1) is exactly 2" 'n"~2. Since Yz np = n, for
p small enough we have

108 2] < ZO 7 sup (TJ(nst)+57/2e= 0% ) S~ T oo

J tree B {ja}azl
[eS)
O(1)"p""? < 4o0.

n=1

Hence for p small enough the series (2.3) is absolutely and uniformly convergent in the cardioid domain
Card,. Analyticity, Taylor remainder bounds and Borel summability follows for each W . (uniformly
in ]max) from standard arguments based on Morera’s theorem. Similarly, since the sequence W;, .. is
easily shown uniformly Cauchy in the cardioid (from the geometric convergence of our bounds in jmax,
the limit W, exists and its analyticity, uniform Taylor remainder bounds and Borel summability follow
again from similar standard application of Morera’s theorem. This completes the proof of our main result,

Theorem 2.1.

Conclusion

Uniform Taylor remainder estimates at order p are required to complete the proof of Borel summability
[Sok80] in Theorem 2.1. They correspond to further Taylor expanding beyond trees up to graphs with
excess (i.e. number of cycles) at most p. The corresponding mized expansion is described in detail in
[Gurl3a]. The main change is to force for an additional p! factor to bound the cycle edges combinatorics,
as expected in the Taylor uniform remainders estimates of a Borel summable function.

The main theorem of this paper clearly also extends to cumulants of the theory, introducing ciliated
trees and graphs as in [Gurl3al]. This is left to the reader.

The next tasks in constructive tensor field theories would be to treat the T3 [BG14] and the U(1) —T¢
group field theory [OSVT13]. They are both just renormalizable and asymptotically free [BGOS12;
Riv15]. Their full construction clearly requires more precise estimates, but at this stage we do not foresee
any reason it cannot be done via the strategy of the MLVE.
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A.1. Bare and renormalized amplitudes. — Let M denote the graph M with a vertex of colour

c. Its regularized bare amplitude Axqe is a function of the incoming index n. (and appears at first order
of the Taylor expansion in ¢)¢

A=— Y o(pc —ne)

2
pelvp P

The counterterm is minus the value at n. = 0, hence

5(pe) 1
6Mc = = .
1 Z p2 +1 pe[zN:N]s p2 +1

pE[-N,NJ*

Let us define A, to be ) Ape. Remark that Aaqe is independent of ¢, so that in fact

1

pE[-N,N]3

We can calculate the renormalized amplitude of M as

pc nc -
=2 2 2+1 =22 (n2 +p? +1)( +1)

¢ pez4 ¢ pezd

It is now a convergent sum, hence no longer requires the cutoff N.

We now compute the counterterm to the graph Ms. Remark that this log divergent mass graph
has the tadpole M; as a subgraph, hence its counterterm has to include the subrenormalization of that
tadpole. The bare amplitude of M is

5(1)0 - 6(ge — per)
=2 2 e Z > TEv
¢ p€e[—-N,N]J* ¢’ g€[-N,N}*
The partly renormalized amplitude of My (with only the inner tadpole subtraction) is

ren d c ¢/ — Pe 75 o
A?\'@ :Z Z ((pz ZZ o Z;+1 L.

c pe[— ¢ qezZ*

_ d(pe —ne)
=-2 Z (p2+1)? ZZ (P + ¢ +1)( +1)

¢ pe[-N,NJ4 ¢ qez?

where we relaxed the cutoff constraint on the inner tadpole to better show that it is now a convergent

0By convention, we do not include the powers of the coupling constant ¢ in the amplitudes of the Feynman
graphs.
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sum. Hence the counterterm for My is daq, = Y. o and

c ’_c_5 c’
P Y- DI f;H =

pE[—N,N]* ¢ qezA
:PG[ZN:,N] 2 g: %Z:S. pc +q )(q2+1)
> (p QZ P+ ¢q> +1( +1)

pE[-N,N3 623

where in the last line we used that the value vanishes if ¢ = ¢/, plus again the colour symmetry. The
renormalized amplitude for My is the now fully convergent double sum

c c_ c ' — Pe _5 c’
342222 P P ZZ 5(q. 2+1 (gc)

¢ pezt ¢ qez*
2
Y Y R X G o
c peZ4 qez® °
—n¢) = 6(pe) P
_ZZ %:Z W2+ @+ D@+ 1)
3pi[ng +2(p° +1)]

N Z EZ:S qu;( ni+p’+ DX+ 1)’ + ¢ +1)(¢° + 1)

1
2P 12+ @+ (@ 1)>’

A.2. The Q operator. — We gather here some easy but useful results over the operators @)y and
Q1, which are well-defined bounded operators on L?({1,2,3,4} x Z2?). From their definitions in the
momentum basis (which has been used throughout this paper), see eqgs. (1.8) and (1.9), it is easy to
bound the coefficients of these operators:

o)
(m? 4+ n2 4+ 1)1/2

(QO)C,C’;mn,m’n’ < 6cc/5mm’ 6nn’

o(1
(Q(11>)c,c’;7rzn,7n’n’ < (1 - 5cc’)6mn6m’n’ma
) o)
c,c/smn,m/n’ < 5cc/5mm’6nn’
|(Q1 ) €3 ’ | (m2+n2+1)3/2
o(1)

1= 0ce' )OmnOmint —————
+ ( ) (mQ + m/2 + 1)2
Hence @ is a bounded operator and e.g. ||gQo|| < § for g in the cardioid and p small enough. Q1 is

trace class therefore Q@ = Qo + @1 is bounded with [|gQ| < % for p small enough. Remark that @ itself,
0(1)

without ultraviolet cutoff, is not a trace class operator, since Qg is not trace class: indeed >, Ny

diverges linearly.

Lemma A.1. — In the cardioid,

1Q;] < O(1)M™ TrQ; < O(l)]\/[j7
|Qojll < OWM™,  TrQo; < OM, Q] < 0(L),
1QYs] < o), Tr Q1) < 0(1), Tr[(Q1))?] < 0(1)M 7,
1QF) < 0()pM 7, Q) < O(1)pM ™.

Proof. — Simple exercise by noting that Qo is diagonal and that for any bounded operator P, ||P| <
Tr P. ]
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A.3. Proof of Lemma 1.2. — Recollecting the definitions of A, N1, Na, N3, Ny and N5, we get

log s = Y Co%, +5t+132fm325Mc Tro(By) + 3 Tr D2
GeV’!
+ 383 + § Tr[D3] + § Te[Df] + Tx[D? Dy) + § Te([Df]

where V' =V \ {9,92, N3} and &, = (2N + 1) 3 .(65,)%. We need to prove that log s = 0.

Let Z(G) = {divergent forests F of G : G ¢ F} and Ag =} rcr(q) (ng}- —74)Ac. Recall that

—_)lcl _
for G a vacuum graph, ¢ = —A,. We will prove that log N5 =" ey %6@ equals Yoy %Ag.
In the following, in order to lighten notations, we will denote M (resp. Mz) by | (resp. }) or any rotated
version of it. Thus we have

Fon={e.{I} {|}}, 4w =0-n-m4a
O C IR IRUSHRINIR RIS

Ay, = (1= 1)1 = 1) Av, - 1 1) Ay, — 51~ 7D Ay,

£ = Lo AL G048 00104080 (8100 - 4 -
Ay, = (1= 7)1 —m)(1 —7)(1 = 7) Ay, — 7r(1 —m)(1 —7)Ay

The remaining vacuum graphs are easier to handle since they do not have any overlapping divergences:

( (

Ay, = (1 =m)(1 =7 )1 = 7)Av;,
( (1-
(1=7)

Using 65, = —0me + A%dpqg, it is then easy to check that:

2 — 2
Ay, =3B+ F 2N+ 1)) (0umg)?,

c

S Ay, = 3T D} —iN > G Tre(Br)e = A2N + 1)) damedumg,

6 6*{ yd 6
_%AVS = _% Mo "My + %(2N+ 1)2(6/\45)27

C
8

YAy, =iT[DY, -XA, =1iTrDi

2 4
XAy, = Te(DIDy), 2 Ay, =L1TrDi

In other words,

log Ns = Z (=9 9)' |

GeV’ GeV’

which is the desired result.
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A.4. Proof of Lemma 4.5. — We start from expression (4.1) of v; and first expand I-R as —UR
or —RU:

vV = ~Tr[(U1,D1,;% + ¥1,D1,;U)R + D*1;5R + £1;D*R + D*1;5R + D*1,5R],

v®) = ~Tr[251;5UR + £1;D1,5UR + Do1;5%1; — 2Dy (S1,5 + 1,5°1;)].

Using D = D; + D,, we gather in vél) + "u]@ the six terms quadratic in ¥ and linear in D which combine

(using trace cyclicity) as (again, ordering is carefully chosen!)
— Tr[251;D1;5R + 251;5DR + D,1;5°1; — 2D1(X1,5 + 1,;5%1;)]
= Tr[2%1,D1;2(I-R) + 251;ED(I-R) — D21;5°1; — 2D5(21,5 + 1,;5%1;)]
= —Tr[251;D1;ZUR + 2US1;SDR + D31;5°1; + 2D5(31;5 + 1;5°1;)].

Then vj(-l) + vj(?) rewrites as

v 40l = — Tr[2(D%1,% + £1,D%)R + D*1,TR + 251,5°R
+ (D*1,% + 3%1,;D1;%U + 2U¥1;YD)R
+3D,1;%°1; + 2D, ¥1,%)].
The third line contains only convergent loop vertices and is free of any resolvent. The terms on the second
line are ready for a HS bound (and a L'/L> bound) i.e. they will lead to convergent loop vertices. But
the first line needs some further expansion of the resolvent factors (R = I+UR =I1+RU):
Tr[D*1;5R] = Tr[D?*1,5] + Tr[(S + D)D*1,5R)]
= Tr[D’1;%] 4+ Tr[(X1;D)(D1;XR)] + Tr[D*1;XR]
= Tr[D*1;3] + Tr[(£1;D)(D1;5R)] + Tr[D*1,%] 4+ Tr[(X + D)D*1;5R],

Tr[$1;D?%] = Tr[D*1,%] + Tr[(21;D)(D1,;5R)] + Tr[D*1;3]
+Tr[1,D%(S + D)R],

Tr[D*1;5R] = Tr[D’1;%] 4+ Tr[(X + D)D*1,5R],

Tr[S1,;5°R] = Tr[2%1] + Tr[(S + D)S1;5°R).
We finally get an expression for v; which is completely ready for our bounds:

v; = —Tr[25%1;5°R + 2D¥1;5°R + 25°1;XDR + 35D1;5°R
+4(¥1;D)(D1;ER) + 3(£1;D)(1,5DR) + 2(DX1;)(1;ZDR) + 55D*1;%R
(A1) +4D*1;5R + 2¥1;D*R
+25°1; + 3D51;5°1; + 2D, ¥1;% + 4D*1;%
+ D°1;R| + Deonv,;-
We need to bound |V;| = \fol dt;v;(t;)] < fol dt; |vj]. The bound on |v;| will be uniform in ¢; so that the

integral is simply bounded by 1. Let us now show that (the module of) each term of eq. (A.1) is bounded
by a sum of (modules of) allowed loop vertices, see Definition 4.4.

Tr[°1,2%R]| < Tr[[S]*1;] 4+ Tr[(£%)*1,;2°RR*] by eq. (4.2) and 1; = 13
<2Tr (B[] = 20°U} by eq. (4.3) and |g||R| < p-

ITr[DX1;5°R]| < Tr[D?S*1;%] 4 Tr[(82)*1;2°RR] by eq. (4.2) and 1; = 17
<|gPul’ + p*U} by eq. (4.3) and |g[[|R] < p
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and similarly for the two other terms of the first line of eq. (A.1).
ITr[(31,;D)(D1;5R)]| < p*U* + Tr[S*1;D*1; SRR < 20°U .
Similarly one gets

ITr[(£1,;D)(1,5DR)
ITr[(DX1,)(1,5DR)

NI< AW+ U7,

)]
|Tr[ZD°1;5R]

]

1)

| <
3772,b
| <2p Uj
| <P°UP" + 07U}
[T [D*1;5R]| < p°UP* + p°U > |Tr[S1;D*R]|.

The remaining terms of v;, see eq. (A.1), already belong to the list of convergent loop vertices.

A.5. Faces and loop vertices. — We gather here the missing details of the proof of Lemma 5.8.

A.5.1. Quartic loop vertex. — We start by studying the incidence relations between faces and a vertex
of type U;-ll = 1/|g|? Tr[|X]*1;,], see fig. 20a for a graphical representation of it. Making explicit the
dependency of U;‘l on the o-field, we decompose our analysis into four main cases corresponding to the
number of different colours around the vertex.

The c*-case. Here all four o-fields bear the same colour, fig. 20b. A Wick-contraction can create zero,
one or two tadpoles. We gather data about possible faces (colour, local or not, length, worst cost) in
Table 1. For example, in case of two “planar” tadpoles, there is one local face of length 2 and colour c,
depicted in red in fig. 21b. In case of one “non-planar” tadpole, there are two non-local faces of length
at least 3, in red in fig. 21c. Also, in any case, there are three local faces of respective colours ¢’ # ¢ and
length 4, in red in fig. 21a. All in all, the worst cost with tapole(s) is MJ1+i2+4is and M (Grt+ia+is+7ia)/2
without tadpole.

Tadpoles ‘ Colour ‘ Locality ‘ Length H Worst cost

d #c local x3 4 M3is

planar local x2 1 Mle'rj2
2 local 2 Mia
non-planar local 4 JVEL
c local 1 M

1 planar non-local >1 MI2/2
non-local > 2 M4/

non-planar non-local x2 > 2 M G2+da)/2
0 non-local x4 > 1 M Gr+da+is+ia) /2

Table 1. The c*-case
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b. The c*-case c. The cjco-case

d. The contiguous c3c3-case e. The alternating c?c3-case

Figure 20. The U%-loop vertex and some of its coloured versions.
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a. The 3 local faces of colours ¢’ # ¢
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b. Two planar tadpoles ¢. One non-planar tadpole

Figure 21. The ¢*-case and some of its possible faces.
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The cicy-case. Here there can be zero or one tapole which could be planar or not, see fig. 20c. The
worst cost with tadpole is M71 374 and MU1+524674)/2 without, see Table 2.

Tadpoles ‘ Colour ‘ Locality | Length H Worst cost

c#cl,c local x2 4 e

C2 non-local >4 MIa/2

local 1 M

planar '

1 non-local >3 Mi4/2
non-planar a1 non-local x2 > 2 M Gztia)/2
0 non-local x2 >1 M G1+i2)/2

non-local > 2 MIa/2

Table 2. The cjco-case

The c3c3-cases. We have two main cases here: either the o-fields of colour ¢; are contiguous or not, see
figs. 20d and 20e. Anyway, there can be again zero, one or two tadpoles after Wick-contraction. All in
all, the worst cost with tadpoles is MJ1t72+4is and M G1+524674)/2 without, see Table 3.



Tadpoles ‘ Colour ‘ Locality | Length H Worst cost

c# c1,co | local x2 4 M 20a
local 1 Mt
C1 )
9 local 3 Ma
local 1 M2
Co 4
local 3 M4
local 1 Mt
C1 )
1 local 3 Mia
. non-local > 1 MI2/2
2 .
non-local >3 MIa/2
c non-local >1 MIr/2
1 .
0 non-local >3 MIa/2
. non-local >1 Mi2/?
2 ,
non-local >3 MIa/2

a. Contiguous

Tadpoles ‘ Colour ‘ Locality | Length H Worst cost

c#cp,c2 local x2 4 M 254

9 1 local x2 2 Mi2+ia

c2 local x2 2 M I3 +ia

1 1 local x2 2 M2 +ia
co non-local x2 > 2 M (G3t+ia)/2
0 c1 non-local x2 > 2 M Gztia) /2
Co non-local x2 > 2 M Gstia)/2

b. Alternating

Table 3. The c?c3-cases
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The C%CQCg-cases. Here again the o-fields of colour ¢; are either contiguous or not. There can be zero
or one tadpole. The worst cost with tadpole is M1 1344 and M (11534)/2 without, see Table 4.

Tadpoles ‘ Colour ‘ Locality | Length H Worst cost

c#cy,Co,C3 local 4 Ma
Co non-local >4 MIa/2
c3 non-local >4 MIa/2
1 local 1 M
o local 3 M”
0 non-local > 1 MI/2
non-local >3 MIa/2

a. Contiguous

Tadpoles ‘ Colour ‘ Locality | Length H Worst cost

¢ #c1,02,C3 local 4 Ma
C2 non-local >4 MIa/2
€3 non-local >4 MIa/2
ol local x2 2 Mj2+'j4
0 non-local x2 > 2 M (G2+ia)/2

b. Alternating

Table 4. The c?cycs-cases

The cicacsca-case. All o-fields bear different colours. No tadpole is possible. The cost is M2+,

’ Tadpoles ‘ Colour ‘ Locality ‘ Length H Worst cost ‘

’ 0 ‘ C1,C2,C3,C4 ‘ non-local x4 ‘ >4 H M 274 ‘

Table 5. The cjcacscy-case

A.5.2. Quadratic loop vertices. — There are five different types of quadratic vertices U 3-21’“7 see Defini-
tion 4.4. They involve D and Dy operators. Recall that D = Dy + Dy where D = Cl/2Aﬁ\AlCl/2 and
Dy = C1/2A§Vl201/2. Both are diagonal operators in the momentum basis. From Lemma 1.1, we get

o)
[mll+1°

o)

e+ 1

sup {|(D1)m,n|7 |(D)m’n

} < 5mn |(D2)m,n| < )

Each quadratic vertex contains two C-propagators plus a D-type operator. At worst (depending on the
position of the 1, cutoff in the trace), the D? operator brings M ~2%2, D* brings M ~%2 and D, brings
M~(2=¢)J2_ Thus the worst vertex is U j21’e. Note that because of the conservation of the 4-tuple of indices
through the D-type insertion, the scales on both of its sides are equal (to j2). The face data and worst
costs for a generic quadratic loop vertex are available in Tables 6 and 7. The worst cost with tadpole is
then Mi1t472 and MU1+732)/2 without.
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Tadpoles ‘ Colour ‘ Locality | Length H Worst cost

d#c local x3 3 M3z

1 local 1 M
. local 2 MI2
0 non-local >1 Mir/2
non-local > 2 Mi2/2

Table 6. The c?-case

Tadpoles ‘ Colour ‘ Locality | Length H Worst cost

0 cd #cy,co local %2 3 M?252
c1,C2 non-local x2 >3 M2
Table 7. The c¢;co-case
A.5.8. Loop vertices of degree one. — The most dangerous case is Ujl’"’7 the D2-insertion of which brings

M~27. The cost is M77/2 see Table 8.

Tadpoles ‘ Colour ‘ Locality | Length H Worst cost

0 d#c local x3 2 M3
c non-local > 2 MI/?
Table 8. The degree one case
A.6. Perturbative bounds. — Multiscale analysis is a powerful tool to bound the Feynman ampli-

tudes of convergent graphs both in the standard [Fel+85] and in the tensor case [BGR12a]. It is especially
easy in the superrenormalizable case, as it not only proves uniform bounds on any (renormalized) Feyn-
man amplitude, but it does this and in addition allows to spare a uniform small fraction n > 0 of the
scale factor of every line of the graph, which can then be used for other purposes.

Let us state precisely a Lemma of this type for our model, for which we can take n = i. More
precisely
Lemma A.2. — Let p = {ig} be a scale attribution for the lines of a vacuum Feynman graph

of the Tf theory. There exists K > 0 such that
(A.2) ZAGu [T M%) < K@
leG

where n(G) is the order of G, and ATG# is the renormalised Feynman amplitude for scale attri-
bution u.

Proof. — Let us denote f 1 £ if face f runs through line £. When G is convergent, we return to the

direct representation and consider eq. (5.7). We have to add the factor [[, M 3 to the previous factor
[1, M~2*. Hence we have to prove

ZHM 2510 HMim(f) < K™M9)
f

where we recall that i,,(f) = inf;yqs4¢ is the smallest scale of the edges along face f. We obtain an

upper bound by replacing the factor M () for each face by M z:“ﬂf 2 where L(f) is the length of
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the face f. Reordering the product we simply have now to check that

Zi<23 74

= L(f) ~ 12
since —% + % = —2—14 and obviously
S < o
noL
o If no face of length 1 or 2 runs through £ obviously >, , ﬁ <3<z
e If a face of length 2 runs through ¢, but none of length 1, it is easy to check that there can be at
most three such faces (not four, otherwise the graph would be 95 in fig. 5). Hence > Feal ﬁ <

3 1 23
33 <12

e Finally if a face of length 1 runs through ¢ it must be a tadpole. It cannot be a melonic tadpole of
a M type (otherwise it would not be a convergent graph). It can be of the non melonic type, but
it cannot be the non-melonic tadpole of 3 or 3 in fig. 5 because these graphs diverge. Hence the

1

other faces through f cannot be of length 2 or all of length 3. Hence >, oy S1+ 241=2%

When G contains a divergent subgraph of type M; or My in fig. 3, renormalization bringing an
additional factor M ~% for the critical melonic tadpoles lines, eq. (A.2) still holds.

Finally when G is one of the ten divergent vacuum graphs, in figs. 4 and 5, its renormalized amplitude
is 0 and there is nothing to prove. |
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Index of notation

Feynman Graphs

G skeleton graph......... ... .. L 5 B connected component of a Bosonic forest.... 17
Jjungle ... 5 Cchord diagram............ ...l 45
G resolvent graph................. ... oL 6 Gssecured graph....... ...l 50
G tensor graphs . ... i O MUINAD .« ettt 51
Spaces

H® = ?:1 i oo 7 L(H;) linear operators on H; ..........c........ 10
Hi = Lo(Z) oo 7 LOL(H)) oo 10
M set of divergent 2-point graphs.............. 9 _ L

V set of divergent vacuum graphs............... g Cardy:= {g€C:lgl <pcos(zargg)}......... 14
LMY =X L) oo 10 Vg =RBI@LOH) ..o 28
Tensors

T, T original fields..................cccoieiin.. 7 B = i)‘fTi\/tl .................................. 11
7 = (0.)e, main intermediate field............. 10 A, = (AEVIS)C """""""""""""""" 12
. 71 intermediﬂe field for 9y counterterm........ 12
Ay, = (Aﬁ\,l;,)c ............................... 11 By = —i)\3A5\42 ............................... 13

Operators on H®

C Propagator. ......ovueveiee e, 7T Do =iACY2B,CY2 13
A" renormalised amplitude...................... O U =S D 13
Oy, Mass counterterms .........vevvuevneane.... 10 D=Dy4+ Do 13
d; mass counterterms squared.................. 10 R — (]I _U)—l ................................ 13
0= ,0c@Lac. oo 10 ¢._ 9y

c = + A, A 13
I identity operator.............coovuevuinenenn 10 1 ':Vf’ Vo *(;;7 1
S = NGOV . 10 LS9 T Tt Om b
Hoi= A% 10 Bmle mlgon 1o

!

R = (H—E)_l ................................. 10 Uj = E(tj) .................................. 16
By = idAY 11 Dy = G () e 16
Dy = iACTPBICY2 ULy Ay 16
U1 I:E-l—Dl .................................. 11 JI . dtdiz
Ry=(—=U)" 11 Dayi= G2 ) 16

By = —iN AN 13 A = U 21
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Operators on L(H)*

0 12
(60 12
Scalars

N normalization constant ...................... 7
g coupling constant............. ... ... ... 7
OG COUNtErterm . ......ovve i eiie.n 9
Asquare root of g ... 10
by matrix element of By ............ .. ... 11
N1 normalization constant..................... 11
Miscellanea

] ={1,2,....n} o 4
Z partition function............ ... ... 7
V. interaction polynomial.................... ... 7
V) renormalised interaction.................... 10
I identity element of L(L(H)*).......covenn... 10
W =108 Z .o 13

W amplitude of a node of a jungle............. 16

Q1 oo 12
N5 normalization constant..................... 12
N3 normalization constant..................... 13
N normalization constant..................... 13
N5 normalization constant..................... 13
A prepared amplitude ........... ... oL 57
S =1, Jrmax] o v 16
Is |S| x |S] identity matrix.................... 16
1T matrix full of s ...t 17
X (w) interpolated Bosonic covariance......... 18
Q, quadratic form on L(H)* .................. 25
Xp diagonal block of X ......... ... ... ... 29
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