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Designing 3D Gesture Guidance: 
Visual Feedback and Feedforward Design Options

ABSTRACT 
Dynamic symbolic in-air hand gestures are an increasingly 
popular means of interaction with smart environments. However, 
novices need to know what commands are available and which 
gesture to execute in order to trigger these commands. We 
propose to adapt OctoPocus, a 2D gesture guiding system, to the 
case of 3D. The OctoPocus3D guidance system displays a set of 
3D gestures as 3D pipes and allows users to understand how the 
system processes gesture input. Several feedback and feedforward 
visual alternatives are proposed in the literature. However, their 
impact on guidance remains to be evaluated. We report the results 
of two user experiments that aim at designing OctoPocus3D by 
exploring these alternatives. The results show that a concurrent 
feedback, which visually simplifies the 3D scene during the 
execution of the gesture, increases the recognition rate, but only 
during the first two repetitions. After the first two repetitions, 
users achieve the same recognition rate with a terminal feedback 
(after the execution of the gesture), a concurrent feedback, both or 
neither. With respect to feedforward, the overall stability of the 
3D scene explored through the origin of the pipes during the 
execution of the gestures does not influence the recognition rate or 
the execution time. Finally, the results also show that displaying 
upcoming portions of the gestures allows 8% faster completion 
times than displaying the complete remaining portions. This 
indicates that preventing visual clutter of the 3D scene prevails 
over gesture anticipation.  

CCS Concepts 
• Human-centered computing~Gestural input   • Human-
centered computing~Displays and imagers. 

Keywords 
3D hand gesture; Guidance; Feedback; Feedforward. 

1. INTRODUCTION 
Interaction through 3D in-air hand gestures has gained much 
attention due to novel hardware capabilities [8,26]. However, 
users still have to know (1) what commands are available and (2) 
how to trigger them. This is a significant bottleneck in the 
acceptance of 3D gesture interaction by a wide public [17]. We 
address this problem by extending a 2D gesture guiding system, 
namely OctoPocus [4], to 3D gestures. OctoPocus3D displays 
gestures as on-screen 3D colored pipes to allow users to discover 

and execute available 3D gestures.  

Taxonomies of 3D gestures [1,12] allow us to clarify the gestures 
we aim to guide with our OctoPocus3D guide. We focus on 
semaphoric or symbolic gestures that define a vocabulary to 
trigger discrete commands. Semaphoric gestures can be static 
(postures) or dynamic (motion paths in 3D). For instance, drawing 
a triangle in mid-air triggers the ‘play’ command. We address 
such semaphoric and dynamic gestures, since they are commonly 
used for interacting with smart environments [13] and users need 
to guess and/or learn the gestures [1,12]. We hence address the 
difficulty for novices to learn and perform 3D semaphoric 
dynamic gestures as it is a substantial bottleneck that is limiting 
the progress of dynamic and symbolic in-air gestures in smart 
environments. 

Facing the difficulty of users to guess, learn and perform 
semaphoric dynamic gestures, several studies explored the design 
of gesture sets for novices. A recurring finding from these studies 
is that there is no 3D gesture set (user-defined [13] or expert-
defined [16]) with a perfect consensus among users [13,25]. One 
solution includes reusing users’ own gestures when interacting 
with a new system [26]. However, this solution requires systems 
to be compatible with each other, which is not likely to occur 
soon. As a consequence, it is still difficult for novices to discover 
(1) which commands are available, (2) what is the gesture 
corresponding to a particular command and (3), how to perform 
the gesture. 
While recent progress has been made for guiding 2D surface 
gesture sets [4,9] or a single 3D gesture [2,23], guiding a set of 3D 
gestures is still an open issue. Indeed, to the best of our 
knowledge, there is no guiding system designed for the guidance 
of a complete set of a wide range of dynamic semaphoric 3D hand 
gestures. Unlike 2D gesture set [4] or single 3D gesture guidance 
[23], the display of several 3D paths cannot be co-localized with 
the user’s hand, unless users are intrusively instrumented for 
stereoscopic display of gesture paths. We therefore study design 
guidance based on an additional display, distant from the location 
of the performed 3D gestures. Since 2D gestures are commonly 
represented with 2D lines as in OctoPocus [4], we display 3D 
gestures as 3D pipes. Having defined the visual presentation of 
the gestures, our research question then lies in exploring the 
dynamicity of the visual presentation. We thus study the design 
options that are related to feedback and feedforward mechanisms 
in the literature. 
• Feedback provides information about the past actions, e.g., a 

trace displaying the performed gesture and/or recognition 
scores. Such information aims at letting users correct their 
gestures. On the one hand, several guidance systems provide 
such feedback at the termination phase after the gesture is 
finished [5,11,18]. On the other hand, feedback can be 
concurrent, i.e. during the continuation phase, while the 
gesture is being performed [2,4,9]. In particular, the concurrent 
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feedback introduced by OctoPocus [4] and reused in other 
studies [3,9] intends to let the user understands how the system 
and its gesture recognizer process the input gesture at run time. 

• Feedforward provides information relevant to the actions the 
user is going to perform in order to trigger a command. 
Feedforward therefore includes the available commands and 
the corresponding gesture paths. For OctoPocus3D, we study 
two complementary aspects. First, the guide can represent the 
complete remaining portions of the gestures to be performed 
[3,4] or only upcoming portions of them [15,23]. These options 
influence the visual complexity of the resulting 3D scene. 
Second, the guide can display the paths in a relative way (i.e. 
position coupled to the user’s hand) [2,4] or in an absolute way 
(i.e. position anchored in space independently of the current 
position of the user’s hand) [3,18]. These options influence the 
stability of the 3D scene. 

We first review related work and describe design alternatives 
based on existing feedback and feedforward mechanisms. We 
then report and discuss results from two user experiments 
exploring the impact of these design alternatives on the 
completion time and recognition rate with OctoPocus3D. Results 
show that concurrent feedback leads to a 10% higher recognition 
rate than that obtained with no feedback only during the first two 
repetitions. Thus, OctoPocus3D can include a concurrent 
feedback for novices and then removes it in order to reduce its 
negative influence on motor learning. In addition, displaying 
portions of gestures leads to 8% faster completion time than 
displaying complete remaining portions of the gestures. This 
result shows that for rapidity, the overall simplicity of the scene 
prevails over the gesture anticipation enabled by displaying the 
complete gestures. Finally, displaying absolute or relative paths 
does not impact performances during guidance, showing that the 
overall instability of the 3D scene does not impact on the 
execution of gestures with OctoPocus3D. 

2. RELATED WORK 
We do not aim at exhaustively describing the 46 existing guiding 
systems [6]. Rather, we review the design options for the feedback 
and feedforward mechanisms. We illustrate these options with a 
subset of existing 2D and 3D guiding systems [6]. 

2.1 Feedback: Terminal and Concurrent  
Feedback can be terminal or concurrent. GestureBar [5] provides 
a terminal feedback after training a gesture (i.e. “nice job” or “not 
quite right”). Another example [11] consists of an arrow showing 
the recognition score on a 3-scale graphical bar. Other guiding 
systems display the recognized command [19].  

Another solution to provide terminal feedback consists of a visual 
comparison of the executed gesture and the intended one. It is 
important to note that such terminal feedback mechanisms can 
only occur when the system knows which gesture the user 
intended to execute, for instance during a training session. For 
example in [11] the system displays a representation of a teacher 
and of the user. Based on this representation and after the 
execution of a gesture, the terminal feedback is a replay 
mechanism of both performed and intended gestures. Another 
system to perform Tai-Chi movements [18] uses a similar 
terminal feedback, enriched with statistical information. 

The system guiding Tai-Chi movement [18] also provides 
concurrent feedback. The guide continuously maps the measured 
error to the brightness of a line displayed between the user’s 
hands on screen. With similar avatars, the solution in [22] uses 
arrows as concurrent feedback to notify a deviation between the 

user’s avatar and the teacher’s avatar (feedforward). Other 
systems provide concurrent feedback to guide several gestures. 
These guiding systems are often called “dynamic” [4]. For 
instance, OctoPocus [4] and ShadowGuides [9] display gestures 
with colored 2D lines labeled with command names. Once the 
user executes a gesture, the current recognition scores of the 
gestures (feedback) are mapped on the thickness of the lines, i.e. 
the less likely to be recognized, the thinner the line. Such 
concurrent feedback aims at letting users know how the system 
processes the input so that users can correct their gesture during 
the execution. In addition, once a score is below a threshold, the 
system does not display the corresponding gesture anymore. Such 
a concurrent feedback simplifies the on-screen visual complexity 
during the execution of a gesture. This option also suits large 
gesture sets, in order to simultaneously reveal all available 
gestures while guiding the user.  

Other systems like YouMove [2] that guides 3D, full body 
movements, do not provide any feedback during the ‘Movement 
Guide’ stage. This is also the case of other 3D gesture guiding 
systems, focusing on data collection related to gesture set design 
[13], gesture recognizers [8,10], and physical therapy [23].  

Previous studies also showed that concurrent feedback may have a 
negative effect on the accuracy of motor learning if users rely too 
much on it during practice [3,21]. However, solutions exist for 
reducing this negative effect. For instance, the Adaptive Guide [3] 
does not suffer from this negative effect since the concurrent 
feedback disappears, together with the feedforward, according to 
the experience of the user. This prevents the user from relying too 
much on the guide. Thus, since (1) we focus on novice users and 
(2), adaptive solutions exist to reduce the impact of concurrent 
feedback, we consider concurrent feedback.  

2.2 Feedforward: Portion of Gestures 
The feedforward can represent the complete remaining portions of 
the gestures to be performed. Examples include OctoPocus [4], 
the crib sheet of [3] or Marking Menu [14]. Other examples 
include gestures that are presented completely, but one at a time, 
using on-screen videos [8,10] or animations [23]. These options, 
in particular for 3D hand gestures, can decrease the legibility of 
the 3D scene, but can also increase the user’s ability to anticipate 
the execution of the gesture. 

Others only represent the upcoming portions of the gestures. This 
is the case for the Interactive Crib Sheet [15], the Hierarchical 
Marking Menu [15], the Gestu-Wan [20] and Lightguide [23]. 
Gestu-Wan [20] proposes to guide upper body and hand gestures 
through the decomposition of gestures into a sequence of key 
postures. However, such decomposition might be difficult to adapt 
to our case with any 3D hand gestures. Indeed, gestures need to be 
manually decomposed, which might be difficult and cumbersome 
for curved gestures. Lightguide [23] proposes different visual cues 
to render the upcoming direction of a single gesture, projected 
onto the user’s hand (e.g., a spot or a 3D arrow). These options 
can increase the legibility of the 3D scene, but can also decrease 
the user’s ability to anticipate the execution of the gesture.  

In previous work, even though both options have been considered, 
the impact of the quantity of information regarding the portion of 
the gestures that is displayed has not been evaluated. 

2.3 Feedforward: Origin of the Guide 
In the literature, the guide can display the gestures in a relative 
way. In this case, the position of the guide is coupled to the user’s 
hand. Examples include the dynamic guide of [3], the Marking 
Menu [14], OctoPocus [4] and YouMove [2]. In the later case, the 



guides are coupled to each body joints. Lightguide [23] provides 
collocated 3D guidance, projected onto the user’s hand. In this 
case, the number of gestures that can be revealed is very limited.  

Other guides display the gestures in an absolute way. In this case 
the position is anchored in space independently of the current 
position of the user’s hand. This is the case of the static guide of 
[3]. A static crib sheet is another example, which usually lists the 
name of the commands and illustrates gestures with 2D drawings. 
Other examples include gestures that are presented one by one to 
users using on-screen videos [8,10] or animations [23]. This is 
also the case of the guide of Tai-Chi movements [18] using a 
teacher avatar seen from an absolute third-person point-of-view. 

In previous work, even though both options have been considered, 
their impact on the interaction has not been evaluated. Anderson 
and Bischof [3] did not separate the effect of the static origin of 
the guides and the concurrent feedback in their study. They 
evaluated the learning aspect of 2D gestures with four guiding 
systems:  
1. A static crib-sheet guide displayed in the upper-left corner of 

the screen;  
2. A dynamic guide; 
3. A static guide: similarly to the dynamic guide, the static guide 

displays gestures with lines, except that (1) the feedforward is 
not impacted by the feedback mechanism (i.e. at any time, the 
guide displays the complete remaining paths of all gestures) 
and (2), the starting position of gesture paths remains at the 
initial location of the pen; 

4. An adaptive guide: the Adaptive Guide provides the same 
feedforward as the static guide, but disappears sooner and 
sooner as the user becomes an expert.  

If we focus on their training results (i.e. users as novices), the 
static guide condition allows a better accuracy than all the other 
guiding systems. But it is not clear which of the two parameters 
impact the accuracy of the guiding system: the absence of 
concurrent feedback and/or the static origin of the guides. These 
two parameters, concurrent feedback and starting position of the 
guides, remain to be evaluated, for 2D gestures as well as for 3D 
gestures. It is difficult to state if the stability of the 3D scene 
provided by an absolute origin of the guide is more, less or 
equally important than the unique location of attention provided 
by a guide displayed relatively to the user’s hand.  

To sum up, existing systems consider different feedback and 
feedforward mechanisms. Their impact on the interaction remains 
to be evaluated. The feedback and the feedforward options 
provide several alternatives for presenting the gestures to the user. 
We propose to evaluate these alternatives using OctoPocus3D, a 

guide we designed to present 3D gestures with on-screen visual 
3D pipes. 

We now present the design of OctoPocus3D that serves as a basis 
for the experimental studies. Even if multiple 3D gesture guiding 
systems exist, none of them supports guidance for a large set of 
hand gestures as required when interacting with a smart 
environment. Our design approach is to extend OctoPocus to 3D 
gestures: OctoPocus3D provides revelation and guidance in one 
step by displaying on-screen 3D pipes.  

3. DESIGN ISSUES FOR OCTOPOCUS3D 
We first describe the visual presentation of 3D gestures and 
rationalize its design based on previous studies. This presentation 
of 3D gestures defines the basis used to then study the impact of 
different feedback and feedforward alternatives. 

3.1 Presenting 3D Gestures  
The system represents gestures with 3D pipes and 2D labels 
displayed next to the pipes. We provide basic feedback with (1) a 
digital representation of the user’s hand as a white sphere and (2), 
the current performed path in the 3D scene as a white 3D ink trail. 

We considered visual cues that help the understanding of a 3D 
space. The literature suggests about 18 visual cues for space 
perception, which are application- or task-dependent [27]. It is 
thus impossible to systematically explore all combinations of the 
18 visual cues [27]. For the design of our guiding system, we 
followed an informal iterative process, which led us to identify the 
following elements providing depth cues without overloading the 
3D scene. 
Occlusion happens when an object overlaps another one. It is a 
strong depth cue that provides binary information: which object is 
closer / farther from the observer. We hence represent the user’s 
hand with a white solid sphere, so that users can perceive if they 
are in front or behind the path to follow. However, occlusion of a 
gesture path by another one is a problem: Users cannot see behind 
a gesture path that would be in front of others. Thus, as 
OctoPocus, we applied transparency so that users can still see 
behind a gesture path and have the depth cue at the same time. 
Gestures are rendered with two parts: a prefix (first 33% of the 
complete gesture) and a suffix (last 67% of the complete gesture) 
more transparent than the prefix (Figure 1). 
In order to increase the linear perspective, we added a horizontal 
textured plane (Figure 1). We chose white stripes on a black 
background to enhance the contrast of the 3D scene. This plane 
gives both depth information (parallel lines converging toward the 
horizon) and viewpoint that the 3D scene is seen from above, with 
an angle of 45˚. 

        
             (a)                             (b)                  (c) 

Figure 1: Illustration of the concurrent feedback and feedforward. The feedforward mechanism displays the remaining portion of 
gesture paths from the digital representation of the hand. (a) Original scene. (b) User starts to follow the gesture toward the 
direction up-left. Radius of unlikely recognized gestures (on the right of the scene) have decreased (concurrent feedback). (c) 
Gestures with predicted score below a threshold have vanished (concurrent feedback). During the entire execution of the gesture, 
3D pipes start from the digital hand’s position. 

 



                    
Figure 2: Final feedback with kinetic depth showing intended 
(blue) and executed (green) gestures from the original 
perspective (left) and from a tilt to the right perspective 
(right).  
We gave particular attention to the lightning of the scene. While 
the horizontal plane was too far from the gestures for their 
shadows to be useful, the shadows created by gestures on gestures 
themselves provide information regarding corners and curves 
orientation, called shape-from-shading depth cue [27]. 

The kinetic depth is a mechanism that provides depth information 
through motion. Without stereoscopic system, a 3D object will be 
projected onto the 2D surface of the display. A head-coupled 
mechanism allows users to rotate the 3D scene, and hence offers 
the possibility to reveal the 3D shape of the object. To do so, the 
virtual camera in the 3D scene is set at the position of the user’s 
head, and is pointing toward the center of the scene. This 
mechanism allows a user to turn around the 3D gestures, i.e. rotate 
the 3D scene by bending their upper body (Figure 2). 

3.2 Feedback Mechanism 
With some systems [4,9], gestures less likely to be recognized are 
thinner than gestures more likely to be recognized. If the 
prediction is under a threshold, the corresponding gesture is not 
displayed anymore. Other dynamic guides use the transparency 
instead [3]. We chose to vary the radius of the gestures’ pipes. 
This visual combination of concurrent feedback and feedforward 
allows the system to (1) let users correct their gestures if the 
motor control of arm movements is performed through multiple 
corrections during the execution of the gesture and (2), 
conveniently simplify the 3D scene by decreasing radii and 
making irrelevant gestures disappear. 
As highlighted in the related work section, the impact of the 
concurrent feedback (neither in 2D nor in 3D) on the recognition 
rate and completion time has not been evaluated on novices yet. It 
is obvious that this concurrent feedback makes the visual 3D 
scene simpler during the execution. But do novices really correct 
their gestures during the execution by using the information 
provided by the radius of the pipes? We are hence interested in 
evaluating the impact of the combination of concurrent feedback 
and feedforward (Figure 1) on the recognition rate and the 
completion time. We also want to compare this concurrent 
feedback with the other strategies described in the related work 
section: no feedback, a terminal feedback, and a combination of 
concurrent and terminal feedback. Our terminal feedback conveys 
two types of information (Figure 2). First, the color of the 
performed path provides binary information: it becomes green 
(resp. red) if the trial is successful (resp. unsuccessful). Second, 
users can explore the 3D scene with a head-coupled mechanism in 
order to get a better understanding of the differences between the 
intended and the performed gestures displayed on screen.  

3.3 Feedforward Mechanism 
The feedforward mechanism allows the user to know which 
commands are available and how to trigger them by showing the 
associated gestures. With the chosen on-screen visual presentation 
of gestures with 3D pipes, one of the first challenges is to display  

      
Figure 3: Visualization of the gesture set #3. Left: Remaining 
portion of gestures. Right: Upcoming portion of gestures. 
several 3D gestures at the same time. Indeed, the third dimension 
brings an additional difficulty not present in 2D: the depth. The 
visual complexity depends on several other factors, such as the 
gestures themselves and the number of gestures in the gesture set. 
Thus, it is crucial to consider design options that could reduce this 
visual complexity. From our literature review, we consider two 
design options that can influence the resulting complexity of the 
presentation: the quantity of information and the resulting visual 
stability. 
The first design dimension is the displayed portion of the gestures 
by the system [4] (Figure 3): The system can present gestures with 
pipes representing the complete remaining portions of the gestures 
(like OctoPocus [4]), only upcoming portions of the gestures (like 
YouMove [2]), or the directions only (like LightGuide [23]). This 
factor directly impacts the visual complexity of the scene by 
modifying the quantity of information displayed by the pipes. In 
our ‘upcoming’ condition, we chose to represent only the prefix of 
the gesture (33% of the complete gesture). 

A second design parameter is the origin of the guides. For a 2D 
guiding system, the display of the guide is often collocated with 
the location of the gesture’s execution. Thus, at any time, gesture 
paths are displayed centered under the point of contact of the 
interaction tool. However, (1) this design solution might be less 
accurate than fixed gestures’ presentation for 2D gestures [3] and 
(2), the third dimension adds a new source of noise for positioning 
the user’s hand and causes further difficulty in interpreting the 3D 
visualization. Indeed, several 3D objects will move and follow the 
digital representation of the hand, adding instability to the 3D 
scene. Thus, these two reasons motivated us to evaluate another 
design alternative: 3D pipes are centered in the scene, and only 
the digital representation of the hand is moving through the stable 
representation of the 3D pipes. 
For the first experiment dedicated to feedback mechanisms, the 
feedforward displays the complete remaining portion of the 
gestures’ paths from the center of the 3D scene. This solution has 
been shown to be better for the case of 2D gestures in [3]. In the 
second experiment, we then explore feedforward design options 
considering the best feedback mechanism of experiment 1. 

4. EXPERIMENTAL MATERIALS 
We describe the gesture sets as well as the apparatus and setup 
that are common in our controlled experiments. 

4.1 Experimental Gesture Set Design 
Our goal is to compare different design for presenting the 3D 
gestures. A desirable goal for a gesture guiding system is to 
support a rich gesture vocabulary enhancing the expressive power 
of gestural interaction. Thus, increasing the number of gestures of 
the set is likely to create additional difficulties. We hence created 
gesture sets that were deliberately difficult, with self-occlusion 
(i.e. a gesture part occluding another part of the same gesture), 
unusual gesture shapes, but also occlusion among gestures (i.e. 



gesture behind another gesture), overlapping of gestures (i.e. 
gestures sharing a portion of their paths) and proximity (both from 
a spatial and a shape perspective). Finally, we created 4 gesture 
sets, each of them composed of 8 gestures for a total of 32 
gestures. In our experiments, gestures were arbitrarily linked to 
city names instead of command names. In a real scenario, gestures 
would be linked to discrete commands such as ‘Switch light on’. 

4.2 Apparatus and Setup 
The two experiments used the same apparatus and setup. The C++ 
software was developed with Ogre, a 3D rendering framework, 
and executed on an Intel 2.40GHZ laptop. OpenNi2 and Nite2 
libraries allowed for communication with a Kinect 1.0. Gesture 
recognition used the Dynamic Time Warping implementation of 
GRT (http://www.nickgillian.com/software/grt). The templates 
used by the recognizer were synthetic computed 3D path. During 
the experiments, users were standing two meters in front of the 
Kinect and screen. For both experiments, since the registration 
(onset of the gesture) and the termination (end of the gesture) 
were not the focus of the study, we simply determined them with 
a click using a mouse held in the left hand. 

4.3 Preliminary Study: OctoPocus3D Versus 
Video Demonstration 
First, we wanted to confirm that OctoPocus3D could lead to a 
better recognition rate than a video demonstration. Indeed a video 
demonstration is commonly used as a baseline in the literature 
[2,8–11,13,23] as well as in commercial applications, such as the 
Apple trackpad preferences. We therefore evaluated OctoPocus3D 
against a Video Crib Sheet. The version of OctoPocus3D 
evaluated in the preliminary study displayed the complete 
remaining portion of the gestures’ paths centered in the 3D scene. 
For each system, a trial was considered successful if the score of 
the intended gesture was the highest score among the scores of all 
gestures returned by the recognition algorithm. 

For this pilot, we had 4 participants from our laboratory using 
both systems on two gesture sets. This preliminary study showed 
that OctoPocus3D led to around 80% of recognition rate 
(M=80.6%, 95% CI=[67.4%, 93.7%]), and the video crib sheet led 
to less than 50% of recognition rate (M=46.9%, 95% CI=[29.3%, 
64.4%]). The limitation of only 4 participants is considered in the 
95% CI. These results confirmed that a guiding system such as 
OctoPocus3D induces a better recognition rate than videos for 
such gestures. Indeed, OctoPocus3D has a clear advantage by 
providing guidance rather than only a visual demonstration. This 
also confirms that our gesture sets were particularly difficult and 
that guidance was needed. 

5. EXPERIMENT 1: FEEDBACK 
MECHANISMS 
We first explore different types of feedback mechanisms. We 
analyze their impact on the recognition rate and completion time.  

5.1 Participants, Design and Procedure 
A total of 20 right-handed subjects participated in the experiment 
(4 female, 16-47 years-old, M=28.4, SD=7.82). None of them had 
a background in computer science. Five were accustomed to 
gestural interaction with video games. The game gestures were 
learnt with a friend (4 of them) or with a tutorial (1 of them). 
Thus, none of them had already used a guiding system for 3D 
gestures. 

The experiment lasted approximately 90 minutes per participant. 
We used a repeated-measure within-subject design. The 
independent variables were the different types of feedback: 

concurrent (CONC, yes/no) and terminal (TERM, yes/no) and the 
repetition number REP (1, 2, 3, 4, 5, 6) in order to analyze the 
progression over time. The session was composed of 4 blocks: 
one for each condition, i.e. combination of feedback mechanisms 
(both, concurrent, terminal and none). Participants used each 
condition on a different gesture set (4 gesture sets as described 
above) composed of 8 gestures. The system and the feedback 
were explained before starting a block. Participants were asked to 
repeat each gesture 6 times. Gestures were randomly assigned. 
The order of presentation of the 4 conditions was counterbalanced 
with a Latin square design. This design resulted in 6 repetitions × 
8 gestures × 4 conditions x 20 participants = 3840 acquisitions. At 
the end of the session, we asked participants to rank systems 
based on their preferences: from 1 (most preferred system) to 4 
(less preferred system). 

5.2 Results 
The main dependent measures were accuracy, i.e. the recognition 
rate obtained with a given system, and the duration, i.e. the total 
trial completion time between the registration step (first mouse 
click) and the termination step (last mouse click). At any time 
participants could reset the guide by clicking on the middle-button 
of the mouse, held in the left hand. 

5.2.1 Recognition Rate 
We conducted our analysis with three-way repeated-measures 
ANOVAs. Results show no effect from the concurrent feedback 
CONC [F(1.19)=4.27, p>0.05], the terminal feedback TERM 
[F(1.19)=3.16, p>0.05] and the repetitions REP [F(5.95)=1.84, 
p>0.05] on the recognition rate. Indeed, it appears that as soon as 
the third repetition, participants manage to address the gap 
between systems noticeable during the first and second repetition 
(Figure 4, left). Hence, there is no difference between systems 
from repetitions three to six. Second, all systems show no or little 
variation of the recognition rate over time. Thus, showing 
concurrent or terminal feedback did not help participants to 
progress as expected. 

We further refine our analysis by focusing on the two first 
repetitions, i.e. the very first use of the system. There is a 
significant effect of CONC on the recognition rate [F(1.19)=8.20, 
p<0.01, η2=0.05]: Concurrent feedback leads to 10% better 
recognition rate than no concurrent feedback (Figure 4, right). On 
the contrary, TERM does not have a significant effect on the 
recognition rate during the first two repetitions [F(1.19)=1.17, 
p>0.05]. 

From these results, we draw two conclusions. First, concurrent 
feedback allows a better recognition rate during the 
familiarization with the guiding system. This is likely due to the 
influence of the concurrent feedback on the representation of the 
gestures: indeed within the time interval of a gesture, the 
concurrent feedback rapidly simplifies the 3D scene. Second, 

   
Figure 4: Left: Recognition rate (%) for each combination of 
feedback across all six repetitions. Right: Recognition rate 
(%) for each combination of feedback during the two first 
repetitions. Error bars represent 95% confidence intervals. 



        
Figure 5: Left: Completion time (seconds) for each 
combination of feedback across all six repetitions. Right: 
Qualitative ranking of each combination of feedback 
(preferred system is ranked 1st). Error bars represent 95% 
confidence intervals. 
participants exhibited a rather fast adaptation to all systems, 
revealing that they are equally accurate after only two repetitions 
whatever the feedback provided by OctoPocus3D.  

5.2.2 Completion Time 
A three-way repeated-measures ANOVA shows a significant 
effect from the repetition on the completion time [F(5.95)=35.06, 
p<0.001, η2=0.18]. Post-hoc multiple pairwise t-test comparisons 
with Bonferroni correction show a constant significant 
acceleration until the third repetition [p<0.05] (Figure 5, left). 
Three repetitions seem to be enough for the completion time to 
stabilize. Indeed, although the 6th repetition is significantly 
different from the 3rd one [p<0.001], repetitions number 5 and 6 
are not significantly different [p>0.05]. 
Interestingly, we did not find any significant effect from CONC 
[F(1.19)=1.15, p>0.05] and TERM [F(1.19)=0.55, p>0.05] on the 
completion time. This is surprising as we expected participants to 
slow down with CONC in order to correct their gestures during 
the interaction by considering the radius of the pipes. On the 
contrary, most participants reported that they did not exploit the 
concurrent feedback. This assertion is supported by their rankings: 
the two systems providing terminal feedback (both and terminal) 
were preferred [χ2(3)=28.48, p<0.001] (Figure 5, right). We 
suppose that even if participants did not take the time to correct 
their gestures, the concurrent feedback has the advantage of 
reducing the visual complexity during the execution of the 
gesture, and hence easing the first two executions of gestures. 

6. EXPERIMENT 2: FEEDFORWARD 
MECHANISMS 
We now focus on the two feedforward dimensions: the quantity of 
information delivered by the system (i.e. displayed portion of 
gesture’s paths) and its visual stability (i.e. origin of the guides). 

6.1 Participants, Design and Procedure 
A total of 24 right-handed subjects participated in the experiment 
(10 female, 18-43 years-old, M=25.0, SD=7.7). As for experiment 
1, none of them had a background in computer science. 14 of 
them were used to gestural interaction with video games.  
Amongst them, 5 learnt the gestures through video demonstration 
or pictorial images, 5 through tutorial and 4 with demonstrations 
by a friend. Thus, none of them had already used a guiding system  
for 3D gestures. 

The experiment lasted approximately one hour per participant. We 
used a repeated-measure within-participant design. Since 
feedforward mechanisms are important during the very first uses 
of the system, we wanted to evaluate how these design options 
affect recognition rates before users learn the gesture. Thus, we  

 
Figure 6: Left: Recognition rate (%). Right: Execution time 
(s). Error bars represent 95% confidence intervals. 
chose a design preventing progress over time. Participants were 
guided by a system only once on a given gesture set before using 
another system with a different gesture set. They repeated the 
overall process 3 times. Before each use of a system, users were 
verbally reminded of its characteristics. Gestures were randomly 
assigned. The order of presentation of the systems was 
counterbalanced with a Latin square design. This design resulted 
in 8 gestures × 4 system × 3 repetitions x 24 participants = 2304 
acquisitions. The independent variables were the displayed 
portion of a gesture DISP (portion, complete) and the origin of the 
guide ORI (center, hand). The ‘portion’ condition displays only 
the 33% upcoming part of the gesture while the ‘complete’ 
condition displays the complete remaining part of the gesture. The 
‘center’ condition displays the guides centered in the 3D scene, 
while the ‘hand’ conditions displays the guides gathered around 
the digital representation of the user’s hand. At the end of the 
session, we asked participants to rank systems based on their 
preferences: from 1 (most preferred system) to 4 (least preferred 
system). 

6.2 Results 
As for experiment 1, the main dependent measures were the 
recognition rate and the completion time.  

6.2.1 Recognition Rate 
A two-way repeated-measures ANOVA reveals no effect from the 
displayed portion [F(1.23)=1.09, p>0.05] or the origin of the 
guide [F(1.23)=1.34, p>0.05] on the recognition rate (Figure 6, 
left). 

We did not expect these results since these alternatives greatly 
influence the visual complexity of the resulting scene. Previous 
work often considers the visual complexity as an important factor 
for a guiding system [2,4,22]. However, we did not find any 
significant effect regarding the recognition rate when using 
OctoPocus3D.  

6.2.2 Completion Time 
A two-way repeated-measures ANOVA reveals a significant 
effect from the displayed portion on the completion time 
[F(1.23)=9.14, p<0.01, η2=0.01], displaying an upcoming portion 
of the gesture leading to 8% faster completion time that displaying 
the complete remaining portion (Figure 6, right). This shows that 
for rapidity, the overall simplicity of the scene overrides the 
benefit of the anticipation allowed by the display of the entire 
remaining gesture. We did not find any significant effect from the 
origin of the guide on the completion time [F(1.23)=2.86, 
p>0.05]. 

Interestingly, feedforward design options also did not have a 
significant effect on the participant’s preferences [χ2(3)=1.38, 
p>0.05]. 

7. Discussion and Limitations 
Results allow us to draw design recommendations for distant on-
screen gesture guidance.  



First, regarding feedback alternatives, if the system knows which 
gesture the user wants to perform (e.g., practice phase), the 
guiding system should include both concurrent (better recognition 
rates during the first trials) and terminal feedback (users’ 
preferences). However, if there is no practice phase enabling 
terminal feedback, then using only concurrent feedback is a viable 
solution. In addition, we showed that this concurrent feedback is 
beneficial only during the first two repetitions using 
OctoPocus3D. This result is important since it experimentally 
reinforces the recommendation for early removal of concurrent 
feedback: indeed previous results showed that the removal of the 
concurrent feedback allows avoiding of negative impact on motor 
learning when users become experts [3]. We additionally show 
that the concurrent feedback does not contribute to better 
performances after the first two repetitions. Our design 
recommendation is then to provide concurrent feedback for novice 
users only, as well as terminal feedback if possible.  

Second, regarding feedforward alternatives, since  
1. we did not find a significant effect on accuracy,  
2. there is no significant difference in users’ preferences 

[χ2(3)=1.38, p>0.05], and 
3. displaying the upcoming portions of gestures led to a 8% faster 

completion time than displaying the complete remaining 
portions, 

our design recommendation is based on the completion time. 
While previous work shows no significant impact of the guide on 
completion time in 2D [3] and 3D [20], we recommend that the 
guidance system displays only upcoming portions of gestures.  

These two design recommendations fall within the broader topic 
of motor control. Indeed, models for the motor control of arm 
movements are actively discussed amongst researchers [7]. Arm 
movements can be planned (1) prior to the actual movement 
(open-loop control), (2) during the actual movement through 
multiple corrections (closed-loop feedback control) or (3), both 
before the movement and modified during the actual movement (a 
mix of closed- and open-loop control). Our design 
recommendations can be explained by the closed-loop feedback 
control of the arm movements. This means that the users 
constantly update their arm movements according to what they 
perceive of the situation. Indeed, concurrent feedback and the 
display of only upcoming portions of gestures advocate for a 
continuous correction process. Contrastingly, a terminal feedback 
and the display of the complete remaining portions of the gestures 
would have helped for pre-programmed movements, performed 
under open-loop control.  

The visual scene instability induced by the origin of the guides 
should interfere with the closed-loop feedback control of the arm 
movements. Nevertheless we did not experimentally observe this 
effect. We hypothesize that even if users executed their 
movements under closed-loop feedback control, taking benefit 
from the visual information, only small visual portions of the 
upcoming paths were considered. For this case, the focus of the 
users is mainly on the digital hand representation and nearby 
displayed portions of the gestures. This area is stable in both 
conditions (guides with fixed origin or guides following the 
digital hand), even with a globally unstable 3D scene. This 
hypothesis should be validated through formal experiments by 
monitoring user’s gaze while being guided. Tracking the eyes of 
the users while being guided could (1) validate this hypothesis and 
(2), define the useful area around the digital hand for presenting 
3D gestures. This result could then help minimizing the visual 
complexity of the 3D scene by optimizing the displayed portions 
of gestures. 

For this study, we used a priori difficult gesture sets in order to 
find differences in a difficult case to support richer gesture sets. 
Easy gesture sets – such as a gesture set composed of only two 
opposite straight lines – would have likely hindered potential 
effects of the explored design options. However, it is difficult to 
clearly define and quantify the difficulty of a gesture. Indeed, 
there are several factors to consider. A gesture can be (1) 
perceived difficult by users [24], (2) difficult to execute because 
of its geometrical factors such as its shape, and/or (3), difficult to 
recognize because of similar gestures in the gesture set. The first 
step toward our understanding of gesture difficulty (perceived, 
motor execution and recognition for interaction) is the 
establishment of a guiding system. Indeed, sources of difficulty 
will likely be related to the way gestures are presented to users. 
For instance, a horizontal line will be more difficult to execute if 
it is seen from a horizontal viewpoint than with a vertical 
viewpoint from the top. But what happens if another gesture from 
the gesture set occludes the line? Thus, the way gestures are 
presented to users is a critical aspect for the study of gesture 
difficulties. In this study, we introduced a guiding system that is 
required in order to perform further studies in which users can 
actually execute a 3D semaphoric dynamic gesture from a gesture 
set. A next step is thus the analysis of the difficulties of the 
gestures as previously mentioned: perceived, motor execution and 
recognition difficulty of a gesture from a gesture set. 

8. Conclusion 
3D gestures are becoming widespread in applications such as 
games, public displays and smart environments. However, such a 
gestural interaction is not self-evident: users have to learn the 
gestures corresponding to the system commands. In addition, 
users might struggle with the functioning of the system and how it 
processes gesture inputs. Building on previous results regarding 
2D gesture sets guidance and 3D gestures guidance, this paper 
addresses the design of an extension of OctoPocus in 3D, i.e. a 
guide displaying gestures as on-screen 3D pipes. Previous 
literature offers several combinations of feedback and 
feedforward mechanisms, but lacks an evaluation of their impact 
on the interaction. As a consequence, it is difficult to inform 
design decisions for display of 3D gestures. We presented two 
studies that enrich the knowledge of 3D gesture guidance and 
allow the fine-tuning of the representation of 3D gestures on a 
distant screen.  
Our contributions are twofold: 

Firstly, we extend OctoPocus to 3D semaphoric dynamic gestures 
with OctoPocus3D. We show that this straightforward extension 
provides a better guidance than video demonstrations. We thus 
encourage researchers and practitioners to use this extension since 
its gesture sets are fully flexible: i.e., gestures can be easily re-
defined, unlike videos that need to be re-shot. 

Secondly, results from two users experiments allow us to draw 
design recommendations regarding the fine-tuning of 
OctoPocus3D. As regards to feedback options, we showed that 
concurrent feedback visually simplifies the 3D scene and, during 
the first two executions of a gesture, leads to a 10% higher 
recognition rate than no feedback. A previous study [3] showed 
that concurrent feedback should be removed in order to enhance 
learning; we further show that concurrent feedback is useful, but 
only at the very beginning. The resulting guiding system, 
OctoPocus3D, can be used without any terminal feedback, i.e. 
without any training session during which terminal feedback 
allows the user to compare the intended and executed gestures. As 
regards to feedforward options, we showed that displaying only a 



portion of gestures with 3D pipes allowed a 8% faster completion 
time than displaying the entire gesture paths. Indeed, even if this 
option prevents users from anticipating the complete shape of the 
gestures, this option also reduces the visual complexity, a salient 
property for the case of 3D gestures. 

We plan to extend this study along two complementary avenues, 
the first one dedicated to the research question raised by our 
results regarding user’s focus and the second one related to the 
study of the gesture difficulty.  
First, we plan to further explore the visual focus of the user during 
guidance using OctoPocus3D. This could provide a better 
understanding of how users execute arm movements during 
guidance under closed-loop feedback control and also increase the 
legibility of the 3D scene by optimizing the displayed portions of 
the gestures.  

Second, we plan to study the difficulties of 3D semaphoric 
dynamic hand gestures. More specifically, we want to study the 
difficulty of motor execution (i.e. what makes a gesture difficult 
to execute?) and how this difficulty is linked to the viewpoint of 
the guide. 
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