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ASYMPTOTIC STABILITY OF THE BOLTZMANN EQUATION
WITH MAXWELL BOUNDARY CONDITIONS

MARC BRIANT AND YAN GUO

ABSTRACT. In a general ! domain, we study the perturbative Cauchy theory for
the Boltzmann equation with Maxwell boundary conditions with an accommoda-
tion coefficient v in (\/2/_3, 1], and discuss this threshold. We consider polynomial
or stretched exponential weights m(v) and prove existence, uniqueness and expo-
nential trend to equilibrium around a global Maxwellian in Lg%, (m). Of important
note is the fact that the methods do not involve contradiction arguments.

Keywords: Boltzmann equation; Perturbative theory; Maxwell boundary condi-
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1. INTRODUCTION

The Boltzmann equation rules the dynamics of rarefied gas particles moving in a
domain Q of R? with velocities in R® when the sole interactions taken into account
are elastic binary collisions. More precisely, the Boltzmann equation describes the
time evolution of F(t,z,v), the distribution of particles in position and velocity,
starting from an initial distribution Fy(x,v). It reads

(1.1) VtE>0 , Y(z,0) € QxR} OF+v- V. F=Q(FF),
Y(z,v) € AxR®  F(0,1,v) = Fy(z,v).

To which one have to add boundary conditions on F'. Throughout this work we con-
sider C'!' bounded domains which allows us to decompose the phase space boundary

A =00 x R?

The authors would like to acknowledge the Division of Applied Mathematics at Brown University,
where this work was achieved.
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into three sets
AT = {(z,0) €00 xR, n(z)-v>0},
A = {(z,v) €A xR® n(z) v<0},
Ay = {(z,0) €Ux R’ n(z)-v=0},

where n(z) is the outward normal at a point x on 9€2. The set AT is the outgoing
set, A~ is the ingoing set and Ay is called the grazing set.

In the present work, we consider the physically relevant case where the gas in-
teracts with the boundary 92 via two phenomena. Part of the particles touching
the wall elastically bounce against it like billiard balls (specular reflection boundary
condition) whereas the other part are absorbed by the wall and then emitted back
into the domain according to the thermodynamical equilibrium between the wall and
the gas (Maxwellian diffusion boundary condition). This very general type of inter-
actions will be referred to as Maxwell boundary condition and they mathematically
translate into

(1.2) Ja € (0,1}, Vt > 0,¥(z,v) € A~
' F(t,z,v) = (1 —a)F(t,z,R:(v)) + aPr(F(t,z,-))(v)

where the Maxwellian diffusion is given by

(1.3) Py(F(t,z,-))(v) = cup(v) [/ F(t,z,v,) (ve - n(x)) do,

«n(z)>0

with
1 lv]

v) = ——=¢ 2 and ¢ v)(v-n(x)) dv=1.
) = o o)

Note that in our study we allow pure Maxwellian diffusion (o = 1) but not pure
specular reflection (a = 0). The constant « is called the accommodation coefficient.

The operator Q(F, F') encodes the physical properties of the interactions between
two particles. This operator is quadratic and local in time and space. It is given by

Q(F. F) = / B(|v — v.], cos 0) [F'F' — FF,| dv.do,
R3xS2
where F’, F,, F! and F are the values taken by F at v', v,, v. and v respectively.
Define:
, v+ve v —
! 2 2 7 V=
and cosf = ( i
, Vv v — v
BT 2
We recognise here the conservation of kinetic energy and momentum when two
particles of velocities v and v, collide to give two particles of velocities v’ and v..
The collision kernel B contains all the information about the interaction between
two particles and is determined by physics. We mention, at this point, that one can
derive this type of equations from Newtonian mechanics at least formally [9][10].
The rigorous validity of the Boltzmann equation from Newtonian laws is known for
short times (Landford’s theorem [28] or more recently [11, 33]).
A very interesting a priori property of the Boltzmann equation combined with
Maxwell boundary condition is the preservation of mass. Indeed, standard properties

o).

v — v’
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of @ ([10][9][28] among others) imply that if F'is solution to the Boltzmann equation
then
(1.4) vVt >0, / F(t,z,v) dedv = / Fo(x,v) dxdv,

QxR3 QxR3

which physically means that the mass is preserved along time.

In the present paper we are interested in the well-posedness of the Boltzmann
equation (1.1) for fluctuations around the global equilibrium
1 b2
w(v) = —5ze 7.
(271_)3/2
More precisely, in the perturbative regime F' = p+ f we construct a Cauchy theory
in L7, spaces endowed with strech exponential or polynomial weights and study the
continuity and the positivity of such solutions.
Under the perturbative regime, the Cauchy problem amounts to solving the per-
turbed Boltzmann equation

(1.5) Of +v-Vof =Lf+Q(f, f)

with L being the linear Boltzmann operator Lf = 2Q(u, f) where we considered @
as a symmetric bilinear operator

(10 QU =5 [ Bllv=ulcosd)fe+gf~ fa.~f ) dvdo

Note that f also satisfies the Maxwell boundary condition (1.2) since u does.

1.1. Notations and assumptions. We describe the assumptions and notations we
shall use throughout the article.

Function spaces. Define for any £ > 0 the functional
V(= (1)

The convention we choose is to index the space by the name of the concerned
variable so we have, for p in [1, +00],

Lymy =17 ([0, 7)), LY=L"(RY), Li=1Lr(Q), Ly=L"(R%).

For m : R® — R* a positive measurable function we define the following weighted
Lebesgue spaces by the norms

e, my = sup [If(z,v)] m(v)]
’ (z,0)eQxR3
i = [ suplfe o)l mo) do
R3 €
and in general with p, ¢ in [1,00): Hf”L%ng(m) = HHf||Lg m(v)HLg.
We define the Lebesgue spaces on the boundary:
1l ey = sup [If(z,v)] m(v)]
(z,0)EA

losge = [, s [f o) a()] mE) do

3 z: (z,v)EA
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with obvious equivalent definitions for A* or Ag. However, when we do not consider
the L™ setting in the spatial variable we define
1/2

gy = | [ 156 0mio? o )] asayan]|

where dS(x) is the Lebesgue measure on 0€2. We emphasize here that when the
underlying space in the velocity variable is LP with p # oo, the measure we consider
is |v - n(x)|dS(z) as it is the natural one when one thinks about Green formula.

Assumptions on the collision kernel. We assume that the collision kernel B
can be written as

(1.7) B(v,v.,0) = @ (Jv — v.|) b(cos 0) ,

which covers a wide range of physical situations (see for instance [38, Chapter 1]).
Moreover, we will only consider kernels with hard potentials, that is

(]‘8) CI)(Z) - Cq)Zﬂ/ SRS [07 1]7

where Cg > 0 is a given constant. Of special note is the case v = 0 which is usually
referred to as Maxwellian potentials. We will assume that the angular kernel b o cos
is positive and continuous on (0,7), and that it satisfies a strong form of Grad’s
angular cut-off:

(1.9) bos = ||b’|L<[>3171] <00

The latter property implies the usual Grad’s cut-off [15]:

(1.10) Iy = / b (cos ) do = S| / b (cos ) sin?26 df < oo.
d-1 0

Such requirements are satisfied by many physically relevant cases. The hard spheres
case (b= =1) is a prime example.

1.2. Comparison with previous studies. Few results have been obtained about
the perturbative theory for the Boltzmann equation with other boundary condition
than the periodicity of the torus. On the torus we can mention [34][18][20][32][5][17]
for collision kernels with hard potentials with cutoff, [16] without the assumption
of angular cutoff or [19][25] for soft potentials. A good review of the methods and
techniques used can be found in the exhaustive [30].

The study of the well-posedness of the Boltzmann equation, as well as the trend
to equilibrium, when the spatial domain is bounded with non-periodic boundary
condition is scarce and only focuses on hard potential kernels with angular cutoff.
In [21], exponential convergence to equilibrium in L2°, with the important weight
(v)?p(v)~Y? was established. The boundary condition considered in [21] are pure
specular reflections with €2 being strictly convex and analytic and pure Maxwellian
diffusion with © being smooth and convex. Note that the arguments used in the
latter work relied on a non-constructive wa theory.

More recently, the case of pure Maxwellian boundary condition has been resolved
by [12] in L2, ((v)?pu(v)~/2) in Q smooth but not necessarily convex and, more im-
portantly, with constructive arguments. They also deal with non-global Maxwellian
diffusion and gave an explicit domain of continuity for the solutions. We also men-
tion [27] for a perturbative study around a non-local and rotating Maxwellian. At
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last, a very recent work by the first author [3] extended the domain of validity of
the previous study to L% (m) where m is a less restrictive weight: a stretched expo-
nential or a polynomial; both for specular reflection and Maxwellian diffusion. His
methods are constructive from the results described above (but therefore still rely on
the contradiction argument in wa and the analyticity of €2 for specular reflections).

We also mention some works in the framework of renormalized solutions in bounded
domains. The existence of such solutions has been obtained in different settings
[29][30] with Maxwell boundary condition. The issue of asymptotic convergence
for such solutions was investigated in [I1] where they proved a trend to equilib-
rium faster than any polynomial on condition that the solutions has high Sobolev
regularity

The present work establishes the perturbative Cauchy theory for Maxwell bound-
ary condition and exponential trend to equilibrium in Lg%, with a stretched expo-
nential and polynomial weight. There are four main contributions in this work.
First, we allow mere polynomial weights for the perturbation, which is a signifi-
cant improvement over the work [21]. Then we deal with more general, and more
physically relevant, boundary conditions and we recover the existing results in the
case of pure Maxwellian diffusion. Third, delicate uses of the diffusive part, since
a > 0, gives constructive proofs and there are the first, to our knowledge, entirely
constructive arguments when dealing with specular reflections. Finally, we propose
a new method to establish an L? — L* theory that simplifies both technically and
conceptually the existing L? — L> theory [21][12]. We indeed estimate the action
of the operator K in between two consecutive rebounds against the wall and work
with the different weight than all the previous studies, namely ;1 ~!~% where we prove
that K almost acts like 3v(v). Also, with such an estimate we get rid of the strict
convexity and analyticity of €2 that was always required when dealing with some
specular reflections. We only need €2 to be a C! bounded domain but as a drawback
we require a > /2/3 (this explicit threshold being obtained thanks to the precise
control over K).

We conclude by mentioning that our results also give an explicit set of continuity
of the aforementioned solutions. This was known only in the case of pure Maxwellian

diffusion, in-flow and bounce-back boundary conditions [24]. In the case of Q convex
we recover the fact that the solutions are continuous away from the grazing set
Ao [21]. Concerning the regularity of solutions to the Boltzmann equation with

boundary conditions we also refer to [22][23].

1.3. Organisation of the article. Section 2 is dedicated to the statement and the
description of the main results proved in this paper. We also describe our strategy,
which mainly consists in four steps that make the skeleton of the present article.

Section 3 is dedicated to the a priori exponential decay of the solutions to the
linear part of the perturbed equation in the L? setting.

In Section 4 we start by giving a brief mathematical description of the specular
characteristics. We then study the semigroup generated by the transport part and
the collision frequency kernel GG, = —v - V, — v along with the Maxwell boundary
condition.

We develop an L? — L™ theory in Section 5 and we prove that G = —v -V, + L
generates a C%-semigroup in L2, ((v)?p~/2) that decays exponentially.
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We prove the existence and uniqueness of solutions for the full Boltzmann equation
(1.1) in the perturbative regime F' = p + f in Section 6.

At last, Section 7 deals with the positivity and the continuity of the solutions to
the full Boltzmann equation that we constructed.

2. MAIN RESULTS

The aim of the present work is to prove the following perturbative Cauchy theory
for the full Boltzmann equation with Maxwell boundary condition.

Theorem 2.1. Let Q be a C* bounded domain and let o in (1/2/3,1]. Define

167b.
(2.1) koo =147+ 67; .
b

Let m = ™™ with ky > 0 and ko in (0,2) or m = (v)F with k > k.
There exists n > 0 such that for any Fy = p+ fo in L3, (m) satisfying the conserva-
tion of mass (1.4) with

1 Fo — /LHLg?v(m) <,
there exists a unique solution F(t,r,v) = u(v)+ f(t,x,v) in L, ,(m) to the Boltz-
mann equation (1.1) with Mazwell boundary condition (1.2) and with fy as an initial

datum. Moreover,

e [ preserves the mass (1.4);
e There exist C', A > 0 such that

V20, IF() = il s,y < O Mol oy oy
o [fFy >0 then F(t) =0 for all t.

Remark 2.2. We make a few comments about the above theorem.

(1) Notice that we recover the case of pure diffusion [21][12] since o = 1 is
allowed.

(2) It is important to emphasize that the uniqueness holds in the pertubative
sense, that is in the set of functions of the form F = p+ f with f small. The
uniqueness for the Boltzmann equation in L, ,(m) with Mazwell boundary
condition in the general setting would be a very interesting problem to look
at.

(3) Recent results [7][0] established a quantitative lower bound for the solutions
in the case of pure specular reflections and pure diffusion respectively. We
think that their methods could be directly applicable to the Maxwell boundary
problem and the solutions described in the theorem above should have an
exponential lower bound, at least when ) is conver. However, we only give
here a qualitative statement about the positivity.

Remark 2.3 (Remarks about improvement over «). As we shall mention it in next
sections, we can construct an explicit wa linear theory if a > 0 whereas we strongly

need o > /2/3 to develop an LYY, linear theory from the L? one. However, the L, Ly
nonlinear theory only relies on the LY, linear one. Decreasing our expectations on
Q would allow to increase the range for a.
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e () smooth and convex: o > 0 and constructive. Very recent result [20]
managed to obtain an L, theory for sole specular reflections by iterating
Duhamel’s form three times (see later). Thus, a convex combination of their
methods and ours allow to derive an L* — L> theory for any a in [0, 1] and
it would be entirely constructive thanks to our explicit L? linear theory.

e Unfortunately, a completely constructive L%v theory for a = 0 is still missing
at the moment.

In order to state our result about the continuity of the solutions constructed in
Theorem 2.1 we need a more subtle description of J€2. As noticed by Kim [21], some
specific points on Ay can offer continuity.

We define the inward inflection grazing boundary

A(()I_) = No N {tmin(x,0) = 0, timin(z, —v) #0and 30 > 0, V7 € [0,8], x — Tv € ﬁc}

where t,,;,(x,v) is the first rebound against the boundary of a particle starting at
x with a velocity —v (see Subsection 4.1 for rigorous definition). That leads to the
boundary continuity set
¢ =AUA.

As we shall see later, the continuity set €, describes the set of boundary points in
the phase space that lead to continuous specular reflections.

The key idea is to understand that the continuity of the specular reflection at
each bounce against the wall will lead to continuity of the solution. We thus define
the continuity set

6:{ {0} x {QxR°U (ATUEy)} } U {(0,+oo) X QX}
u {(t,x,v) € (0,400) x (AxR*UA™):
V1< k< N(tz,v) €N (Xpp(x,v), Vi(z,v)) € Q:X}.

The sequence (T (z,v), Xi(z,v), Vi(z,v))ren is the sequence of footprints of the
backward characteristic trajectory starting at (z, v) and overcoming pure specular re-
flections; N (t,z,v) is almost always finite and satisfies Tt z,0) <t < Tn(t,z,0)4+1(2, V).
We refer to Subsection 4.1 for more details.

Theorem 2.4. Let F(t,z,v) = pu+ f(t, x,v) be the solution associated to Fy = p+ fo
described in Theorem 2.1. Suppose that Fy = p + fo is continuous on  x R3 U
{A+ U QK} and satisfies the Maxwell boundary condition (1.2) then F = pu+ f is
continuous on the continuity set €.

Remark 2.5. We emphasize here again that the above theorem holds only in the
perturbative regime. We also point out the following properties of the continuity set.

(1) From [7, Proposition A.4] we know that the set of points (x,v) in Q x R3
that lead to problematic backward characteristics is of Lebesque measure zero
(see later for more details). We infer that € is non-empty and when we only
consider t in [0,T] for a given T > 0, its complementary set is of measure
zero.
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(2) In the case of a convex domain 2, we recover the previous results [21] for
both pure specular reflections and pure diffusion: € = Rt x (Q x R3 — AO).

2.1. Description of the strategy. Our strategy can be decomposed into four main
steps and we now describe each of them briefly.

Step 1: A priori exponential decay in L%v (,u_l/Q) for the full linear
operator. The first step is to prove that the existence of a spectral gap for L
in the sole velocity variable can be transposed to L2, (1~'/?) when one adds the
skew-symmetric transport operator —v - V,. In other words, we prove that solutions
to

Wf=Gf=Lf—-v-Va.f

in L2, (17/?) decays exponentially fast. Basically, the spectral gap A, of L implies
that for such a solution

d
S oy < =20 F =7 (P vy

where 7, is the orthogonal projection in L? (u‘l/ 2) onto the kernel of the operator L.
This inequality exhibits the hypocoercivity of L. Therefore, one would like that the
microscopic part 7 (f) = f — 71 (f) controls the fluid part which has the following
form

T (f)(t,2,0) = [a(t,z) +b(t,2) - v+ c(t, z) |v]*] p(v).

It is known [18][20] that the fluid part has some elliptic regularity; roughly speak-
ing one has
(2.2) Anp(f) ~ 0*ri f + higher order terms,

that can be used in Sobolev spaces H® to recover some coercivity. We follow the idea
of [12] for Maxwellian diffusion and construct a weak version of the elliptic regularity
of a(t,z), b(t,x) and c(t, x) by multiplying these coordinates by test functions. Ba-
sically, the elliptic regularity of 7 (f) will be recovered thanks to the transport part
applied to these test functions while, on the other side, L will encode the control by
71 (f). The test functions we build works with specular reflections but the estimate
for b requires the integrability of the function on the boundary. Such a property
holds for Maxwellian diffusion and this is why we cannot deal with the specific case

a=0.

Step 2: Semigroup generated by the collision frequency kernel. The
collision frequency operator G, = —v(v) — v - V, together with Maxwell boundary
condition is proved to generate a strongly continuous semigroup with exponential
decay in L3, (m) with very general weights m(v). The boundary operator associated
with the Maxwell condition is of norm exactly one and therefore the standard theory
of transport equation in bounded domains [2] fails. The core idea is to obtain an
implicit description of the solutions to d;f = G, f along the characteristic trajectories
and to prove that the number of trajectories that do not reach the initial plane {t =
0} after a large number of rebounds is very small. Such a method has been developed
in [21] and extended in [3]; we adapt it to the case of Maxwell characteristics.
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Step 3: L;‘fv(/fg) theory for the full nonlinear equation. The underlying
L2 ,-norm is not an algebraic norm for the nonlinear operator @) whereas the L -
norm is (see [9][10] or [33] for instance). We therefore follow an L? — L™ theory [21]
to pass on the previous semigroup property in L? to L™ wia a change of variable
along the flow of characteristics.

Basically, L can be written as L = —v(v) + K with K a kernel operator. If we
denote by Sg(t) the semigroup generated by G = L — v - V, we have the following
implicit Duhamel along the characteristics

t
Se(t) = e ™t 4 / e =9 [ [S4(5)] ds.
0

The standard methods [37][21][1 2] used an iterated version of this Duhamel’s formula
to recover some compactness property, thus allowing to bound the solution in L*>
by its L? norm. To do so they require to study the solution f(¢,x,v) along all
the possible characteristic trajectories (X;(z,v),Vi(z,v)). We propose here a less
technical strategy by estimating the action of K in between two consecutive collisions
against 0f) thanks to trace theorems. The core contribution, which also gives the
threshold o > /2/3, is to work in L3, (11~¢) as ¢ goes to 1 where K is proven to
act roughly like 3v(v).

Step 4: Extension to polynomial weights. To conclude the present study,
we develop an analytic and nonlinear version of the recent work [17], also recently
adapted in a nonlinear setting [3]. The main strategy is to find a decomposition of
the full linear operator G into G; + A. We shall prove that G; acts like a small
perturbation of the operator G, = —v -V, — v(v) and is thus hypodissipative,
and that A has a regularizing effect. The regularizing property of the operator A
allows us to decompose the perturbative equation (1.5) into a system of differential
equations

(2.3) dfi+v-Vofi = Gi(f1)) + QU1+ fo, i+ [2)

(2.4) Afatv-Vifs = L(f2)+A(f1).

The first equation is solved in Lg%, (m) with the initial datum fy thanks to the
hypodissipativity of G;. The regularity of A (f;) allows us to use Step 3 and thus
solve the second equation with null initial datum in L3, (1¢).

3. L? (4~'/?) THEORY FOR THE LINEAR PART OF THE PERTURBED BOLTZMANN
EQUATION

This section is devoted to the study of the linear perturbed equation
Of +v-Vauf=L(f)

with the Maxwell boundary condition (1.2) in the L? setting. Note that we only need
ain (0,1] in this section. As we shall see in Subsection 3.1, the space L2 (p~/?) is
natural for the operator L. In order to avoid carrying the maxwell weight throughout
the computations we look at the function h(t,z,v) = f(t,z,v)u(v)~/2. We thus
study in this section the following equation in wa

(3.1) O+ v - Voh = L(h),



10 MARC BRIANT AND YAN GUO

with the associated boundary conditions
(3.2) Vt>0,VY(x,v) e A™, h(t,z,v)=(1—a)h(t,z,Rs(v)) + P, (h)(t,z,v)
where we defined

Ly(h) = #L (/iih)

and Py, can be viewed as a L2-projection with respect to the measure |v - n(z)|:
(3.3)

V(z,v) € A7, Py, (h) = c,v/pu(v) {/ h(t, z,v.)\/ p(vs) (v - n(x)) do,

«n(x)>0

We also use the shorthand notation Py = Id — Py, .

For general domains €2, the Cauchy theory in L% , (1 < p < +00) of equations of
the type

atf+v'vxf:g

with boundary conditions
v(x? ,U) 6 A_7 f(t7 x? ,U) = P(f) (t? x? U)?

where P : L}, — L}_ is a bounded linear operator, is well-defined in L? , when

|P|| < 1 [2]. The specific case |P|| = 1 can still be dealt with ([2] Section 4) but
even though the existence of solutions in L? , can be proven, the uniqueness is not

always given unless one can prove that the trace of f belongs to Lj . (R+; Ly, (A))

For Maxwell boundary conditions, the boundary operator P is of norm exactly one
and the general theory fails. The need of a trace in L? , is essential to perform Green’s
identity and obtain the uniqueness of solutions. The pure Maxwellian boudary
conditions with mass conservation can still be dealt with because one can show

that Py (h) is in L3, [12]. Unfortunately, in the case of specular reflections the

uniqueness is not true in general due to a possible blow-up of the L . (R*; L2 (A))
at the grazing set Ay [39, 2,

Following ideas from [21], a sole a priori exponential decay of solutions is necessary
to obtain a well-posed L* theory provided that we endow the space with a strong
weight. This section is thus dedicated to the proof of the following theorem.

Theorem 3.1. Let o > 0 and let hy be in wa such that hy satisfies the preservation

of mass
/Q y ho(z,v)+/ p(v) dv = 0.

Suppose that h(t,z,v) in Li’v s a mass preserving solution to the linear perturbed
Boltzmann equation (3.1) with initial datum hg and satisfying the Mazwell boundary
condition (3.2). Suppose also that h|, belongs to L.

Then there exist explicit Cq, Ag > 0, independent of hy and h, such that
vt =0, Rl < Coe " lhollp, -

In order to prove Theorem 3.1 we first gather in Subsection 3.1 some well-known
properties about the linear operator L. Subsection 3.2 proves a very important
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lemma which allows to use the hypocoercivity of L — v -V, in the case of Maxwell
boundary conditions. Finally, the exponential decay is proved in Subsection 3.3.

3.1. Preliminary properties of L, in L2. The linear Boltzmann operator.
We gather some well-known properties of the linear Boltzmann operator L, (see
[O][10][3&][1 7] for instance).

L, is a closed self-adjoint operator in L? with kernel

Ker (L) = Span {o(v), ., 61(0)} v/

where (¢;)g<;<4 is an orthonormal basis of Ker (L,) in L2. More precisely, if we
denote 7, to be the orthogonal projection onto Ker (L,) in L?2):

4

( mi(h) = ( /R h(©)i(v.)V/ nlv.) dv*) i(v)v/(v)
(3.4) =0

_ -3
\/6 )
and we define 7 = Id — 7. The projection 7 (h(z,-))(v) of h(z,v) onto the kernel

of L, is called its fluid part whereas 77 (h) is its microscopic part.
Also, L, can be written under the following form

(3.5) L,=-v(v)+ K,

¢0(U) = 17 gbz(,U) = Uy, 1 g { g 37 ¢4(,U)

\

where v(v) is the collision frequency
v(v) = / b(cos @) |v — v.|" s dodu,
R3 xS?

and K is a bounded and compact operator in L?.
Finally we remind that there exists vy, v1 > 0 such that

(3.6) Vo e R (14 u|") < v(v) < (14 ||,

and that L, has a spectral gap A, > 01in L7 (see [1][31] for explicit proofs)
2

(3.7) Vg € Ly, (Lu(9) 90z < =Acllmz (9|

The linear perturbed Boltzmann operator. The linear perturbed Boltzmann
operator is the full linear part of the perturbed Boltzmann equation (1.5):

G=L—-v-V,
or, in our L? setting,
G,=L,—v-V,.
An important point is that the same computations as to show the a priori con-

servation of mass implies that in L?w the space (Span {\/,17})l is stable under the
flow

ath - Gu(h)
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with Maxwell boundary conditions (3.2). Coming back to our general setting f =
h/1t we thus define the L2, (1~'/?) projection onto that space

(35) (f) = ( [ s dxdv*) (o),

and its orthogonal projection 115 = Id — Ilg. Note that I15(f) = 0 amounts to
saying that f satisfies the preservation of mass.

3.2. A priori control of the fluid part by the microscopic part. As seen in
the previous section, the operator L, is only coercive on its orthogonal part. The
key argument is to show that we recover the full coercivity on the set of solutions to
the differential equation. Namely, that for these specific functions, the microscopic
part controls the fluid part. This is the purpose of the next lemma.

Lemma 3.2. Let ho(x,v) and g(t,z,v) be in L2, such that Tlg(hy) = Hg(g) = 0

T,

and let h(t,z,v) in Liw be a mass preserving solution to
(3.9) Oh+v-V,h=Ly(h)+g

with initial datum hy and satisfying the boundary condition (3.2). Suppose that h|,
belongs to L. Then there exists an explicit C; > 0 and a function Ny (t) such that
forallt >0

(i) INu(6)] < CollR(®)lzs,
(i)

/ m W) ds <NA(t) = Nu(0) + O / t {Hﬁf(h)Higm +|Pa )

2
, } ds
L2,
! 2
0o [ lally, s

The constant C'| is independent of h.

The methods of the proof are a technical adaptation of the methods proposed in
[12] in the case of purely diffusive boundary condition.

Proof of Lemma 3.2. We recall the definition of 7, (3.4) and we define the function

a(t,x), b(t,z) and c(t, z) by

|v?] — 3
2

(3.10) nr(h)(t, x,v) = |a(t,x) + b(t, z) - v+ c(t, x) w(v).

The key idea of the proof is to choose suitable test function ¢ in H , that will catch
the elliptic regularity of a, b and ¢ and estimate them. Note that for a we strongly
use the fact that h preserves the mass.
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For a test function ¢ = 1 (t, z,v) integrated against the differential equation (3.1)
we have by Green’s formula

t
/ 4 Yh drdvds = Y(t)h(t) dedv — Yoho dzdv
0 dt OxR3 OxR3

QxR3

/ / how) drdvds +/ / [h]e dzdvds
OxR3 QxR3
+/ / hv - V) dedods — / / Yhv - n(zx) dS(x)dvds
0 JOxR3 0 JA

t
+/ Vg dxduds.
0 JOXR3

We decompose h = 7 (h) 4+ 77 (h) in the term involving v -V, and use the fact that
L,[h] = L,[77(h)] to obtain the weak formulation

(3.11) / / T h)v-V pdedvuds = Uy (8)+Wa(t)+Ws(t)+ Wy (t)+W5(t)+We(t)

with the following definitions

(3.12) Uy (t) = Woho drdv — Y(t)h(t) dedv,
OxR3 OxR3
(3.13) Uy(t) = / / 77 (h)v - V1 dedvds,
OxR3
(3.14) Us(t) = /t/Q i L, [7(h)] ¢ dzdvds,
0 xR3
(3.15) Ut = — / t /A who - n(x) dS(x)dvds,
0
(3.16) Us(t) = /t/ hoy dxduds,
0 Joxms
(3.17) Ue(t) = /t g drdvuds.
0 JOxXR3

For each of the functions a, b and ¢, we shall construct a 1 such that the left-
hand side of (3.11) is exactly the L2-norm of the function and the rest of the proof
is estimating the six different terms W;(¢). Note that U,(¢) is already under the
desired form

(3.18) Wy(t) = Ni(t) — Ni(0)
with [Np(s)] < C ||h||igv if ¢(x,v) is in L2, and its norm is controlled by the one

T,V

of h (which will be the case for our choices).

Remark 3.3. The linear perturbed equation (3.9), the Mazwell boundary condition
(3.2), and the conservation of mass are invariant under standard time mollification.
We therefore consider for simplicity in the rest of the proof that all functions are
smooth in the variable t. FExactly the same estimates can be derived for more general
functions: study time mollified equation and then take the limit in the smoothing
parameter.
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For clarity, every positive constant not depending on h will be denoted by C;.

Estimate for a. By assumption h is mass-preserving which is equivalent to

0:/ h(t,x,v)\/ 1 dxdv—/ (t,z) du.
OxR3
We can thus choose the following test function

Yot z,v) = (\U|2 — Q) VIV - Vada(t, x)
where

—Ayd(t,x) = a(t,z) and 0040 =0,
and «a, > 0 is chosen such that for all 1 <7 <3

2
[ o =) =2y ao <o
R3

The differential operator 9, denotes the tangential derivative at the boundary. The
fact that the integral over €2 of a(t, -) is null allows us to use standard elliptic estimate

[13]:
(3.19) Vi 20, l¢a(®)llgz < Colla(®)ll; -

The latter estimate provides the control of Uy = N}(La) (t) — N;La) (0), as discussed
before, and the control of (3.17), using Cauchy-Schwarz and Young’s inequalities,

(1) / 6l llgll s . ds

(3.20) / lall s ds +Cs / lgli2; . ds.

where C > 0 is given by (3.21) below.

Firstly we compute the term on the right-hand side of (3.11).

// h)v « V1), deduds
QXR5

. // - </R (Jo]? = o) vivypa(v )dv) O0,0s, $a(s, 7) dds

1<4,5<3

_ Z / / S, ) (/ v (\U|2 — ) viv;p(v) dv) 02,00, Pa(s, x) drds
1<i,j<3 R3

- Z / / c(s,x (/]R3 v)* — )Higvivj,u(v) dv) 02,00, Pa(s, ).
1<i,j<3

By oddity the second term is null, as well as the first and last ones are when i # 7.
When @ = j in the last term we recover exactly our choice of o, which makes the
last term being null too. It only remains the first term when ¢ = j

t
// h)v -V, dedvds = —Cl/ /a(s,x)Aana(s,x)dxds
QXR3 0 JQ

t
(3.21) = cl/ lall3, ds.
0 xT
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Direct computations show o, = 10 and C; > 0.

We recall L, = —v(v) + K where K is a bounded operator and that the H2-norm
of ¢4(t,x) is bounded by the L?-norm of a(t,z). For the terms Wy (3.13) and Wy
(3.14) a mere Cauchy-Schwarz inequality yields

vie (230, [0 <C [ laly |m b, ds

(3.22) ot . ,
1
< I/ Ha||ig d8+02/ Hﬂ'i(h)HLa ds.
0 0 o

We used Young’s inequality for the last inequality, with C defined in (3.21).

The term W, (3.15) deals with boundary so we decompose it into A* and A~. In
the A~ integral we apply the Maxwell boundary condition satisfied by h and use the
change of variable v — R, (v). Since |v|*, u(v), ¢a(s, ), the specular part and Py,
(3.3) are invariant by this isometric change of variable we get

y(t) = — /0 /A+ h (|v|2 — ag) |v-n(x)| Vida(s, x) - vy/p dS(x)dvds
+ (1 - a)/o /A+ h (0] = @) |0 - 1(2)| Vo - Re(0) /1 dS(z)dvds

+a /0 /A P ) (0 = 0) [0 0(2)| Vi - Ra(0) S (o).

SO

(3.23)
y(t) =—(1- Oé)/o /A+ h (|U\2 —ag) |v-n(x)| Vit - [v — Re(v)] /1 dS(x)dvds

t
o [ [ (ef = a0) o (@) Van - [oh = Rofo) Py, (0] VE
0 JA
By definition of the specular reflection and the tangential derivative

[v-n(z)| Vipa(s,z) - (v—Ry(v)) = 2(v-n(x))n-Vid.(s, x)
= 2(v-n(z)) Onda(s, ).

The contribution of the specular reflection part is therefore null since ¢, was chosen
such that 0,0,y = 0. For the diffusive part we compute

vh — Ry (v) Py, (h) = UPAlu (h) + 2Py, (h) (v-n(z))n(x)

and again the term in the direction of n(x) gives a zero contribution since 0,,¢, 5 =
0. It only remains

Wy(t) = —Oé/o /A+ [(|v\2 —a,) v n(z)] /v Vg P/t(h) dS(z)dvds.
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We apply Cauchy-Schwarz inequality and the control on the H? norm of ¢, to finally
obtain the following estimate

a0l <C [ lal

& / lal%; ds +Cy
4 Jo ’ 0

ds

L,

(3.24)

2
ds,

+

PALH (h)

2
LA

where we used Young’s inequality with C defined in (3.21).

It remains to estimate the term with time derivatives (3.16). It reads

Us(t) = / /Q . h (|U\2 — Q) V- [0V 04 /1t dududs

QXR5
/ / L(h') (|U‘2 a) \/_IUU ' [6t y z¢a] dxdvds
0 JOxR3

Using oddity properties for the first integral on the right-hand side and then Cauchy-
Schwarz and the following bound

/ (|v\2 - oza)2 0] u(v) dv < +o0
R3

we get

829 WOI<C [ [+ [t 0], ] 1090l ds

The estimation on [|0;V;¢q/| 2 will come from elliptic estimates in negative Sobolev
spaces. We use the decomposition of the weak formulation (3.11) between ¢ and t+¢
(instead of between 0 and ¢) with ¢ (¢, z, v) = ¢(z)\/p € H, with the integral of ¢ on
Q being zero. ¢ (x)u(v) and vi(z)p(v) are in Ker(L,) and therefore are orthogonal
to my(h) and L,[h]. Moreover, ¢ does not depend on time. Hence,

Wo(t) = W3(t) = ¥s(t) = 0.

At last, with the same computations as before the boundary term is

-~ / /a ) / oy = PL) (@) RS s = 0.

The weak formulation associated to ¢(x),/jt is therefore

/Q » ¢(x)h(t + €)y/pt dzdv — / $(2)h(t) /i dadv

OxR3

= [T e Veote) + 9000} i decuds,
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which is equal to

/Q lalt + &) — a(t)] é(z) da
_c /t o [ /Q b(s, ) - Vad(x) duds + /Q 90V dxdv] ds.

Dividing by ¢ and taking the limit as € goes to 0 yields the following estimates,
thanks to a Cauchy-Schwarz inequality,

| ot a)ote) de < O[O 192615 + Lol ol

Since ¢ has a null integral on {2 we can apply Poincaré inequality.

/Q dualt, 2)é(w) dz < C |[60)]l 5z + gllzz, | 1Vaolls

The latter inequality is true for all ¢ in H. the set of functions in H! with a null
integral. Therefore, for all ¢ > 0

(3.26) 10ra(t, @)l gy < C [0z + llgllzz,

where (H1)" is the dual of H..
We fix ¢t and thanks to the conservation of mass we have that the integral of d;a
is null on Q. We can construct ¢(¢, x) such that

—A,o(t,x) = Oa(t,z) and 0,¢|5, = 0.
and by standard elliptic estimates [13] and (3.26):

6l < Norall gy < € (1682 + Ngllze, ]
Combining this estimate with
10:V 2 @all 2 = HVxA_lataHL% < HA‘lataHH% = [|0ll3

we can further control U5 in (3.25)

t
3.21) (0] < Cs [ (I3, + [t I, + o] s

We now gather (3.21), (3.18), (3.22), (3.24), (3.27) and (3.20) into (3.11)

t t
/ lall2, ds <NS(8) = N©(0) + Ca / bl ds
0 0

+C, /Ot {HPAi(m 2

2
LA

(3.28)

0l + ol | o
+ |

Estimate for . The choice of function to integrate against to deal with the b
term is more involved.
We emphasize that b(t,z) is a vector (by(t,x), bs(t, x),bs(t, z)). Fix J in {1, 2,3}

and define ,

vyt z,v) = Z goz(.‘]) (t,z,v),

i=1



18 MARC BRIANT AND YAN GUO

with
7 e
|U|2vivJ\/ﬁ6xi¢J(t>x) - 5 (Uz2 - 1) \/ﬁangbJ(tax)? if 4 7é J
SOEJ) (tax7v) = 7
5 (03 = 1) /B0y, ¢4(t, ), if i=J.
where

—Amgﬁj(t,l’) = bJ(t,x) and ¢J‘8Q = 0

Since it will be important we emphasize here that for all i # k

(3.29) / (v = 1) p(v)dv =0 and / (v — 1) vip(v) dv = 0.

R3 R3
The vanishing of ¢; at the boundary implies, by standard elliptic estimate [13],
(3.30) Vi 20, ¢s()llp < Collbs®)llL: -

Again, this estimate provides the control of Uy = N}({]) (t) — N,EJ)(O) and of We(t) as
n (3.20):

(3.31) (1) / 612, ds+ C / lgli2; . ds.

We start by the right-hand side of (3.11). By oddity, there is neither contribution
from a(s, x) nor from ¢(s, z). Hence,

// h)v - V1 dedvds
Q><]R3

- 2 Z/ /bk 5@ </ |0 vrvsvjup(v dv) 0y, 0,05 (s, ) dads

1<]I<:<3 z 1
5 bi( ( ;-1 '()d)azjﬁxJ¢(a)dd
1<%:<3;//ksx / <U )Ukvj'uv v J\S, L) Aras
2 1<%:<3/ /bk o </R5 ( N 1) Uﬂﬂk,u( )dU) axjam]¢](s x) dhcls.

The last two integrals on R? are zero if j # k. Moreover, when j = k and j # J it
is also zero by (3.29). We compute directly for j = .J

/ (v7 — 1) vip(v) dv = 2.
R3
The first term is composed by integrals in v of the form
/ 0] vgvvup(v) dv
R3

which are always null unless two indices are equals to the other two. Therefore if
i = j then k = J and if ¢ # 7 we only have two options: k =i and j = Jor k =
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and ¢ = J. Hence,

/ / h)v - V1, dedvds

Q><]R3

:_Z//bJsx mﬁﬁ](/ \v\ v2viu(v )dg;dg
z;éJ

3 t

_Z/ /bi(s,x)ﬁmngJ (/ |v]? v20? u(v) dv) dxds
' Jo Ja R3
i

3 t t
+7Z bi(s, )00, 05 dxds — 7 by(s,x)0;,0:,04(s,x) dxds.
— Jo Ja 0 Ja
i#J

To conclude we compute [gq [v?|vvjpu(v) dv = 7 whenever ¢ # J and it thus only
remains the following equality

¢
/ / h)v -V, dedvds = —7/ /bJ(s,x)Amqu(s,x) dxds
QXR5 0 JQ

t
(3.32) = 7/ 1613, ds.
0 xT

Then the term U, and U3 are dealt with as in (3.22)

(3.33) Vie {2,3}, |Vt / 1641172 d8+02/ |7z (R)

ds.

The boundary term Wy is divided into A* and A~, we apply the Maxwell boundary
condition (3.2) and the change of variable v — R, (v) on the A~ part

==X [ bl @)l 7 s.,0) d (oo
+(1-a) ) /0 /A (@)@l (5,2, Ro(v)) dS (w)dvds

a3 t v-n(@)| (s, x v x)dvds.
w3 [ [ Pl o0, R dS(e

We decompose h = Py, (h) + Py, to obtain
(3.34)

- Z / | / P () e n(@) [ (s.2,0) = ¢ (5,2, Ruv) | dS(@)duds

—Z// P (o)

X [cpg‘])(s, z,v)— (1— oz)cpg‘])(s, x,Rm(v))] dS(z)dvds.



20 MARC BRIANT AND YAN GUO

We apply Cauchy-Schwarz inequality and the elliptic estimate on ¢, (3.30) to the
second integral obtain the following estimate

(3.35)

E:/[;a ) o n@)] [¢(s.2,0) (1= )l (5,2, R ()] dS(a)duds

<o [l |ri ],

0 Ly

<Z/t]|b 12, ds+C /t;w(h)\f ds
4 o J L% 4 o L Li+ 3

where we also used Young’s inequality.
The term involving P, ,(h) in (3.34) is computed directly by a change of variable
v — R, (v) to come back to the full boundary A and the property (3.3) that is

Pr, (R)(s,2,v) = 2(s, )/ p(v).

in the following form
()

0,7 (t, z,v) N(J v)\/ (V)0 (t, )

)

ds

We also have gpw

)

where 0; begin a certain derivative in x and ¢;”’ is an even function. We thus get

/Ot /A+ Py, (h) (v-n(z)) [SOZ('J)(S,ZE,U) — @5‘1)(5,93,72:0(2;))] dS(z)dvds
= /0 t / Py, (h) (v-n(z)) o (s, 2,v) dS(x)dvds

_ Z / / 5. )i (2)056 (5, 7) ( /R B o) dv) dS(x)ds

_ 0,
by oddity. Combining the latter with (3.35) inside (3.34) yields

2
Py, (h)

2
LA+

ds.

C t t
(3.36) Wit < 5 [ bl ds+ G
0 0

It remains to estimate W5 which involves time derivative (3.16):

3 t
Us(t) = Z// ,hﬁtgol(-‘])(s,x,v) dxdvds
i—1 70 JOxR3

3 ¢
= Z// Wf(h)@tgol(-‘])(s,x,v) dxdvds
: QxR3

—i—Z// h) |0 v/ 10s, 65 drzdvds
Q><]R3
z;éJ

3 t
7
e / / r(h) (02 — 1) /iy, 65 daduds.
i1 2 0 JOXR3
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By oddity arguments, only terms in a(s, z) and ¢(s, z) can contribute to the last two
terms on the right-hand side. However, i # J implies that the second term is zero
as well as the contribution of a(s,z) in the third term thanks to (3.29). Finally, a
Cauchy-Schwarz inequality on both integrals yields as in (3.25)

(3.37) s <€ [ [lells +llmt 00l ] 109201 s

To estimate ||0;V,¢s]|;2 we follow the idea developed for a(s,z) about negative

Sobolev regularity. We apply the weak formulation (3.11) to a specific function
between ¢ and ¢ +¢. The test function is ¥ (z, v) = ¢(z)v,s\/p with ¢ in H] and null
on the boundary. Note that @ does not depend on ¢, vanishes at the boundary and
belongs to Ker(L). Hence,

It remains

C’/Q byt +¢e)—0bs(t)] o(x)de = /ttJrE /QXR3 mr(h)vyv - Vad(x)/1 deduds
+ /tt+5 /QXR3 77 (h)vyv - Ved(z)y/p deduds

t+e
+ / / go(z)vy/p dedods.
t QxR3

As for a(t, x) we divide by ¢ and take the limit as € goes to 0. By oddity, the first
integral on the right-hand side only gives terms with a(s, ) and ¢(s, z). The second
term is dealt with by a Cauchy-Schwarz inequality. Finally, we apply a Cauchy-
Schwarz inequality for the last integral with a Poincaré inequality for ¢(x) (¢ is null
on the boundary). This yields

(3.38

)
/Q@tbj(t, x)p(x) dx

The latter is true for all ¢(z) in H} vanishing on the boundary. We thus fix ¢ and
apply the inequality above to

_Az¢(t7 [E) = ath(ta .73) and ¢‘BQ = Oa

< C [llallgz + lellzz + £ B2, + llgllzz] 1920

and obtain
10070413, = V.87 03, = [ (V.A700) V(o) da
We integrate by parts (the boundary term vanishes because of our choice of ¢).
0070213 = [ abs(t.0)0(a) da
At last, we use (3.38)
10926512 < € [Nall s + ez + 1wt )z + llze] 19202

= C {llallz + lellz + mt ()| o, + gl | 1192270 )

= C [lallzz + el + )| + Nollzz] 10726112
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Combining this estimate with (3.37) and using Young’s inequality with any e, > 0

t t
2
339)  wsn)] < [ Nty ds+Colen) [ [l +imt 0l + loly] s

We now gather (3.32), (3.18), (3.33), (3.36) and (3.39)
! 2 J J ! 2 ! 2
[ sl ds <8P = N © v [l ds e Coute) [ el ds
0 0 0
t 2 9
v [ [aml, +lmtm, + o] ds
0 LA+ o
Finally, summing over all J in {1,2,3}
t b . t t
[ 13 ds <P = NO©) +2 [l ds+ Cuater) [ el ds
0 0 0

+ Cylen) /Ot [HPALH(h) i

2
LA

(3.40)

+ H”f(h)Hngv + HgHi;] ds.

Estimate for c¢. The handling of ¢(¢, x) is quite similar to the one of a(t, z) but
it involves a more intricate treatment of the boundary terms as h does not preserves
the energy. We choose the following test function

Vet z,0) = (o = ae) v - Vage(t, ) v/ (o)
where
—Apde(t,x) = c(t,x) and @y, =0,
and a,. > 0 is chosen such that for all 1 <7< 3
/]R3 (\0\2 — a.) vip(v) dv = 0.
The vanishing of ¢. at the boundary implies, by standard elliptic estimate [13],

(3.41) V20, ¢e(®)llg2 < Colle®)ll2 -

Again, this estimate provides the control of U3 = N, f(f) (t) — N}(LC) (0) and of Wg(t) as
in (3.20):

[t '
(3.42) (We(t)] < Il/ lell? ds+06/ lgllzz . ds,
0 0 ’

where C} is given by (3.43) below.
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We start by the right-hand side of (3.11).

//(2><R3 h)v - V. dedvds
_ / / s, T (/R3 ([v]* = ) vivp(v )dv) 0,0, be(5, ) dxds

1<4,5<3

_ Z / / S, ) (/IR?’U (\0\2 — ac) v;v; () dv) 02,00, 0c(s, ) drds
1<4,5<3

- Z / / c(s,x (/Rd |v\ — ) vavj,u(v) dv) 02,0z, 0c(5, T).
1<4,5<3

By oddity, the second integral vanishes, as well as all the others if i # j. Our choice
of a. makes the first integral vanish even for ¢ = j. It only remains the last integral
with terms ¢ = j and therefore the definition of A,¢.(t,z) gives

(3.43) / / h)v - V1. dedvds = C’l/ HCHL2 ds.
Q><]R3

Again, direct computations show a. = 5 and hence C; > 0.

Then the term Wy and W3 are dealt with as for a(¢, x) and b(t, x).

. C’

(344)  vie{23}, |w@) << / lelZ, ds+ 02/ =i, ds,
where (] is defined in (3.43).

The term W, involves integral on the boundary A. Again, we divide it into A" and

A, we use the Maxwell boundary condition (3.2) satisfied by h and we make the
change of variable v — R, (v) on A~. As for (3.23) dealing with a(t,z) we obtain

Uy (t) = —2(1 — ) / /A+ |v\ —a.) (v-n(z )2 Onder/11 dS(x)dvds
—a/o /A+ (1o — 0c) [0~ 0l Ve - [0P, () + 2Py, (1) (v - m)n)| V.

We decompose h = Py, (h) + Py (h) in the first integral and use (3.3) which says
that Py, (h)(t, z,v) = 2(t,x)\/p(v).

:—2/ /mﬁmc S, T (/m(x) (Jv)* = @) (v n(x))? p(v) dv) dS(z)ds

—2(1—04)/0 /A+ [(If* = @) (v n(2))? Onter/B] P, (h) dS(x)dvds
— a/o /A+ [(\0\2 —a;) [v-n| Vage - vy/H] PALM(h) dS(z)dvds.

E ViVini1 5

1<4,j<3

Because
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the first term is null when ¢ # j and vanishes for ¢ = j thanks to our choice of «..
The last two integrals are dealt with by applying Cauchy-Schwarz inequality and
the elliptic estimate on ¢, in H? (3.41). As for the case of a(t,x), we obtain
Cr [*) !
(3.45) (TaO)] < [ lellz ds + Co
0 0

2
PALH(h)‘ |, ds

At

As for a(t, x) and b(t, x), the estimate on V5 (3.16) will follow elliptic arguments
in negative Sobolev spaces. With exactly the same computations as in (3.25) we
have

(3.46) W5 (1) 0/ It 0)s 1092l ds.

Note that the contribution of 7 vanishes by oddity on the terms involving a(t, x)
and c(t, z) and also on the terms involving b(t, z) thanks to our choice of «.
To estimate ||0;V,¢.|| ;2 we use the decomposition of the weak formulation (3.11)

between ¢ and ¢+-¢ (instead of between 0 and t) with ¢ (t, z,v) = /it (|v\2 —3) ¢(x)/2
where ¢ belongs to H! and is null at the boundary. ¢ does not depend on ¢, vanishes
at the boundary and ¢ (x)u(v) is in Ker(L). Hence,

It remains

| — 3v - V()1 deduds

C/Q [c(t +¢) — c(t)] o) d = /H—a /QXR3 ol ,

/ / |U‘ v - Vao(x)y/p dedods
QXR3

/ /QXRS Vo (z) deduds.

As for a(t, x) we divide by ¢ and take the limit as € goes to 0. By oddity, the first
integral on the right-hand side only gives terms with b(s, x). The second and third
terms are dealt with by a Cauchy-Schwarz inequality and we apply on ¢ a Poincaré
inequality. This yields

/Qﬁtc(t, x)p(z) dz

The latter is true for all ¢(x) in H} vanishing on the boundary. We thus fix ¢ and
apply the inequality above to

—A,o(t,x) = Oic(t,x) and  ¢@l,, = 0.

<O |bllz + 7 W]l + lglls| 1920

Exactly the same computation as for b; we obtain for any ¢, > 0
01 < C [ (1l + [t 005, + o] It 001, 0

<o [ 102, ds e [ [Imt ol + Hgnig] ds

(3.47)
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We now gather (3.43), (3.18), (3.44), (3.45), (3.47) and (3.42)

t
/ lel, ds <N () — N9 (0) + 2. / 1612, ds
(3.48) 0

ree [ [|psm

Conclusion of the proof. We gather the estimates we derived for a, b and c.
We compute the linear combination (3.28) + 7 x (3.40) + 8 x (3.48). For all &, > 0
and €, > 0 this implies

[l (), + gl

2
LA

t
| el +wliei; + 1eliy] s
t
<) - 80) +C [ [l
0

2 i 9 )
W, + s ds
L2,

t
+ [ [revllalty + (Cus B2 I + nCialen) el ds
0

We first choose n > C,, then e, such that ne, < 1 and then 5 > nCj.(gp).
Finally, we fix €. small enough such that C,; + 8. < n . With such choices we can
absorb the last term on the right-hand side by the left-hand side. This concludes
the proof of Lemma 3.2. 0

3.3. Exponential decay of the solution. In this section we show that a solution
0 (3.1) that preserves mass and has its trace in L3 decays exponentially fast.

Proof of Theorem 3.1. Let I be a solution described in the statement of the theorem
and define for A > 0, h(t,z,v) = eMh(t,xz,v). h satisfies the conservation of mass
and is solution to

Oh+v-Veh = L,(h) + Ah
with the Maxwell boundary condition. Moreover, since h|, belongs to L3 (1~'/?) so

does 71‘ . We can use Green formula and get

- "/Qstv'vx () dg;dv+/Q<LM(7L)(t,x,~),7L(t,x,-)> )

Therefore, thnaks to the spectral gap (3.7) of L in L? we get

)

2

(3.49)

i _%/Aﬁ%-n(gx) aS(x)do — |t ()|

il

As we did in previous section, we divide the integral over the boundary and we
apply the boundary condition (3.2) followed by the change of variable v — R, (v)
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that sends A~ to A*. At last, we decompose h|y, into Py,(h) + Py, (h) and this
yields

_ / n*v-n(z)dS(z)dv = [hz 1 — a)h + aPy (h))2] v-n(z)dS(z)dv
A AT
:-ﬂ—@—@Wmﬂwm

+2a PA
A+

(3.50) = —(1-(1-a))

(h) P (h)v - n(x) dS(z)dv

n

P ()

2
LAJr

Combining (3.49) and (3.50) and integrating from 0 to t we get
(3. 51)

t - - t 2
Hh +0/ [HPAlu(h)H ¥ wa(h) } ds < |[hol2e +2x [ ||B]]  ds.
L2, 0 L3, Lz, oY 0 v
To conclude we use Lemma 3.2 for h with g= A
(3.52)
t ~ 112
[ m®],, ds <m0 - N0
0 z,v
t ~ 112 ~ 112 ~112
+CL/ {ng(h) + HPAL @+ 22| } ds
0 La%,v . Li+ L?c,v
and we combine € x (3.52) + (3.51) for € > 0.
i —emo|vo [ (@], + @], )
W, oo e [ (I, + i@, ) o
t ~ 112
+(C —eC)) / Py (h) ds
0 . L?ﬁ
L2
< IhollZy vy — EN7(0) + (CLN* +23) / i’ ds
oY 0 L7,
with C. = min{eC,C —eC,}. Thanks to the control |N;(s)| < C Hﬁ(s) and

the fact that

~ 12 ~ 12 ~
1 _
o], + [,
we can choose ¢ small enough such that C. > 0 and then A > 0 small enough such

that (eC A% 4 2))

is uniformly bounded in

time by C' HhOHigU‘

By definition of ﬁ, this shows an exponential decay for h and concludes the proof
of Theorem 3.1. 0



ASYMPTOTIC STABILITY OF BOLTZMANN EQUATION WITH MAXWELL BOUNDARIES 27

4. SEMIGROUP GENERATED BY THE COLLISION FREQUENCY

This section is devoted to proving that the following operator
G,=-v(v)—v-V,

with the Maxwell boundary condition generates a semigroup Sg, (t) with exponential
decay in L3, endowed with different weights. Such a study has been done for pure
specular reflections (o = 0) whereas a similar result has been obtained in the purely
diffusive case (o = 1) (see [21] for maxwellian weights and [3] for more general
weights and L!L2® framework). We adapt the methods of [21][3] in order to fit
our boundary condition. They consist in deriving an implicit formulation for the
semigroup along the characteristics and then we need to control the characteristic
trajectories that do not reach the plane {t =0} in a time ¢t. As we shall see, this
number of problematic trajectories is small when the number of rebounds is large
and so can be controlled for long times.

Theorem 4.1. Let m(v) = m(|v|) = 0 be such that

(1 + [ol) v(v)

(4.1) el

c Ll and m(v)u(v) € L.

Then for any fo in L3S, (m) there exists a unique solution Sg, () fo in L3, (m) to
(42) [ék + - Vr + V(U)] (SG,, (t)fo) =0

such that (Sg, (t) fo)|, € L (m) and satisfying the Mazwell boundary condition (1.2)
with initial datum fo. Moreover it satisfies

VI/(/) < 1, 3 Om,yé > 0, Vit > 0, ||SGV (t)fOHLgov(m) < Cm’y(,)e_”(,)t HfOHLgOU(m) 7

with vy = inf {v(v)} > 0.

A corollary of the proof of this theorem is a gain of weight when one integrates in
the time variable. This will be of core importance to control the nonlinear operator.

Corollary 4.2. Let m be such that m(v)v(v)~! satisfies the requirements of Theorem
4.1. Then there exists Cy > 0 such that for any (fs),cp+ in L3, (m), any € in (0,1)
and allt > 0,

The rest of this Section is entirely devoted to the proof of these results.

Co _
< ——e evot sup e HfSHLOO (mv=1)| -
Lo, (m) 1-¢ s€[0.1] -

/ S, (t — )l ) ds
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4.1. Brief description of characteristic trajectories. The characteristic trajec-
tories of the free transport equation

Of(t,z,v)+v- -V, f(t,z,v) =0

with purely specular reflection boundary condition will play an important role in
our proof. Their study has been done in [7, Appendix A] and we describe here the
results that we shall use later on.

The description of backward characteristics relies on the time of first rebound
against the boundary of 2. For z in ) and v # 0 define

tmm(a:,v):max{tEO: x—stﬁ,VOgsgt}.

Note that for all (z,v) ¢ Ag UA™, tiin(z,v) > 0. The characteristic trajectories
are straight lines in between two rebounds against the boundary, where the velocity
then undergo a specular reflection.

From [7, Appendix A.2], starting from (z,v) in Q x (R* — {0}), one can construct
Ti(z,v) = tmin(x,v) and the footprint X;(z,v) on d€ of the backward trajectory
starting from x with velocity v has well as its resulting velocity Vi(x,v):

Xi(z,v) =2 —Ti(z,v)v and Vi(z,v) = Rx, (@) (V) ,

where we recall that R,(v) is the specular reflection of v at a point y € 0.
One can iterate the process and construct the second collision with the bound-
ary at time To(z,v) = T1 (2, v) + timin (X1 (z,v), Vi(2z,v)), at the footprint Xs(z,v) =
X1 (X1 (z,v), Vi(z,v)) and the second reflected velocity Va(z,v) = Vi (X1, Vi) and so
on so forth to construct a sequence (T (z,v), Xi(z,v), Vi(z,v)) in 9Q x R3. More
precisely we have, for almost every (z,v),

Ti1(2,v) = Tyt tmin (Xi, Vi), Xig (2,0) = Xio—tin (X, Vi) Vies Vir = Rxpy (Vi) -

Thanks to [7, Proposition A.4], for a fixed time ¢ and for almost every (z,v) there
are a finite number of rebounds. In other terms, there exists N (¢, z, v) such that the
backward trajectories starting from (x,v) and running for a time ¢ is such that

TN(t,:c,v) (JI, U) St< TN(t,:c,v)-l—l (I, U)‘

We conclude this subsection by stating a continuity result about the footprints of
characteristics. This is a rewriting of [2/1, Lemmas 1 and 2].

Lemma 4.3. Let Q be a C' bounded domain.

(1) the backward exit time to;,(x,v) is lower semi-continuous;

(2) if v-n(Xi(z,v)) < 0 then tpin(z,v) and Xi(z,v) are continuous functions
of (mv U))'

(3) let (xo,v0) be in Q x R with vy # 0 and t, (1o, v0) < 00, if (X1(z0,v0), vo)
belongs to AL~ then tym(z,v) is continuous around (g, vp).

Note that [24, Lemma 2] also gives that if (X1 (zo,vo),ve) belongs to A" then
tmin(z,v) is not continuous around (zg, vg). Therefore, points (2) and (3) in Lemma
4.3 imply that €, = A~ U A}~ is indeed the boundary continuity set.
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4.2. Proof of Theorem 4.1: uniqueness. Assume that there exists a solution
fof (4.2) in LY (m) satisfying the Maxwell boundary condition and such that f|,
belongs to L3°(m). With the assumptions on the weight m(v) and the following
inequalities

dv |v]
ey, < ([ s ) Wiz om0 U8y < ([ 27 d0) Ul

we see that f belongs to Ly, and its restriction f|, belongs to Lj.
We can therefore use the divergence theorem and the fact that v(v) > vy > 0:

% Hf||L31M = /QXRS sgn(f(t,z,v)) [—v -V, —v(v)] f(t,z,v) dedv
= = [ 0V lfl) dudo — [o0)
OxR3 ’

S - /A |f(t, 2, 0)| (v n(z)) dS(z)dv — 1 HfHLi,v :

Using the Maxwell boundary condition (1.2) and then applying the change of
variable v — R, (v), which has a unit jacobian since it is an isometry, gives

/ |f(t,z,v)| (v -n(z)) dS(x)dv
== [ 0= @) R0 + 0Py (0,) )] (0 0(a) dS(a)de
—— [ 1= (e 0) + aPy (£t ) 0] 0 nfa) dS(a)do
< [ 120 @ n(@) ds(y.

We used the fact that Py(f)(R.(v)) = Pa(f)(v).
The integral over the boundary A is therefore positive and so uniqueness follows
from a Gronwall lemma.

4.3. Proof of Theorem 4.1: existence and exponential decay. Let f; be in
L, (m). Define the following iterative scheme:

[0 +v-Vo+ 0] f =0 and  f7(0,2,0) = fo(z,0)1q<n)

with a damped version of the Maxwell boundary condition for t > 0 and (z,v) in
A_

(4.3)  fOtx0) = (1—a)f 2, Re(v) + (1 - %) PA(f(")}M)(t,x,v).

Denote by P™ : A* — A~ the boundary operator associated to (4.3).
Note that pu(v) ™2 fo(z, v)L{juj<ny is in L, and

V2 e I, Hp(n)(lu—l/2f)HLio_ < (1 - %) Hﬂ‘l/QfHL;o+-
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The norm of the operator P™ is thus strictly smaller than one. We can apply
[21, Lemma 14] which implies that f is well-defined in L, (u~/?) with f®| A in
LY (,u_l/ 2).

We shall prove that in fact " decays exponentially fast in L2, (m) and that its
restriction to the boundary is in L3°(m). Finally, we will prove that f™ converges,
up to a subsequence, towards f the desired solution of Theorem 4.1. The proof of

Theorem 4.1 consists in the following three steps developed in Subsections 4.3.1,
4.3.2 and 4.3.3.

4.3.1. Step 1: Implicit formula for f™. We use the conservation property that
e?Wt £ (¢, 2z, v) is constant along the characteristic trajectories. We apply it to the
first collision with the boundary (recall Subsection 4.1 for notations) and obtain that

for all (z,v) € AgUA~
FU s 2,0) =1t ay<oye” " fole — tv,0)1u<n
+ ]-{t—tmm (r,v)>0}€_y(v)tmm (Lv)f(n) ‘A* (t - tmzn (JI, U)u Xl (Jf, U)u U)‘

Indeed, either the backward trajectory hits the boundary at X;(z,v) before time ¢
(tmin < t) or it reaches the origin plane {t = 0} before it hits the boundary (¢, =
0). Defining t; = t1(t,x,v) = t — tyin(x,v), and recalling the first footprint X; =
Xj(z,v) and the first change of velocity Vi(z,v)), we apply the boundary condition
(4.3) and obtain the following implicit formula.

(4.4)
f(n) (t> x, U) = ]-{tl(z,v)SO}e_V(v)th(x — tv, ,U)]-{|v|§n}
+ (1 — @) Ly oysope /WO F 1 X, 1)

1
+ 1 t1(z,v)>0 An,u(v)e_y(v)(t_tl)/
thae.0)=0} v1sxn(x1)>0 M(Ul*)

f(n) (tla Xl? Ul*) dazl (Ul*) 5

where we denoted A, = a(1 —1/n) and we defined the probability measure on A™*
(4.5) do,(v) = c,pu(v) |v-n(x)| dv.

Moreover, once at (t1, X7,v1) with v; being either Vi(x,v) or vy, either to < 0
(where ty = t1(t1, X1,v1) < 0) and the trajectory reaches the initial plane after the
first rebound or t5 > 0 and it can still overcome a collision against the boundary in
the time ¢. Again, the fact that e’ f(")(¢ x v) is constant along the characteristics
implies

(4.6) PO o) = I (f7) (t,0) + Ry (F) (8,2,0)

with [; accounting for all the trajectories reaching the initial plane in at most 1
rebound in time ¢

(47)
L) =1, @t
1 fo <oye o (x —tv,v)
+ 1501 1<y (1 — a)e W= (Vh (X, — 417 1))
e_V(Ul*)tl

+ 1{t1>0} {Anﬂ(v)e_y(v)(t_tl) / 1{t2<0}7f0n) (1’1 — 1114, Ul*) d0m1 )
vixn(x1)>0 ,U(Ul*)
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and R ( f (”)) encodes the contribution of all the characteristics that after one re-
bound are still able to generate new collisions against OS2

Ry (f™) (t,z,0) = (1 — ) Lgysope " F (4 X0, 1)
+ At [

v1sxn(z1)>0

4.8 1
( ) 1{t2>0} f(tb X1, Ul*) dU:cl(Ul*)-
(V1)

Of important note, to lighten computations, in each term the value ¢, refers to t; of
the preceding triple (¢1, z1,v1) where vy is Vi(x, v) in the first term and vy, in the sec-
ond. As we are about to iterate (4.6), we shall generate sequences (tgxi1, Tg+1, Vkt1)

(020 0y 2 (7 0

which have to be understood as (¢;(,’, x;”, v, x;”, 0y ), Upy1) and v being

either Vl(xk ,v,i)) or an integration variable v (1.

By a straightforward induction we obtain an implicit form for f™ when one takes
into account the contribution of the characteristics reaching {t = 0} in at most p > 1
rebounds

(4.9) PO 0) = 1, (f7) (tw,0) + Ry (£) (8,2, 0).

I, < fo(")) contains all the trajectories reaching the initial plane in at most p rebounds

whereas Iz, ( f (”)) gathers the contributions of all the trajectories still coming from
a collision against the boundary. A more careful induction gives an explicit formula
for R, and this is the purpose of the next Lemma. The main idea is to look at every
possible combination of the specular reflections among all the collisions against the
boundary, represented by the set 9 defined below.

Lemma 4.4. Forp > 1 and i in {1,...,p} define U,(i) the set of strictly increasing
functions from {1,...,i} into {1,...,p}. Let (to,xo,vo) (t,z,v) in RT x Q x R3
and (Ui, . .., Ups) N R3p. Forl in 9,(i) we define the sequence (t,(f), x,(j), Ulgl))lgkgp by
induction

l l l l l l
=ty — (v @) = Xl )

o {Vl(:ck)_l,v,?ll) if kell{1,....i)],

v, = .
k Vlex otherwise.

At last, for 1 < k < p define the following measure on R3*

k—1

v ETRONROING

dz;f (U1*7 . 7Up*> = Iu((lz [H e (v ), tJ+1)] del (Ul*) c dO’xp(Up*)
1(vy,”) =0

and the following sets

(4.10) V]@ = {Uj* eR?, v, n( y)) > 0}
Then we have the following identities
P k
<f0”> (ta,0) =33 (1 —a)yal
(4.11) h=0 =0 "
v l 0 (D)
x Z / 1{t§f)>0 t](jll\o} o) 1" )( s _t() IE) s Uy, V) dsf
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and
(4.12)
p
n —1 n l l l
R, (f™) (t,z)=>"> (1—a) /H o {t<z>l>0}f<>(t§,>7x;>7v§,>)dz§’,
1=0 [eVp(4)

1<j<p

where we defined t;l}rl = tg) - tmm(xg), vg)) and also by convention | € 9,(0) means

that | = 0.

Proof of Lemma 4.4. The proof is done by induction on p and we start with the
formula for R,,.

By deﬁmtlon of Ry (f™) (t,z,v) (4.8), the property holds for p = 1 since on the
pure reflection part p(v) = ,u(vl) and do,, is a probability measure.

Suppose that the property holds at p > 1. Then we can apply the property
(4.6) at rank one to f(t ;”, ;”,v},“). In other terms this amounts to apply-
ing the preservation of e’ f(" (¢ x v) along characteristics and to keep only the
contribution of trajectories still able to generate rebounds. Using the notations

t;lll = t(l) — tmm(xg),vé)), g}rl = Xl(xg),vé ), and the definition (4.8), it reads

Ry ( £ ) (tu 2Oy

Ly Up
o) 1) 4 (
{t " 20 ! >o} e f( (p+1a p+1>V1( p)))
do L0
(D)= (op )t ~t1) b ) ()
+ Applvy)e - v {tz(tp &) (s >>0}M U(p+1)x )f(tp+1’xp+1>v(p+l)*)'
Since p only depends on the norm and since do o) is a probability measure, the
Tpt1

specular part above can be rewritten as
NORMO)

0) TN ) (n)
(=) [ B T o) g )

For each [ in 9, (i) we can generate [; in 0,4 (i+1) with {1 (p+1) = p+1 (represent—

ing the specular reflection case) and Iy = I in ¥,41(i). Plugging Ry (f™) (tp ; I(Dl), vél))

into R, ( f ) (t,z,v) we obtain for each [ the desired integral for [; and lo

l !

Ill,z = ! 1 (11,2) f( )(t;if)> x;i—i)? Up—i—l) dzll 2 (Ul*a sy U(p—i—l)*) .

1 V(. 1,2) {tpH >0}
1<j<p+1

Our computations thus lead to

R, (f™) (t,2,v) Z Y (-a)ytanr ZI+Z > (1—a)Arti

1=0 1€9,41(i+1) 1=0 1€9p,41(3)

1(i4+1)=p+1 I(i)#p+1
which can be rewritten as
p+1

R, (f™) (ta,v) =" > (1—a)yAnt ’I+Z > (1—a)ArtT

1=1 1€9)11(4) 1=0 €941 (4)
I(i)=p+1 (i) #p+1



ASYMPTOTIC STABILITY OF BOLTZMANN EQUATION WITH MAXWELL BOUNDARIES 33

For i = 0 there can be no [ such that [(i) = p+ 1 and for i = p + 1 the only I
in ¥,41(7) is the identity and so there is no [ such that /(i) # p + 1. In the end,
for 0 < ¢ < p+ 1, we are summing exactly once every function ! in 9,,4(7). This
concludes the proof of the lemma for R,,.

At last, I, could be derived explicitely by the same kind of induction. However,
I, contains all the contributions from characteristics reaching {t = 0} in at most
p collisions against the boundary. It follows that I, is the sum of all the possible

Ry with k from 0 to p such that 1y, . <oy to which we apply the preservation of

e?Wt (M) (¢ 2z, v) along the backward characteristics starting at (t,(g),x,(j),v,(g)) up to

t. And since doy,, , (V(t1)) - - - dog, (vp:) is a probability measure on R3®~*) we can
always have an integral against

dog, (Vix) ... dog, (Vps).
This concludes the proof for I,. O

4.3.2. Step 2: Estimates on the operators I, and R,. The next two lemmas give
estimates on the operator I, and R,. Note that we gain a weight of v(v) which will
be of great importance when dealing with the bilinear operator.

Lemma 4.5. There exists C,, > 0 only depending on m such that for all p > 1 and
all hin LY, (m),

o (YO oo, gy < PCone™" [1Al] e, o

Moreover we also have the following inequality for all (t,xz,v) in RT x O x R3

m(v) |1, (W] (t,2,0) < pCr (1(0)e™ " + e IR 1o 1y

Proof of Lemma 4.5. We only prove the second inequality as the first one follows

exactly the same computations without multiplying and dividing by V(v,(j)).
Bounding by the L%, (my~')-norm out of the definition (4.11) gives

(4.13)
P k
)t 2,0)] < Il ey 3 5 (1~ )i
k=0 i=0
v(0f) i
1.0 ——e” dZ
le%;(i)/n P {t0>0, tkH\o}m ](g))

Fix k, i and [. Then by definition of (v,gl)): either v,gl) =Vi(...(Vi(z,v)))) k iterations
(case of k specular reflections which means that [ is the identity) or there exists J



34 MARC BRIANT AND YAN GUO

in {1,...,p} such that v,(gl) =Vi(...(Vi(zj,v5.)))) k — J iterations. Since m, v and
i are radially symmetric this yields

(4.14)

1 0]
/ 0 e df
11 v m(v,’)

1<i<p
My [k=1
_ / u)v(y)) He_y@;”)(t;w 530 | e do L do,.
n v](,l) m(UJ*)N(UJ*> =0
1<5<T

We use the convention that vy, = v so that this formula holds in both cases.

In the case J = 0, all the collisions against the boundary were specular reflec-
tions and so for any 7, v](-l) is a rotation of v and t,(f) does not depend on any
vj.. As v is rotation invariant the exponential decay inside the integral is exactly

e @t vt The do,, are probability measures and therefore in the case

when J is zero

_ v(v) o)1
(4.14) () )

In the case J # 0 we directly bound the exponential decay by e "' and integrate
all the variable but vy.. Therefore, by definition (4.5) of do,

N v(vgy) )
4.14) < c e ) » ‘d <
( ) e M(U) /vJ*-n(z(Jl)) m(UJ*) v n(xj ) v

where we used the boundedness and integrability assumptions on m (4.1).

Cn

m(v)

—vot
)

To conclude we plug our upper bounds on (4.14) inside (4.13) and use

33D BB S ()

k=0 i=0 €9y (s

to finally get
m(v) |L,(h)(t,z,v)| < p [V(U)Q—V(v)t + Cpe ™" ||h||Lg‘f>U(m1/*1)

which concludes the proof. O

The estimate we derive on R, needs to be more subtle. The main idea behind it
is to differentiate the case when the characteristics come from a majority of pure
specular reflections, and therefore has a small contribution because of the multiplica-
tive factor (1 — ¥, from the case when they come from a majority of diffusions,
and therefore has a small contribution because of the small number of such possible
composition of diffusive boundary condition.

Lemma 4.6. There exists C,, > 0 only depending on m and N, C > 0 only depend-
ing on a and the domain € such that for all Ty > 0, if

p=N([CT] +1)
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, where [-] stands for the floor function; then for all h = h(t,x,v) and for all t in
[OvTO]

1\ [€7]
sup [6y°s||Rp(h)(3)||Lg?U(m)] < Co (5) iy [e [L>0h(s HU"’ )] '

s€(0,t] s€[0,t

Moreover, the following inequality holds for all (t,z,v) in RT x Q x R® and all ¢ in
[0,1],

o)
m(v) |Ry(h)| (t,z,v) <C,e " (%) (V(v)e_”(”)(l_a)t + e‘”ou_e)t)

X sup [65”05 A E) ]| Fre— ]
s [ (3 iz,

Proof of Lemma 4.6. Let (t,x,v) in R*QxR3. Again, we shall only prove the second
inequality, the first one being dealt with exactly the same way.

First, the exponential decay inside dX} (see Lemma 4.4) is bounded by e—volt=3))
if there is at least one diffusion or by et if only specular reflections occur in
the p rebounds (because then the reflection preserves |v| and v only depends on the
norm ), that is ¢ = p and | = Id. Second, by definition of (t,(f), x,(j), v,(f)) (see Lemma
4.4) we can bound

l{t;l_?_1>0} ‘h(tg),xg),vg))}m(v;l)) = 1{ L (t9 2D P) >0} ‘h tg’ g)’ Up }m pl))

N\

{tg)>0}y Up Hl{tl>0}h(t1(7l >HL?\°+(my—1) ’

We thus obtain the following bound

p1 (@)

Sy pl)(of
|R,(h)(t,z,v)| < (1—a) / 1,0 \————+-—
n v )

1=0 [evp () 1<5%p

ot D)
w e~ Volt—tp Hl{t1>0}h tl)) . damgz) .. .dUII()z)

H L, (mv

—v(v)(t— dd)
DD 11,0 h(10D)|

+(1- a)pl{tgd)w}l/(v)e

L[°\°+(m1/—1) .
Which implies for 0 < e <1
(4.15)
e'm(v) | Ry(h)(t, z, v)]
P
, , v)m(v
< Z (1 —a)ZAg_Z/ z {t“&o}%d%(”“d%(”
i=0 1€9,(i) vy ( UG :

1<i<p

% (V(,U)e—y(v)(l—e)t +e—u0(1—s)t> sup [65110 H]-{t1>0}h HLDO i 1)} .
s€[0,t]
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By definition, Lemma 4.4, t(l) t(l) (t,z,v, vgl),vé), . ,vél)) and thus for all j in

{ PR 7p}7
1{t§”>0} < 1{t§flj>0}‘

Following the reasoning of the proof of Lemma 4.5, for fixed ¢ and [, there exists J in

{0,...,p} such that vg) =Vi(... Vi(zs,vs.)))) p—J iterations, with the convention
that vg, = v. The measures do, are probability measures and the functions m, v
and p are rotation invariant. Therefore

/ p(v)m(v)

(1) . .
N i U0 yan Ty

1<j<p

pe)m(o) [
< —— = do ) (Vs do_w..do_w
/v]@ m(vg))u( ) IJI*( ) I {vn()>0} {tElJ) A A

U s )
1<<T—1

dargz) .. .dazg)

In the case J = 0 we have vf}l = v and therefore the above is exactly one. In the

case J > 1, assumption (4.1) on m implies that the integral over vf}l is bounded

uniformly by C,. So we have

(4.16)

p(v)m(v)
/H P {t(z)>o}m do OB do 2O <Oy, {t(l} o> }daxgz)..dax(j)_l.
1<5<p gng,

Plugging (4.16) into (4.15) gives

M (0) |Ry(R) (1, 7, 0)| <ConFp (1) ((o)e A2 4 =)
(4.17)

" o [6 1,503 h(s HL% (mo~ 1>]

with

_Sup Z Z 1—a Z/ . V;l) l{t(l) >0}dax§l)”d0x(f)_l

T,v 0 (J—1)*
1=01€d,(0) 1< -1

It remains to prove an upper bound on Fj(t) for 0 < ¢ < Tj when Tj and p are
large. Let T > 0, pin N and 0 < 0 < 1 to be determined later.
For any given i in {1,...,p} and [ in 9J,(i) we define the non-grazing sets for all

jin{l,...,p} as
@00 _ f (0 ( 1
A; —{Uj -n(])>5} {v gg}

(
J
By definition of the backward characteristics we have xy) — W = (t;l) tgl}rl

D)

@
j+1 Jv;
Since 2 is a C! bounded it is known [21, Lemma 2] that there exists Cq > 0 such
that

@) (0),6
ij € Aj
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Therefore, for ¢ in [0, Tp), 1ft (6T, v v§ ), vg), . vf,” 1) > 0 then there can be at
most [CoTyd 3] +1 velomtles v ) in A( . Among these, we have exactly k velocities

D that are integration variables v;, and the rest are specular reflections. Since
i represents the total number of specular reflections, it remains exactly p — i — k

integration variables that are not in any Agl)’a. Recalling that do, is a probability

measure, if v](-l) is a specular reflection we bound the integral in vj, by one. All these
thoughts yield

<sup[zz 1—a -

1=0 1€y (1)

CaTo
[ 53 ]H J

x , Z/ exactly k of v, € AW? H do (Um*)]
=0 R0k of specular in ADY lemsJ/—1

p—i—k of v, not in AV?

: 4]

Y a-aart ¥ (])

=0 1€, (i) 7=0

k p—i—k
X E ( sup / dax(z)(v*)) < sup / daz(_z)(v*)) .
t,I,U,i,l,j A(l)’6 J t,I,U,i,l,j U*gAU)’é J

J
k=0
In what follows we denote by C' any positive constant independent of ¢, x, v, 7, [
and j. We bound first

/ dam(z) (ve) < / dam(z)) +/ dam(z)) <o
v gAD):6 g O<ven(z)<s I V4| =6—1 J

and second we bound by one the integrals on A, With C§ < 1 we end up with

[C”T°]
Fy(t) < 2;16; (1— ) (CAD) Z Z()

» [%]H j
< ;l; (1—a)(CA0)P ; (1+%)
< 5 (1+%) e ]Hé; (f)a—a)i(caa)fﬂ—
< 9 (1 + %) i (1= @)+ Cda)’.

Since @ > 0 we can choose ¢ > 0 small enough such that (1 —a)+ Cda = oy < 1.
Then choose N in N large enough such that

1 1
1+ =)ol <2
(+05) >
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Finally choose p = N([<%2] + 1). It follows that

CaTo

p(t><2{(1+%) O‘év} [%]Hg (%) [T].

F,

This inequality with (4.17) concludes the proof of the lemma. O

4.3.3. Step 3: Exponential decay and convergence of f™. Fix Ty > 0 to be chosen
later and choose p = pr(7)) defined in Lemma 4.6. We have that for all n in N,

e by (4.6), for every (t,z,v) in R* x Q x R?,
1{t1(t,x,v)}<0f(n) (t,z,v) = e_”(“)tfé”) (x — tv,v)
and hence

(4.18) Sl[lp] [e"os Hl{tl(t,x,v)}@f(n)(t,x,U)HLoo (m)] < Hfo(n)
sef0.t z,v

e, ) < [ foll Lo, (my 3

e by Lemmas 4.4, 4.5 and 4.6, for every (¢,z,v) in [0, Ty] x Q x R?

sup [6”08 H]-{tl(s,m,v)>0}f(n)($’ 93>U)HLOO (m):|
s€[0,t] o

+ sup [e"os R,(h)(s Oom}
W] [ IR (1)),

< sup {6”‘)8 fp(fo"))(S)’
(4.19) o<l0]

< pC || foll Lee, )

1 CTy
Om a |:VOS 1 S,T,V (n) ) :|
" (2) S (e 1 teamzor (502 0|y

We recall Lemma 4.6 and we have pr(7T0) < N(CTy+1). Let 4 in (0,14). Suppose
Ty was chosen large enough such that

1 [CTo] 1 o /
Cm (5) é 5 and 20mN(OTO -+ 1)€_V0TO g e_”OTO.

Applying (4.19) at Ty gives

Hl{tl(To)>0}f(n)(T0)HLg?v(m) < 2Cnpr(To)e™ " | foll ooy < e 7o 1foll Lo, m »
and with (4.18) we finally have

Hf(n)(To)HLg?v(m) < el 1foll Lo, (m) -
We could now start the proof at Ty up to 27, and iterating this process we get
n - T n
Vn € N’ Hf( )(nT0>1t1>0HLgf>v(m) se Hf( )((TL - 1>TOHLgf’U(m)

6—2116T0 Hf(n)((n . Q)TO

N

)HLgf’v(m)

)
<. . <e vinTo ||f0HLg?U(m)'
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Finally, for all ¢ in [nT}, (n + 1)T,] we apply (4.19) with the above to get
Hf(n)1t1>0(t>HLg?v( < QCmPR(To)e_VO(t_nTO) | £ (nTp) HLOO - (m)
< 2C,,pp(Tp)e"ole o vo)(=nTo) Hfo”Loo m) *
Hence the uniform control in ¢, where Cy > 0 depends on m, Tj and v/,
3Co > 0, Vi 2 0, Hf(n)ltpo(t)HLg% < Coe 0! [foll Lse, (m)
which combined with (4.18) implies

(4.20) VneN, vt =0, |[[f"(@) < max {1, Co} ¢ || foll 1o, m)

HLg?v (m)

Since (4.18) and (4.19) holds for z in €2, inequality (4.20) holds in L> (2 x R?) (m).
Therefore, ( f(”))neN is bounded in L L™ (ﬁ X R3) (m) and converges, up to a
subsequence, weakly-* towards f in L{°L> (Q x R?) (m) and f is a solution to
of = G, f satisfying the Maxwell boundary condition and with initial datum f.
Moreover, we have the expected exponential decay for f thanks to the uniform
(4.20). This concludes the proof of Theorem 4.1 and we now prove Corollary 4.2.

Proof of Corollary 4.2. Thanks to the convergence properties of ( f (”))neN, Lemmas
4.4, 4.5 and 4.6 are directly applicable to the semigroup Sg, (t) with A,, replaced by
. Therefore, as usual, for f, in L3 (m) we decompose into ¢t — s < tpin(7,v) and

t — S = tumin, which gives thanks to (4.9)

t
/ Sa, (t = 8)fs(z,v) ds —/ e VO f (2 — (t — s)v,v) ds

max{0,t—tmin }

max{0,t—tmin }
(4.21) + / L(fs)(t — sz,v) ds
0

max{0,t—tmin }
+ / R,(Sa, f5)(t —s,x,v) ds.
0

Let € be in (0,1). We bound e ¥®)(t=5) L e=evote=(1=e)v(v)(t=s) g=e10s and thus, using
the estimate with a gain of Welght for I, in Lemma 4.5, we control from above the
absolute value of the first two terms by

(4.22)
. max{0,t—tmin }
/ e VW) £ (1 — (t — s)v,v) ds + / L (fs)(t — sw,v) ds
max{0,t—tmin } 0
< pC, / e vWt=s) 4 e—uo(t—S)) HfSHLg?v(mel) ds
< pCme—auot (/ V(U) —(1—e)v(v)(t—s) + 6—(1—E)Vo(t—s)) sup [651/08 HfSHLgOU(m)}
0 s€[0,t] ’

< le%e—syot sup |:€€y08 ||f8||Lg°U(m1/*1):| )
€ s€[0,t] ’

The third term is treated using Lemma 4.6 with an exponential weight e*°!. This
yields
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max{0,t—tmin }
/ Ry(Se, fo)(t — 5,,v) ds
0

1 [6TO] max{0,t—tmin }
< Cm (5) / 6—ayo(t—s) (V(U)e—(l—a)u(v)(t—s) + 6—(1—5)y0(t—s))
0

X sup [6EVOS*
$+€[0,t—s]

SG,, (8*> (fs) ||Lg“?v(mlfl)] ds

which is further bounded as

1\ [C70] t
< Cm <§) e—euot/ (V(,U)e—(l—e)y(v)(t—s) + 6—(1—5)1/@(15—3))
0

ds.

X sup }[Heg”‘)(ﬁs*)scy(s*)(fs)} Lg?v(m,,_l)]

s+€[0,t—s

Since my~! satisfies the requirements of Theorem 4.1, we can use the exponential

decay of Sg, (s.) with the exponential rate being ey < vy and obtain

max{0,t—tpmin }
/ Ry(Sc, f:)(t — 5,,v) ds
0

C <1)[6T0]
< m - e—euot sup [661/03 fs o (e )
= (5 b [ ol o

(4.23)

For any T, > 1, olcT] < 27! and thus (4.23) becomes independent of Ty and
holds for all t > 0. Plugging (4.22) and (4.23) into (4.21) yields the expected gain
of weight with exponential decay. O

5. L°° THEORY FOR THE LINEAR OPERATOR WITH MAXWELLIAN WEIGHTS

As explained in the introduction, the L? setting is not algebraic for the bilinear
operator (). We therefore need to work within an L* framework. This section is
devoted to the study of the semigroup generated by the full linear operator together
with the Maxwell boundary condition in the space L2, (1) with ¢ in (1/2,1).
This weight allows us to obtain sharper estimates on the compact operator K and
thus extend the validity of our proof up to v = 2/3. In this section we establish the
following theorem.

Theorem 5.1. Let o be in (1/2/3,1]. There exist (, in (1/2,1) such that for any
¢ in (Ca, 1), the linear perturbed operator G = L — v -V, together with Mazwell
boundary condition, generates a semigroup Sg(t) on L,(n¢). Moreover, there
exists oo and Csy > 0 such that

vt > 0, ||SG(t) ([d_ HG)HL;%W—C) < C’ooe_)\mta

where Ilg is the orthogonal projection onto Ker(G) in L2, (1= */?) (see (3.8)).
The constants Cs, and Ao are explicit and depend on «, ( and the collision kernel.
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5.1. Preliminaries: pointwise estimate on K and L? — L* theory. We recall
that L = —v(v) + K. The following pointwise estimate on K has been proved in
[21, Lemma 3] for hard sphere models and [¢, Lemma 5.2] for more general kernels.

Lemma 5.2. There exists k(v,v,) > 0 such that for all v in R3,

K@) = [ ko0 (w.) do

Moreover, for ¢ in [0,1) there exists C; > 0 and e > 0 such that for all € in [0,¢¢),

2
| 1012 = 10x 12

£ lp—vy Pl ———— - C
(v, v,)] 57 s T O
RS pu(v) ¢ 1+ [v]

We now prove a more precise and more explicit control over the operator K. The
idea behind it is that as ¢ goes to 1, the operator K gets closer to the collision
frequence 3v(v).

Lemma 5.3. There exists C > 0 such that for all ¢ in [1/2,1],
VF e L) I sy < OO Il ey
where Ck(¢) =3+ Cx(1 — ().

Proof of Lemma 5.3. The change of variable ¢ — —o exchanges v’ and v and we
can so rewrite

G0 KW = [ beost)lo = vl [20f: ] dode. = Ka() — Kal
R3xS
where K7 and K, are just the integral divide into the two contributions.

We start with K. We use the elastic collision identity puu. = p'p, to get

/
o) ) 0] < 2l [ beoso) b it L
X *
< 2oy 0 [ bleos) o=l dordo.
X

But then by definition of v(v),

/ b(cos0) v — v,|” pédodv, = v(v)+ / b(cos 0) [v — v, |7 (1S — py)dodo,
R3%xS2 R3x$2

which implies, since b is bounded and v(v) ~ (1 + |v|”) (see (3.6)),

/ b(cos B) [v — v pldodv, < v(v)+C(1—C)w(v) / (1 |0.]) [0 ? pdodo,.
R3xS? R3xS2

To conclude we recall that ¢ > 1/2 and the integral above on the right-hand side is
uniformly bounded in v,. Hence,

Ck

(52) 30k >0, [K(Fllm e < (2+7<1—<>) F{Fp——
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The term K5 is similar :

o) o) (N < w0 [ bleost) o=l IF dod.
< Al e, ey v(0) 7 /R » b(cos 0) |v — v,|” pSdodv,

Ck
< (1+ZE0-0) Iz
Plugging the above and (5.2) inside (5.1) concludes the proof. O

We conclude this preliminary section with a statement of the L? — L* theory
that will be at the core of our main proof. It follows the idea developed in [21] that
the L? theory of previous section could be used to construct a L> one by using the
flow of characteristics to transfer pointwise estimates at © — vt into an integral in
the space variable. The proof can be found in [21, Lemma 19] and holds as long as
L, (w) C L2, (/).

Proposition 5.4. Let ¢ be in [1/2,1) and assume that there exist Ty > 0 and Cr,
A > 0 such that for all f(t,x,v) in LY, (1) solution to
(5.3) Of +v-Vaof = L(f)

with Maxwell boundary condition o > 0 and initial datum fy, the following holds

t
vt € [0, To], ||f(t)HLgov(,u*C) LMo HfoHLgov(u%) + C’To/ ||f(3)HL§U(M71/2) ds.
: -, 0 ,

Then for all 0 < A < min {\ Ag}, defined in Theorem 3.1, there exists C' > 0
independent of fo such that for all f solution to (5.3) in Lgfv(u_c) with g (f) =0,

VE2 0, [[f(Oll e, ) < Ce ™ 1foll Lee, uc) -

5.2. A crucial estimate between two consecutive collisions. The core of the
L estimate is a delicate control over the action of K in between two rebounds. We
define the following operator

t

(54) &Nt z,0) =p"(v) / e "OIK(f(s)) (@ — (t = s)v,v) ds.

max{oytmin (xﬂ))}

We shall prove the following estimate of this functional along the flow of solutions.

Proposition 5.5. Let a in (\/2/3,1]. There exists (, in (1/2,1), g4 in (0,1),
OV >0 and 0 < C? < 1 such that for any Ty > 0 there exists Cp, > 0 such that if
f is solution to O,f = G f with Mazwell boundary conditions then for all t in [0, To]

t
}eayotﬁ(f)(t, x,v)‘ gcél) HfOHLg‘jv(u_C) + CTO/O ||f(S)HLgYU(;r1/2) ds

i OéQ) (1 N e—y(v)(l—a) min{t,tmin(xvv)}> sup |:65V08 ||f($)HLoo (N_C):| .
SE[OJ] z,v
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Proof of Proposition 5.5. We recall that G = L —v -V, = G, + K. Thanks to
Theorem 4.1 with the weight p~¢, G, generates a semigroup Sg, (t) in L3, (1~ ¢).
Moreover, Lemma 5.2 implies that K is a bounded operator in L, (41~¢). We can

therefore write a Duhamel’s form for the solution f for almost every (s,z,v,) in
RT x Q x R3:

(5:5)  f(s,z,00) = Sa,(s) fo(w, v.) + /O Sa, (s = s:) [K(f(5:))] (z, 0.) ds..

Step 1: New implicit form for f. In what follows, C, will stand for any
positive constant not depending on f but depending on a parameter r. We recall
(4.10) the definition of the set of integration V;. We use the description (4.4), «
replacing A,,, of Sg, (s — s.) along characteristics until the first collision against the
boundary that we denote (t7,27,v]) = (tyin(z, vs), X1(z,vs), Vi(z,v,)) (see Section
4.1) . We deduce

f(s,z,0.) =Jo(s,x,v.0) + Jr(s,z,0,) + (1 — a)l{t>t>{}e_”(”*)tff(t — 7,27, v])

+alyyeue O pue) | fls =t a0 (o n(a)) do,

V1
where we defined
(56) J() = SG,, (S)fo(l', U*> -+ 1{s>t’1‘}6_y(v*)tf SG:/ (8 — ti)fo(xi, U*)
and
(5.7) Ji = / o }e_”(”*)(s_s*)K(f(s*))(x — (5 — 5,:)Us, vy) ds.
maxq 0,5—t]

We iterate this formula inside the integral over V;. Using the notation (ﬂ, T1,01)
to denote the first backard collision starting from (x},v1.) and Py for the diffuse
boundary operator (1.3) we end up with a new implicit form for f

(5.8) f(s,2,0.) = Jo(s, 2, 0.) + T (s, 2,0.) + Jp(s, 2, 00) + Jaipr(s, 2, 0,)

with the following definitions

(5.9) Jo = Jo(s, z,v.) + a1{8>ti}e—V(v*)tIPA(J0(s — 1, 27))(vs),
(5.10) Jx = Jx(s,2,0,) + a1{8>t,{}e_”(v*)t7PA(JK(3 —t7,27))(vs),
(5.11)

Jr=(1- oz)l{s>q} [e—u(mf{f(s — 7, 23, v])

ac e [ 1 aye IR (s~ = B 75 (- n(a])don |,
Vi
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and at last
(5.12)

Jaiff :a21{s>tf}cie_u(v*)tiﬂ(v*) [/V 1{s—ti>t~1}e_u(vl*)tlﬂ(vl*)
1

X . f(S - tt - 57271751*) (271* . n(f/l)) (Ul* . n(xl)) d%/l*dvl*] .
Vi

We now bound the operator £ in (5.4) for each of the terms above. We will
bound most of the terms uniformly because for any ¢ in [0,1], from Lemma 5.3
and e V(Wt=s) L gmewtov(v)(1=e)(t=s) 205 the following holds

t
K(C)e—auot </ V(U>€—V(v)(1—6)(t—s)ds) sup [eayos ||F(S)HLOO (;rC)]

max{0,t—t1} s€[0,t]

R <

Q

C .
(5.13) < 1K_(<) (1 _ e v()(1-e) m1n{t,t1}) e —cvot Sup |:€€Vos HF(S)HLgOv(;rC)]
€ s€[0,t] ’

Step 2: Estimate for Jo. We straightforwardly bound .Jy in (5.6) thanks to the
exponential decay with rate vy of Sg,(¢) in Theorem 4.1 (that also holds on the
boundary) for all (z,v) in Q x B(0, R).

C. ., (v _ V1 - N(T
0 € e il [+ 25 (ot [ ) ).

11=<(v) =< (vy) ¢ (v

To conclude we use the fact that |v;| = |v| and p~¢ is radially symmetric. This
yields

(5.14) | Jo| < Cep™¢(v) et 1foll e, )

Bounding Jo(t — 7, 1, v1.) exactly the same way yields the same bound for the full
Jo in (5.9). We conclude thanks to (5.13)

(515) v0 Se< 17 V(t,x,v), ‘ﬁ(JO>(tax,U)‘ < Ca,C HfOHLg?U(“—g) 6—611015'

Step 3: Estimate for Jx. We write K under its kernel form with Lemma 5.2
in (5.7). To shorten notations and as we shall legitimate the following change of
variable we use y(v.) = — (t — $)v — (s — $4)vs. Since v(v) = vy we see

(5.16)

t S —g
—vo(t— 7
|ﬁ(JK)\</ / e =) k(v 0| P21y, e
0o Jo R3 et {vw)<0}

—¢
v B s (w2) v dowadods.ds
R3 [

We take any R > 1. When |v| > R we use Lemma 5.2 on k(v,v,) and when |v| < R
and |v,| > R it follows that |v — v, > R and we thus use Lemma 5.2 again with

|k(v,v,)| < i )If(v,v*)e%'”_“*|2 . At last, if |v.] < 2R and |v.| = 3R we us

. _¢ p2 s — v |2 .
Lemma 5.2 one more time on |k(v,, v, )| < e 5% ‘k(v*, Vs ) €S [v-—vesl"|  Taking the
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L, (= ¢)-norm of f out of the integral and decomposing the exponential decay as
for (5.13), we infer that for all € in [0,1] and any R > 1:

{terms in (5.16) outside {|v| < RN |vi| < 2R N |vi| < 3R}}

5.17 :
(617) <Coc (Tt ) e s [ 1Oz

s€[0,t]

In order to deal with the remaining terms in (5.16) we first approximate k(-,-) by
a smooth and compactly supported function kg uniformly in the following sense:

(5.18) sup / (V,0.) — En(V, o) =S(V) dv, < ——
VI<3R J|v.|<3R 1+R

We decompose k = kr + (k — kg) and bound the terms where k — kg are appearing
as before and get (remember that kg is compactly supported): the terms in (5.16)
where |v] < R and |v,| < 2R and |v..| < 3R are bounded from above by

CEC —evpt |: 5
, 17 g VoS o (- :|
T L X G F{O[ P

+CR§/ / —vo(t—5x / / 1{y (0)e0} |f (S5, (Vi) V)|
{lv<|<2R} J{]v..<3R|}

At last, we would like to apply the change of variable v, +— y(v,) which has Jacobian
(s — 5,)73, and so is legitimate if s — s, = 1 > 0. We thus consider > 0 and
decompose the integral over s, into an integral on [s — 7, s] and an integral on
[0, s —n]. In the first one we bound as before which gives the following upper bound

1
—evpt EV0S
Cee (g n)e ™ s [ 1)l )

C e vo(t—sx 1 B ) o).
e | [ [l o oot

We now perform v, — y(v,) inside the remaining integral term which makes || f (s.)|| ..
appear, which is itself controlled by || f(s.)[l 2 (,-1/2) thanks to Cauchy-Schwarz in- |
equality. We therefore proved that ’

(5.19)
{terms in (5.16) in {|v| < RN |v.| < 2R N |vi| < 3R}}

1 —EV EVpS
< Ceg (H—R ) Otsseuopt [ N f(s ||Loo ) +Cch/ 1/ (s ||L2 p—1/2) -
Gathering (5.17) and (5.19) inside (5.16) finally yields
1 —E—CR2 —evpt £VpS
R <Ceg (n+ 7=+ 5 ) e sup [0 | £(5)l] e, o) |

1+R .
(5.20) <0

t
+Crg [ 1oz -

It remains to deal with the second term in Jx given by (5.10). However, by
definition of the boundary operator Py and since |v1. - n(z})| < Cep(v14) it follows
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directly that
(5.21)

|1 (v) Pa( Tk (s — 17, 27)) (vs)

<aCont < [ s = thaf <o) o
R

We bound the integral term uniformly exactly as (5.20) for Jx and since ¢ < 1 the
integral over v, of p(v,)'~¢ is finite. As a conclusion, for all € in (0,1), R > 1 and
n >0,

- _Cp2 — eV oS
[R(Tx)| <Ceg <77 +—s e sh ) e =t s [ee ’ ||f(3)“Lg%(u—<>]
s€[0,t ’

(5.22) t
+Co [ 1)z -

Step 4: Estimate for J¢. The control of J; given by (5.11) is straightforward
for the first term from (5.13) by taking the L3 (u~¢)-norm of f (remember that
p(vy) = p(vy) for a specular reflection). The second term is dealt with the same way
and noticing that, in the spirit of Lemma 5.3,

623 out () [ ) () dn. <1410

where Cy > 0 is a universal constant. In the end,
(5.24)

1—a)C .
[R(Jp)| < 1{t>tl}% (14+a(l4+Co(1—1))) (1 — e v)(1-e) mm{t’tl})
x e 0l qup | €08 S oo —en] -
i i FCTPRYR

Step 5: Estimate for Jgis. The last term Jy; 7 given by (5.12) is treated thanks
to a change of variable on the boundary and a trace theorem from [12]. First,

(5.25)
1 Jaigr| <@t (v.)

/ 7. / Aoy [y oy, () - T
R3 R3

Using the spherical coordinate vy, = 71,11, with uy, in S? we have by definition

f(S—f{ _awfbgl*) .

~ t* « . ~
(526) tl == t;m(xl,vl*) == M and Try =T — tl’Ul* = 1 — t’{(ml,ul*)ul*
"1

and, using the parametrization (0, ¢) of the sphere S* we compute

00 2m ™ ~ _
M*_dez'ff‘ <C'/ dvy, / / / eolith) }f(s — 1] — 11,77, V14)
R3 0 0 0

In(27) - Op| ()73, sin 6 drl*dﬁdgzﬁ) :

(5.27)



ASYMPTOTIC STABILITY OF BOLTZMANN EQUATION WITH MAXWELL BOUNDARIES47

We want to perform the change of variable (71,8, ¢) — (s — t — t;,#1). Thanks
0 (5.26) we have

~ 1 ~
Ory., (tl) = —Tth(xl,ul) and 0,77 =0.

1x
The jacobian of (0, ¢) — x; has been calculated in [12, Proof of Lemma 2.3]. More
precisely, from [12, (2.8)] we have, calling {(z) a parametrization of OS2
t1 (21, ur,)? sin @ o 93¢ (71)
[n(21) - Uy VE(zr)
Therefore, we bound from below the full jacobian by
t*(xl, U1, ) sin 0 y 03& (1)
rin(@) cu| o VE(@)
The important fact is that z; belongs to 9Q and u,, is on S?. With these conditions,

|det (Op,p71)| =

[det (Or.06 (t =17 — 1, 71)) | >

we know from [21, (40)], that ¢ (z1,u1.) = Cq |n(z1) - u1.| and hence
- In(z1) - up]’sing  95(27)
det (9, t =t —t, > C 5
[det (Drn.p0 (t =t =11, 81))| > Co———7 *Ve@)

We therefore need |n(xy) - uy.| to be non zero and we thus decompose (5.25) into
two integrals. The first one on {|n(x1) u1+| < n}and the second on {|n(z1) - w1 = n}.
On the first one we take the L%, (u~ $)-norm of f out and on the second one we use
the spherical coordinates (5.27) and apply, as announced, the change of variable
(r14,0,0) — (s — t; —t1, 1), which is legitimate on this set. It follows, playing with
the exponential decay as for (5.13),

< C sp [ sl o] ([ f B )
+€[0,s] ol R3 J|n(z1)ui«|<n C(Ul*)

Oy et / i, / /a €5 | £ (52,9, Tr)| (Fusa(r1)) [n(y) - Te] dS(y)ds,
R3 0 9]

where we recall that dS(y) = |95¢(y)| " |VE(y)| dy is the Lebesgue measure on 9
and we also denoted 71, = 71.(s,y). Since ¢ > 1/2, the integral in the first term on
the right-hand side above uniformly tends to 0 as 1 goes to 0. Hence, for any n > 0,

I ey o) |

1 Jaigr |

—Eevps

HZ agg] KCenem* sup[eeroe

S*G[O,S}

O, / / e | {502, 51)| Ay, Tr)ds,
0 A

where d\(x,v) is the boundary measure on the phase space boundary A (see Section
1.1).

(5.28)

We now decompose A into
Ay ={(z,v) € A, |n(z)-v]<nor v <n} and A—A,.
Since ¢ > 1/2 there exists a uniform C' > 0 such that

529 [ [ e sy Tl dAw T < Csn up [eon

P ligmy ey |-

s+€[0,s
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For the integral on A — A, we use the trace lemma [12, Lemma 2.1] that states

[ 1 N5 < Gl + [ (I8l + 12Dl
A=A, v Jo ’ ’

Thanks to Cauchy-Schwarz inequality and the boundedness property (see Section
3.1) of Lin L2 (1 /?) we get

530) [ ) N T) € G [  de
0 Ja-a, 0 ’
Gathering (5.29) and (5.30) with (5.28) we conclude

(5.31)

p Jags] < Capse™" sup e
8*6[078]

Fs Mz ume] + Cens | 1F5lzz (oo

Again, plugging this uniform bound in (5.13) yields for any ¢ in (0,1) and n > 0,
(5.32)

t
8 uig )| <Cognte™™ sup | 1(5) 5, | + Conet / 17z 2y

s€[0,t]

Step 6: Choice of constants and conclusion. We consider T, > 0 and ¢ in
[0,75]. We bound the full K(f) by gathering (5.15), (5.22), (5.24) and (5.32) into
(5.8). It yields, for any €, n'in (0,1) and R > 1,

t
|R(f)| <C.ce 1foll Lge, i) + Ce,c,nt/o 1F ()2, /2y ds

Cq (C) —v(v)(1—¢) min{t,t1 } 1
+ (50 - )+ Cecln(+1) + 1)

% e—euot sup [eeuos ||f(s)HLgov(u—C)] )
s€[0,t] ’

We used the following definition
CalQ) =1 =) B3+ Ck(1 =) [1+a(l+Co(l =)

For av in (1/2/3,1], lim¢,1 Co(¢) = 3(1 — a)(1 + ) < 1. We therefore choose our

parameters as

(1) ¢ sufficiently close to 1 such that C,(¢) < 1,

(2) € sufficiently small so that C(¢)/(1 —¢) < 1,

(3) R large enough and 7 small enough such that C. ((n(1+Tp) +1/(1+ R)) <
1= Ca(Q)/(1—e).

Such choices terminates the proof. |
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5.3. Semigroup generated by the linear operator. This subsection is dedicated
to the proof of Theorem 5.1, that is uniqueness and existence of solutions to (5.3)
together with the Maxwell boundary condition (1.2) in L, (1~¢). Moreover if fo
satisfies the conservation laws then f will be proved to decay exponentially.

Proof of Theorem 5.1. Let fy be in L;f’v(,u_g) with 1/2 < ¢ < 1. If f is solution to
(5.3) in L, (1~¢) with initial datum f, then f belongs to L2, (u~'/?) and f(t) =
Sa(t) fo is in the latter space. This implies first uniqueness and second that Ker(G)
and (Ker(G))" are stable under the flow of the equation (5.3). It suffices to consider
fo such that II(fy) = 0 and to prove existence and exponential decay of solutions
to (5.3) in L, (p~¢) with initial datum f,.

Thanks to boundedness property of K, the Duhamel’s form (5.5) is a contraction,
at least for small times. We thus have existence of solutions on small times and
proving the exponential decay will also imply global existence. For now on we
consider f as described in the Duhamel’s expression (5.5).

Looking at previous section and using t; = tyin(z, v), f can be implicitely written
as (5.8)
f(t,zv) =Jo(t, z,v) + p R(f)(t, 2, v) + ae "N Py (Ji(t — ty, 21))(t, z,v)
+ Loty [Jf(t, x,v) + Jdiff(t, x, U)] .

The L;‘fv(,u_c)—norm of each of these terms has already been estimated. More pre-
cisely, Jo by (5.14), &(f) by Proposition 5.5, Py(Jk) by (5.21), J; is direct from
(5.11) and (5.23) and finally Jur¢ by (5.31). With the same kind of choices of con-
stant as in Step 6 of the proof of Proposition 5.5 (note that ¢, and ¢, are the same)
we end up with

et ||f(t)HLgov(uf<) <Ca ||f0HLg°U(,u*C) + sup (Coo(z,v)) Sl[l()pt] [651/08 Hf(s)HLgov(u*C)
’ ’ x,v s€|0, ’

t
+Cry [ Nz g s
where
Coo = C5V (1 —ev@-mintti}y L g2 (1—a) (14 a1 4 Co(1 — ¢))) e -9
and thus, with our choice of constants,
Co(x,v) < max{Céa), (1—a)(1+ a)} <1

which implies

t
vt € [0, To), ||f(t)HLgOU(M—C) < Cre™™! HfOHLgOU(u—C) + C’To/ ||f(3)HLgv(u—1/2) ds.
: , 0 :
To conclude we choose T} large enough such that Cye~2"070 < 1 so that assumptions
of the L? — L™ theory of Proposition 5.4 are fulfilled so we can apply it, thus
concluding the proof. O
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6. PERTURBATIVE CAUCHY THEORY FOR THE FULL NONLINEAR EQUATION

This section is dedicated to establishing a Cauchy theory for the perturbed equa-
tion

(6.1) Of +v-Vaof = L(f) +Q(f, f),

together with the Maxwell boundary condition (1.2) in spaces Lg%, (m), where m is
a polynomial or a stretched exponential weight. More precisely we shall prove that
for any small initial datum fy satisfying the conservation of mass Il (fy) = 0 there
exists a unique solution to (6.1) and that this solution decays exponentially fast and
also satisfies the conservation of mass.

We divide our study in two different subsections. First, for any small f, we build
a solution that satisfies the conservation law and decays exponentially fast; this is
the purpose of Subsection 6.1. Second, we prove the uniqueness to (6.1) when the
initial datum is small in Subsection 6.2.

6.1. Existence of solutions with exponential decay. The present subsection is
dedicated to the following proof of existence.

Theorem 6.1. Let o be in (1/2/3,1] and let m = eI with k1 > 0 and ry in
(0,2) or m = (v)* with k > ke. There exists n > 0 such that for any fo in L, (m)
with

Ho(f) =0 and [\folliz,om <1

there exist at least one solution f to the Boltzmann equation (6.1) with Mazwell
boundary condition and with fy as an initial datum. Moreover, f satisfies the con-
servation of mass and there exist C';, A > 0 such that

vt >0, Hf(t)HLgfv(m) < Ce™ HfOHLg?v(m) :

As explained in Section 2.1, we decompose (6.1) into a system of differential
equations. More precisely, we shall decompose G =L —v -V, as G = A+ B in the
spirit of [17], where B is “small” compared to v(v) and A has a regularising effect.
We then shall construct (fi, f2) solutions to the following system of equation

(6.2) ofi = BA+Qfi+ fa, i+ fo) and  fi(0,2,0) = fo(x,v),
(6.3) Ofs = Gfy+Afy and f(0,2,v) =0,

each of the functions satisfying the Maxwell boundary condition. Note that for
such functions, the function f = f; + fo would be a solution to (6.1) with Maxwell
boundary condition and fy as initial datum.

Subsection 6.1.1 explicitly describes the decomposition G = A+ B and gives some
estimates on A, B and (). Subsections 6.1.2 and 6.1.3 deal with each differential
equation (6.2) and (6.3) respectively. Finally, Subsection 6.1.4 combines the previous
theories to construct a solution to the full nonlinear perturbed Boltzmann equation.
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6.1.1. Decomposition of the linear operator and first estimates. We follow the de-
composition proposed in [17].
For ¢ in (0,1), we consider ©5 = Os(v,v,,0) in C* that is bounded by one
everywhere, is exactly one on the set
{lv] <67" and 25 <|v—w|<0" and |cosf] <1-—25}
and whose support is included in
{|v\ <207! and < |v—w,] <267t and Jcosf| <1 —(5}.

We define the splitting
G =AY + BO,

with
AOh(v) = C’¢/ Os [w,h' + ', — ph,] b (cos 8) v — v,|" dodo,
R3 xS?
and
BOn(v) = BP'h(v) — v(v)h(v) — v - Voh(v) = Gyh(v) + B h(v),
where

B9 h(v) = / (1= ©) [lH + W', — ] b(cos 8) [v — v.| dodo,.
R3 xS2

The following lemmas give control over the operators A®) and B for m = e® V™

with /1 > 0 and ks in (0,2) or m = (v)* with k > ke. Their proofs can be found in
[17, Section 4] in the specific case of hard sphere (b =y = 1) and for more general
hard potential with cutoff kernels in [3, Section 6.1.1] (polynomial weight) or [!,
Section 2| (exponential weight).

Lemma 6.2. Let ¢ be in (1/2,1]. There exists Cy > 0 such that for all f in L33, (m)
HA((S)(f>HLg?U(M7€) < CA HfHLg?v(m) :

The constant C 4 is constructive and only depends onm, (, 0 and the collision kernel.

Lemma 6.3. Bgs) satisfies
oo 1
vfe Lz, m), |BY)]

< Cp(9) ||fHLg?U(m) ’

where C(0) > 0 is a constructive constant such that
o if m = (v)* then

L2, (v—1m)

. 4 A7theg
}51—I>%OB(§)_]{?—1—7 lb 7

. R2
o if m=e""" then

6—0

The operator Béé) also has a smallness property as an operator from L3, (m) to

LLL(|v]*). The following lemma is from [3, Lemma 5.7] in the case of polynomial
weights m but is utterly applicable in the case of stretched exponential weights.
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Lemma 6.4. For any 6 > 0 there exists C(8) such that for all f in Ly, (m),
|82 < C0) 1 Lz -

Moreover, the following holds: lims_ 6’3(5) = 0.

L{LE ((v)?)

Remark 6.5. We emphasize here that for our choices of weights (see definition of
ke (2.1)), lims_,o Cp(d) = Cp(m) < 1. Until the end of the present section we only
consider 0 < § small enough such that Cg(6) < 1.

o0

We conclude this subsection with a control on the bilinear term in the L%, setting.

Lemma 6.6. For all h and g such that Q(h, g) is well-defined, Q(h,g) belongs to
[Ker(L)]" in L2:

71 (Q(h, g)) = 0.
Moreover, there exists Cg > 0 such that for all h and g,

1QCh, Dl e, (1) < Ca Il Lee, my 1911 Lec, ) -

The constant Cq s explicit and depends only on m and the kernel of the collision
operator.

Proof of Lemma 6.6. Since we use the symmetric definition of @) (1.6) the orthogo-
nality property can be found in [5, Appendix A.2.1]. The estimate follows directly
from [17, Lemma 5.16] and the fact that v(v) ~ (v)7 (see (3.6)). O

6.1.2. Study of equation (6.2) in L3, (m). In the section we study the differential
equation (6.2). We prove well-posedness for this problem and above all exponential
decay as long as the initial datum is small. We deal with the different types of
weights m in the same way. Since the “operator norm” of Bé‘s) tends to zero as
0 tends to zero in the case of stretched exponential weight, one has a more direct
proof in this case and we refer to [3, Section 5.2.2], where the author dealt with pure
diffusion, for the interested reader.

Proposition 6.7. Let m = "™ with k; > 0 and Ky in (0,2) or m = (v)* with

k> keo. Let fo be in L, (m) and g(t,z,v) in L3S, (m). Then there exists 6, > 0
such that for any ¢ in (0,,,| there exist Cy, m1 and Ny > 0 such that if
1 foll oo, my < and lgll oo Lo, my < 15

then there exists a solution fy to

(6.4) Oifr = Gofi + BY fi+ Q(fs+ 9, /i + 9),

with initial datum fo and satisfying the Mazwell boundary condition (1.2). Moreover,
this solution satisfies

V20, (A0, my < Cre™ | foll ooy
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The constants Cy, 1 and Ay are constructive and only depend on m, § and the kernel
of the collision operator.

Proof of Proposition 6.7. Thanks to Proposition 4.1, G, combined with the Maxwell
boundary condition generates a semigroup Sg,(t) in L3, (m). Therefore if f; is

solution to (6.4) then it has the following Duhamel representation almost everywhere
in R* x Q x R?

Alt..0) =S, (Ofale.0) + [ Salt =) [BP ()] (2.0) s

+/0 Sa, (t = ) [Q(f1(s) + 9(s), fi(s) + g(s))] (z,v)) ds.

To prove existence and exponential decay we use the following iteration scheme
starting from hy = 0.

hiy1 = Sa, (1) fo + / S, (t—s) [Béé)(hHl) +Q(h + g,y + g)] ds
0

hH—l(O? L, U) = fO(x> U)'
A contraction argument on the Duhamel representation above would imply that
(M1),cny 1s well-defined in L35, (m) and satisfies the Maxwell boundary condition (be-
cause Sg, does). The computations to prove this contraction property are similar to
the ones we are about to develop in order to prove that (h;),.y is a Cauchy sequence
and we therefore only write down the latter.

(6.5)

Considering the difference h; .y — h; we write, since () is a symmetric bilinear
operator,

(6.6)
B (8,2, 0) — ha(t, 2, 0) = /0 St = 5) [ B (huia(s) — ()| ds

+ / Sa, (t — ) [Q(hy — hi—1, hy + hy—1 + g) (s, x,v)]| ds
0

As now usual, we write Sg, (t — s) under its implicit form after one rebound against
the boundary (see (4.4) or Step 1 of the proof of Proposition 5.5). It reads

/Ot Sa, (t —s) [Béé)(th(S) — hl(s))} (z,v) ds

= / t e =) B (b1 (s) = hy(s)) (x — (t — s)v,v) ds

max{0,t—t1}
t—t1
+(1- Oé)e_y(v)tll{ml}/ Se, ((t —t1) = $)BY (higa(s) — u(s)) (w1, v1) ds
0

t—t1 1
+ aue_u(v)tll{t>t1} / / SGV (t - tl - S)Béé) (hl-l-l - hl) (xla Ul*)dax1ds>
0 V1 ,U(Ul*)

where t; = tpin(z,v), 11 = x — t1v and v; = R, (v). Using the decomposition
Sa, (f) = L,(f) + Ry(Sc,(f)) given by Lemma 4.4, we obtain for all p > 1:

(6.7) m(v) ‘hl—i-l — hl‘ (t,x,v) =Jp+Jy, +Jip+ Jrp + JQ
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with the following definitions

t
(6.8) Jp= / m(v)e @) B (1 (s) — hi(s))| (z = (t — s)v,v) ds,
max{0,t—t1}
(6.9) Ty = (1—a)e™ M1 ym(v) [hr — bl (t =t 21, 01),
m(v
Jip =ape " 1{t>t1}/ (®)
(6.10) o Jw (o)
X Ip <B(6 hl—i—l — hl)> (t — tl — s,xl,vl*) dO’zl (Ul*)ds,
(6.11)
J _O{,lLe_V(U)tl]_ /t_tl/ m(U)
RB {t>t1} 0 - ,U(Ul*)
‘R (SGV B (hi1 — hl)) (t =t — 8,21, v14) | dOg, (V12)ds,

(6.12)

¢
Jo :/ m(v) |Se, (t — s) [Q(hy — hy—1, hy + ly—1 + g) (s, 2,v)]| ds + alysyy
0

t—t1
X e / Ses (t =ty — ) [Q(h — hus, b+ hur + g)(s, 21, 01)]| ds.
0

We now estimate each of these terms separately.

Estimate for Jg and Ji, These two terms are connected via t; and it is impor-

tant to understand that the contributions of Jp and J;, are interchanging.

By crudely bounding the integrand of (6.8) by the L3°,-norm and controlling B( )

by Lemma 6.3,

m(v) |BY (hiy — )| (z = (t = s)v,0) < v(v)

B (husa(s) = o))

L2, (my—1)
< Cp0)v(v) 1hiya(s) = hus)ll oo, (m) -
For ¢ in (0, 1) we have e ?(W(t=3)  emerotev(0)1=e)(t=5)e105 and thus

(6.13)

Cg(d :

Jp < B( ) (1 o e—u(v)(l—a) mm{t,tl}) 6—ay0t sup |:€ayos th+1(8) . hl(S>HLOO (m):| )
l—e¢ s€[0,4 =

For .J;, we notice in (6.9) that |v| = |v1| and therefore m(v) = m(vy). Also, for

t >t; and all € in (0,1) we have e 7t L e=(I=elvW)h g=evoteeno(t=t) and therefore
(6.14) J,, < (1— a>€—(1—6)1/(v)t1e—euotl{t>t1} |:€€l/0(t—t1) | (i1 — h)(t — tl)HLg‘?ﬂ(m)] .

From (6.13) and (6.14) we deduce
(6.15)

Cp(o
Ve € (0,1), Jp+J;;, < min {(1 — ), 5 )}e_a’ot sup [65”08 i1 — Pl oo (m)} :
} z,v

l—e s€[0,t
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Estimate for Jig Using Lemma 4.4 (replacing A, by «) to control I, in (6.10)

—vo(t—t1 —s—t\)

and bounding the exponential decay in dX} by e gives the following

control
eV (t—s) 2 k i u(v)m(v)
o [ [ ST eape [ M0l
1 k=0 i=0 l€d},(4) i=1Vi (Vg

X 32 (hiv1 — ) (s, x,(fl) —t(l ,il : k ) H do xU (vj)d

0<j<k

where the sequence (t,(j), x,(gl), v,il)) is associated to the initial point (t —t; — s, 21, v14).

For a given (k, i,1) there exists a unique J in {0, p} such that v,(f) =Vi(...(Vi(z;,v54))))
k — J iterations and thus (t,(j), x,(gl), v,il)) only depends on (t —t; — 8, 2,0, V14, . . ., Vi)
and we can integrate the remaining variables. We remind here that do,, is a prob-
ability measure on V; and also

dog, (V) = cupp(v)v e - n(2 ) dv ..

Since ‘v,ﬁl)) = |vs.| and p(v)m(v) < C, we infer the following,
t_
Jip <O / o [ 375 Y a-ape o ds T dogl
=V ’

V1 k=0 i=0 1e9),( 0<j<I—1
X
R?:

We now make the change of variable v,(f) +— vy, which preserves the norm and then

the integral in v, can be bounded by the L! L% ((v)?)-norm of BY”. As in the proof
of Lemma 4.5 37, ; (1 — a)'a*~" < p and this yields the following estimate

t
Jip < pC’/ emvolt=s)
0

To conclude the estimate on J;5 we choose p = p(7p) defined in Lemma 4.6 (which
makes p bounded by C(1 + Tp)) and we control Bé‘s) thanks to Lemma 6.4.

(6.16) Trp < O(1 + Ty)C(8)e =t up [e |Cer = 1) (5) e, o

s€[0,t

) (hipr = h) (s, 2 — tl(c)vlgzl)>vk ) V4] va*) -

ds.
LELg ((v)?)

B (b1 — hu) (s)]

for all € in (0,1), 75 > 0 and ¢ in [0, 1].

Estimate for Jgg The term (6.11) is dealt with by crudely bounding the inte-
grand of (6.11) by its L%,-norm. Using Lemma 4.6 to estimate R, we get for all ¢
in [0, 7o),

v
) evWh ‘R (SG (hz+1 — hz)) (t =t — 5,71, 014)

S (5.) [ B (i = ) |

X sup eros .
Lge, (myv—1)

s+ €[0,t—t1—s]
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Then, we apply Theorem 4.1 about the exponential decay of Sg, (s,) in L3, (mv—")
with a rate (1 — &)rp. At last, we control BY thanks to Lemma 6.3. This yields,

1\ [C70]
(617) JRB g C <§) OB(§)€_EV0t sup [GEVOS ||(hl+1 - hl)(S)HLgov(m)]
s€[0,t] ’

for all € in (0,1), 75 > 0 and ¢ in [0, 1].

Estimate for Jq The term (6.12) is dealt with using the gain of weight of S¢, (¢)

upon integration in time: Corollary 4.2. A direct application of this corollary yields
for all € in (0, 1)
OO —evot EVOS
Jo < 1_2¢ sup [6 1Q(h — Py, Ty + Tyt + g)(8) | 1 (ml/_l):| '
— ¢ s€[0,t] ©v
We control () thanks to Lemma 6.6 and we infer

(6.18)
C
ve € (0,1), Jg gf (thHLOO Lo, (m) T [P l||L°° | Lgo(m) + ||gHL§°Lg?v(m)>

x e~ sup [65”08 I1(he = hl—l)(3)||L§‘,’v(m>] '

s€[0,t]

Conclusion of the proof. We gather (6.15), (6.16), (6.17) and (6.12) inside
(6.7). This gives for all 0 < e < 1, all Ty > 0 and all ¢ in [0, Tp],

sup (6 N (hvss = 1))z, o

s€[0,t

< <min {(1 — ), ?3(5) } +C(1+Tp)Cp(6) + 2‘[5T°]C)

— &

X sup [68'/05 A1 — thLgov(m)]
s€[0,t] ’

C
= (Woulags e, oy + Wil ey + 19, o))

()]ccv

X sup [6EVOS |he — hl—1||Lg°v(m)]
s€[0,t] ’

We choose our constants as follow.

e From Lemma 6.3 we define ¢y > 0 such that for all § < &y, C5(0) < Cp(dy) <
L;

e Since Cp(dy) < 1 we fix € in (0,1) such that Cp(dy) +¢ < 1;

e We choose Ty large enough such that

o-[on] o < i (1 — min {(1 —a), 013552) }) ;
e At last, we take § < &y such that, from Lemma 6.4,

C(1+Ty)Cp(6) < i (1 — min {(1 —a), C5(%) }) .

1—¢
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Denoting

1—¢
our choice of constants implies that for all ¢ in [0, Tp],

Cy = 2C (1 — min {(1 _q), S0 })_1 :

sup [e* s = hll e
s€[0,t] ’

(6.19) < Co (thHLf&t]Lg?v(m) + ||hl—1||LFat]Lg?v(m) + ||9’|L50Lgf>v(m))

X sup e Iy = il e
s€[0,t] ’
Of important note is the fact that Cy and € do not depend on T, and therefore we
can iterate the process on [Tp, 27p] and so on. The inequality above thus holds for
all t > 0.
To conclude, we first prove that ||| Lig L35, (m) is uniformly bounded. We could

do exactly the same computations but subtracting S¢, (t) fo(x, v) instead of h(t, z,v)
to hy(t,z,v) in (6.6). Thus, (6.19) would become for all ¢ > 0,

sup [ (b = So.0) Mz | <Co (Witllsgs o) + 19l 5,0
se|0, ’

% sup e [1ull e |-
s€[0,t] ’
Using the exponential decay of Sg, () fo, which is faster than 1y (see Theorem 4.1),
and assuming that the norms of g and fy are bounded by 7, to be determined later,

sup 661103 th_,_1(3)||L§°v(m)}
Se[ovt} |

1 2 VoS
<%WM%W+%%MmmmW+M$&F°Mmmﬁw,
, ) ’ s€l0, ]
where C’él) and C’éz) are two positive constants independent of h;; and 7.
If we choose 7; > 0 small enough such that

Cm+ e (2+ ) (14 )@ <+ CPm
then we obtain by induction that
(620)  VLEN,VEZ0,  sup [ hu(s)l e ] < (14 C8) ol s o -
s€[0,t] ’ ’

We now plug (6.20) into (6.19) and use the fact that fy and g are bounded by 7;.
This gives

||hl+1 — hl”Lto:oz,'u(m) < 300 (1 + C(()l)> m ||hl - hl—1||Lt°fzyv(m) ’

The latter implies that for 7, small enough, (%), is a Cauchy sequence in Lg%,  (m)
and therefore converges towards f, in L, (m). Since 7 < k, we can take the limit
inside the iterative scheme (6.5) and f; is a solution to (6.4). Moreover, by taking
the limit inside (6.20), f; has the desired exponential decay. This concludes the

proof of Proposition 6.7. 0



58 MARC BRIANT AND YAN GUO

6.1.3. Study of equation (6.3) in L, (1=¢). We turn to the differential equation (6.3)
in L, (p~¢) with ¢ in (1/2,1) so that Theorem 5.1 holds.

Proposition 6.8. Let m = "™ with k; > 0 and Ky in (0,2) or m = (v)* with

k> Fko. Let g = g(t,x,v) be in LFL, (m). Then there exists a unique function fo
in L L, (u=¢) such that

Of2 =G (f2) + A% (g) and  f>(0,2,0) = 0.
Moreover, if Tlg (fe +g) =0 and if

Ags 1g >0, Yt 20, ||g(t)||Lg?v(m) Lpge N,

then for any 0 < Ay < min{\,, Ao}, with Ao defined in Theorem 5.1, there exist
Cy > 0 such that

V020, (| at)] e guoey < Compe™
The constant Cy only depends on .

Proof of Proposition 6.8. Thanks to the regularising property of A (Lemma 6.2)
A (g) belongs to L{° L, (1) Theorem 5.1 implies that there is indeed a unique
f2 solution to the differential equation and it is given by

fo= [ et =9[4 (9)(5)] s

where Sg(t) is the semigroup generated by G = L — v -V, in Lgfv(u_c).
Suppose now that Ilg (fo +¢) = 0 and that there exists 7o > 0 such that

||g(t)]|Lg?v(m) < nge M. Using the definition of Il (3.8), the projection part of

f2 is straightforwardly bounded for all £ > 0:

106 (£2) (), mc) = 1T (9) ()] sy < Cit 19l o
—Agt

(6.21)
< OHGng €

Applying [1§ = Id — Ilg to the equation satisfied by f, we get, thanks to (3.8),

0, (15 (f2)] = g [0 (f2)] + 115 (A9 (g)) .
This yields

14 () = [ Salt =) [ (49 (0)) (5)] s

We use the exponential decay of S¢(t) on (Ker(g))™ (see Theorem 5.1).

I )l 0 < Co [ € |4 () ()

Using the definition of I (3.8) and then the regularising property of A Lemma 6.2
we further can further bound. Fix Ay < min {\, A},

ds.

L2, (u=¢)

t

HHé (f2)HLoo (1<) < CGOOOOHGCACQTIQ/ 6—)\oo(t—5)6—)\gs ds
zov 0

< CGOOOOHGCACQT]Q te_min{)‘gy)\oo}t
(6.22) < 020\2)7]96—,\25
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Gathering (6.21) and (6.22) yields the desired exponential decay. O

6.1.4. Proof of Theorem 6.1. Take fo in LS, (m) such that Ilg(fy) = 0.

The existence will be proved by an iterative scheme. We start with fl(o) = f2(0) =0
and we approximate the system of equations (6.2) — (6.3) as follows.

o = B (f0) 1@ (A + 1)

atfz(n-i-l) _ G( (n+1) ) 1AG <f1(n+1)>’
with the following initial data
F0, 2,0) = fo(z,0) and  f7TV(0,2,0) = 0.

Assume that (14 Cs) || foll < m1, where Cy was defined in Proposition 6.8 and 7,
was defined in Proposition 6.7. Thanks to Proposition 6.7 and Proposition 6.8, an

induction proves first that ( fl(")> and < fz(")> are well-defined sequences and
neN neN
second that for all nin N and all £ > 0

(6.23) | )
(6.24) IR0

it
50, () < e ol g, (my

< Coe™ | foll e
e S G Mol

with Ay < min {\;, A }. Indeed, if we constructed £ and f{™ satisfying the expo-
nential decay above then we can construct n" (1) , which has the required exponential
decay (6.23), and then construct f . Flnally, we have the following equality

o, (10 ) =g (A 4 BT) k@ (AT 7).

Thanks to orthogonality property of () in Lemma 6.6 and the definition of T15 (3.8)
we obtain that the projection is constant with time and thus

e (F77 + #4") = Uo(fo) = 0.

Applying Proposition 6.8 we obtain the exponential decay (6.24) for ("+1).
We recognize exactly the same iterative scheme for f1 ) as in the proof of Propo-
sition 6.7 with g replaced by f2 . Moreover, the uniform bound (6.24) allows us to

derive the same estimates as in the latter proof independently of fQ("). As a conclu-
sion, ( fl(”)> is a Cauchy sequence in L L (m) and therefore converges strongly
neN ’

towards a function f;.
By (6.24), the sequence ( f2(")> is bounded in L°L, (1¢) and is therefore

neN
weakly-* compact and therefore converges, up to a subsequence, weakly-* towards

fo in L L, (1),

Since the kernel inside the collision operator behaves like |v — v,|” and that our
weight m(v) is either exponetial or of degree k > 2 > 7, we can take the weak
limit inside the iterative scheme. This implies that (fi, f) is solution to the system
(6.2) — (6.3) and thus f = fi + fo is solution to the perturbed equation (6.1).

| Y
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Moreover, taking the limit inside the exponential decays (6.23) and (6.24) yields the
expected exponential decay for f.

6.2. Uniqueness in the perturbative framework. We conclude the proof of our
main Theorem 2.1 stated in Section 2 by proving the uniqueness of solutions in the
perturbative regime.

Theorem 6.9. Let m = e*I"™ with k; > 0 and Ky in (0,2) or m = (v)* with
k > ks. There exits 1 > 0 such that for any fo in LS, (m) such that ||f0||Loo )<

there exists at most one solution f(t,z,v) in LLS,(m) to the perturbed Boltzmann
equation (6.1) with Mazwell boundary condition and with fy as initial datum.

Proof of Theorem 6.9. Let fo be in Lg,(m) such that || fol| o () < 7, 7 to be chosen

later. Suppose that there exist two solutions f and f in L L, (m) associated to
the initial datum fj. N
Subtracting the equations satisfied by f and f we get

o(f=F)=c(r=r)+Q(r-Fr+7)
and following the decomposition of the previous subsection
o(f-F) =G (r=0)+BS(r-T)+@(F-Fr+7)]+49(s-7).

Since (G, generates a semigroup in L;f’v(m) we can write the equation above under
its Duhamel form:

F= [ sai—9 [ (1-7) +Q(r-Fr+ )] as
+/Ot Se.(t = s) [AD (1= f)| ds

The first term on the right-hand side can be treated the same way as in the proof
of Proposition 6.7 and therefore, for § small enough, there exists 0 < C; < 1 such
that

(6.26)

(6.25)

(k=) [BY (f=T)+Q(r=F.r+7)|as

|l

[0,4]

. [(1 e+ Co (nfupo e

Since Sg, (t) is bounded on Lg%,  (m) (see Theorem 4.1), as well as A® is (see Lemma

6.2, we can bound the second term on the right-hand side of (6.25) b

/Otscxt—s)[ (5= 7)] ds

Log’t]L

(6.27) < Cot Hf ﬂ

Lig, L2, (m)
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Plugging (6.26) and (6.27) into (6.25) we obtain
(6.28)

|-

LS g Le ) [0,t]

U—Q%H%<thm 171

<l =7

We now need to prove that the L3S, (m)-norm of f and fvmust be bounded by the

one of fy. But this follows from (6.28) when one subtracts Sg, (t) fo instead of f to
f. This yields, after controlling Sg, (t) fo by its Lg%, (m)-norm,

||f’|L[°(§’t]Lg?U(m) < Co HfOHLg?U(m [(1 - Cl) + OQ Hf||L°<> 1 L32( + Cat ||fHL‘[°5’t]Lg<jv(m) :

Since C} < 1 we fix Ty such that CyTy < Cy/4. We deduce that for all ¢ in [0, Tp)

301 2
vt e 0.1, T 1f i, camom < Collfollige iy + Ca lF s, somsm

and therefore, if || fol| ;o (,,) < 7 with 7 small enough such that

301 CQC() C'1
o oo

>+c2t
L2, L

L L3

then

200

||fOHL°°

To conclude the proof of uniqueness we see that (6.29) is also valid for f and

(6.28) thus becomes
vt € [0, Ty, Hf ﬂL;oth(m < Kl— 3?) +4C°CQ } Hf ﬂ

Lig L%

We can choose 7 even smaller such that the term on the right-hand side can be
absorbed by the left-hand side. This implies that f = f on [0, Tp]. Starting at Tj

we can iterate the process and finally getting that f = f on R™*; which concludes
the proof of Theorem 6.9. 0

7. QUALITATIVE STUDY OF THE PERTURBATIVE SOLUTIONS TO THE
BOLTZMANN EQUATION

In this last section, we address the issue of positivity and continuity of the solutions
to the Boltzmann equation

(7.1) OF +v-V,F=Q(FF).

Note that even if our arguments are constructive, we only prove qualitative be-
haviours and we do not tackle the issue of quantitative estimates. For instance,
we prove the positivity of the solutions but do not give any explicit lower bound.
Such explicit lower bounds have been recently obtained in the case of pure specular
reflections [7] and in the case of pure Maxwellian diffusion [6]. We think that the
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proofs can be adapted to fit the case of Maxwell boundary condition as it is a convex
combination of these boundary conditions. However, the techniques required to deal
with this are very different from the one developed throughout this paper and we
therefore did not looked into it much further.

7.1. Positivity of solutions. This subsection is dedicated to proving the following
positivity property.

Proposition 7.1. Let m = "™ with k; > 0 and Ky in (0,2) or m = (v)* with
k> ky. Let fo bein L, (m) with Ug(fo) =0 and

||f0||Lgf>U(m) < m,

where n > 0 is chosen such that Theorems 6.1 and 6.9 hold and denote f the unique
solution of the perturbed equation associated to fy.
Suppose that Fo = pu+ fo =0 then F =p+ f > 0.

Proof of Proposition 7.1. Since we are working with hard potential kernels we can
decompose the nonlinear operator into

Q(F7F>:_Q_(F7F)+Q+(F7F>

where
@ EN0 = ([ Blo- ) eost) Fdude) F0) = aD)0F ().
R3xS2
QT (F,F) =/ B (v — v,|,cos 0) F'F! dv,do.
R3 xS2

Following the idea of [7][0], we obtain an equivalent definition of being a solution
to (7.1) by applying the Duhamel formula along backward characteristics that is
stopped right after the first collision against the boundary. If F' is solution to the
Boltzmann equation then for almost all (z,v) in Q x R3,

F(t,z,v) =Fy(z — vt, v)exp (— /0 t glF (s, — (t— )0, )](v) ds)

(72) # o (= [alree— = e a)
< QF [F(s,2— (t— s)v,-), F(s,2 — (t— s)v, )] (v) ds

if t < tpin(z,v) := 1y or else

Pt 2,0) =F (to,  — tov, v)exp (— / CF (s, — (1 — $)0.)](0) ds)

to

(7.3 # [ o (= [t =)

X Q+ [F(‘S? T — (t - S)Uv ')7 F(va - (t - S)Uv )] (U) ds.
We denoted by F) the Maxwell boundary condition for (#,2’,v) in RT x A
Fo(t,2',v) = (1—)F({t', 2, Re(v)) + aPy (F(t,2,-)) (v).
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We construct an iterative scheme (F), ey with F©) =y and F™*+ (¢, 2, v) being
defined by (7.2) and (7.3) with all the F' on the right-hand side being replaced by
F®) except in the definition of Fy where we keep F™*1) instead. In other terms,
F(™+1) s solution to

[0+ v Vo +q(F)] FUFY = Q(F™, F™)

with the Maxwell boundary condition; which is an approximative scheme to the
Boltzmann equation (7.1).
Defining ™ = F™ — ;i we have the following differential iterative scheme

atf(n-i-l) +ou- sz(n—i-l) _ —I/(U) (f(n—i-l)) + K (f(n)) + Q+ (f(n)) —q (f(n)) f(n-i-l)‘

As before, we prove that (f™)) oy is well-defined and converges in LS, ,(m) to-

wards f, the unique solution of the perturbed Boltzmann equation. Therefore, the
same holds for (F ("))neN converging towards F' the unique perturbed solution of the
original Boltzmann equation (7.1).

From the positivity of ¢ and Q* and Fp, a straightforward induction from (7.2)
shows that F(™(¢,z,v) > 0 for all n when t < to. This implies that for all n and
all (z,v), F\""(tg, 2 — tov,v) > 0 and therefore (7.3) gives F® (¢, z,v) > 0 for
all (t,z,v) and all n. The positivity of F' follows by taking the limit as n tends to
infinity. 0

7.2. Continuity of solutions. The last issue tackled in the present article is the
continuity of the solutions described in Section 6. More precisely, we prove the
following proposition.

Proposition 7.2. Let m = e*PI" with k; > 0 and Ky in (0,2) or m = (v)* with
k> ks. Let fo bein L, (m) with Hg(fo) =0 and

HfOHLgOv(m) < m,

where n > 0 is chosen such that Theorems 6.1 and 6.9 hold and denote f the unique
solution of the perturbed equation associated to fy.

Suppose that Fy = p + fo is continuous on Q x R? U {A+ U QZX} and satisfies the
Mazwell boundary condition (1.2) then F' = p+ f is continuous on the continuity
set €.

We recall the definition of inward inflection grazing boundary
Aél_) =AgN {tmm(x, v) =0, tyin(z,—v) #0and 36 > 0, V7 € [0,0], z —Tv € ﬁc} .
We also rewrite the boundary continuity set
¢ =A"uA
and the continuity set
6:{ {0} x {QxRPU (ATUEy)} } U {(0,+oo) X QX}
u {(t,x,v) € (0,400) x (AxR*UA™):

V1< k< N(tz,v) €N (Xppi(z,0), Vi(z,v)) € Q:X}.
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The sequence (T} (z,v), Xi(z,v), Vi(z,v))ren is the sequence of footprints of the
backward characteristic trajectory starting at (z,v); N(¢, x,v) is almost always finite
and such that T ) <t < Tn(tzw)+1(2,v). We refer to Subsection 4.1 for more
details.

As explained in Lemma 4.3, the set € describes the boundary points in the phase
space that lead to continuous specular reflections.

The proof of Proposition 7.2 relies on a continuity result for the non-homogeneous
transport equation with a mixed specular and in-flow boundary conditions when (2
is not necessarily convex.

Similar results have been obtained in [2, Lemma 12] or [21, Lemma 13] (when Q
is convex) for purely in-flow boundary condition as well as for purely bounce-back
reflections [21, Lemma 15]. We recover their results when o« = 1 or by replacing
(Tk, Xk, Vi) by the sequence associated to bounce-back characteristics. The conti-
nuity for pure specular reflections has been tackled in [21, Lemma 21] but required
strict convexity of 2.

The following lemma therefore improves and extends the existing results.

Lemma 7.3. Let Q) be a C' bounded domain of R® and let fo(x,v) be continuous on
QxR3U {A+ U @X} and g(t,z,v) be a boundary datum continuous on [0,T] x €.
At last, let qi(t,x,v) and q(t,z,v) be two continuous function in the interior of
[0, 7] x Q x R? satisfying

sup ||q1(t, 2, 0)|[ e iy <00 and  sup |[qa(t,z,0)|| o () < 00
t€[0,7] " t€[0,7] ’

Assume fqy satisfies the mized specular and in-flow boundary condition:
V(z,v) € Ty, folz,v) = (1= a)folz, Ra(v)) + 9(0, 2, v)
and suppose f(t,z,v) is the solution to
[0y +v- Vo +q(t,z,v)] f(t,z,v) = ¢@t,z,v)
{ V(t,z,v) € [0,T] x A=, f(t,x,v) = (1 —a)f(t,x,R:(v)) + g(t, x,v)

associated to the initial datum fo. Then f(t,x,v) is continuous on the continuity
set €.

Proof of Lemma 7.3. As now standard, in the homogeneous case ¢go = 0, we can use

a Duhamel formula along the backward characteristics because ¢; belongs to LY, .

More precisely, as in Subsection 4.3.1 with ¢, (¢, z, v) replacing v(v) we obtain that
if h(t,z,v) is solution to

0y +v-Ve+aq(t,z,v)]h(t,z,v) =0
with the mixed specular and in-flow boundary conditions then h takes the form
o if ¢ < tmm(l’,’(}) = Tl,

h(t,z,v) = ho(x — tv,v)e” I (s (t=s)v,v)ds,
o if t > Ty
h(t7 x, U) = [(1 — Oé)h(t - T, Xy, Vl) + g(t — T, Xy, Vl)] e~ J;LTI fh(s,z—(t—s)v,v)ds.
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Unlike the case of Maxwell boundary condition, we see that in the case of mixed spec-
ular and in-flow boundary condition we can always reach the initial plane {t = 0}.
We obtain an explicit form for A(t,z,v) for almost every (¢,x,v) by iterating the
property above (see [21, lemma 20| for more details or [2, Lemma 15| replacing the
bounce-back trajectories by the specular ones). It reads with N = N(¢,z,v)) and
the usual notation t =t — Ty (z, v)

_ oSStk 5, Xp—(tp—s s
h(t,z,v) =(1 — ) ho(Xy — tx Vi, Vi) € 2 Fminfo.ty, 1} 21Xk (Brm9)Vi Vi)

(74) N—-1 _ftk
+ 9(ths1, Xit1, Vipr) e

min{O tk+1} q1 (s,Xk—(tk—s)Vk,Vk) ds
k=0

for almost every (¢,z,v). Note that this expression is indeed well-defined since
N(t,z,v) is finite almost everywhere and ¢; belongs to L.~ We also emphasize
that min {0, ¢;41} only plays a role when k = N(¢,z,v); it encodes the fact that
we integrate all the complete lines between ¢;, and ;. and only the remaining part

[t — Ty, t] of the last line.

Since the source term g; also belongs to LgS, ,, we obtain an explicit formula for

f(t,z,v) from (7.4). It reads, for almost every (¢, z,v),
(7.5)

_ &tk < s .
f(t7 Jf,U) :(1 — Oé)Nf()(XN — tNVN, VN) e kX::Ofmin{o,tk_‘_l}(Il( X —(te—5)Vie, Vi) d
N—-1 —ftk q1(8, X5 —(t—5)Vie,Vie) ds
* Zg(tk“’XkJrl’VkH)@ min{0,tj, 1 } TSR TERT S VRV

t k t
+ exp [— Z/ q1(s1, Xy — (tr — s1)Vi, Vi)ds

in{0,tg 41} |—0 Y max{st;i1}
X QQ(S,Xk — (tk — S)Vk, Vk) ds.
Note that in the expression above we used the change of variable s — ¢ — 51 to

recover exactly the sequence (t;, X;, V) associated to (t,z,v) instead of (E,)N(l, Vi)
associated with (t — s, z,v).

>~

I

o
=)

By assumptions on fy and g, we deduce that f is continuous on
{{0} x {OxR*U(ATUEy)} } U {(0,+oo) X q}.
Now if (¢, x,v) belongs to
{(t,x,v) € (0,+00) x (QxR*UAT):
V1 <k < N(t,a,0) € N, (Xpsr (2, 0), Vi(z,0)) € q}

we have by iterating Lemma 4.3 that the finite sequence (T}, Xi, Vi)o<kh<N(tzv) 18
continuous around (z,v).

Let (¢,2',v') be in the same set as (¢,z,v). In the case Tz <t <t <
Tn(tzm)41 OF Tz S << TNtaw)+1, by continuity of the ¢ — Ty (z,v) we have
that for (¢/,2',v") sufficiently close to ¢, N(#',2’,v") = N(t,z,v) and the continuity
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of (T, Xk, Vi)o<k<N(taw), 9, @1 and go implies f(t',2',v") = f(t,z,v). It remains to
deal with the case t' <t = Tz Where N(t',z,v) = N(t,z,v) — 1. Exactly as
proved in [2], Lemma 21], in that case x4, = 0 and the integrals from 0 to ¢y are
null in formula (7.5). Moreover, (XN(tm) 1 — (' = TNt —1) VN(te,0)—1) converges
to Xn(ew) as t' tends to t. Finally, since f; satisfies the boundary condition, we
obtain here again that f(t',2’,v") — f(¢,z,v). Which concludes the proof. O

We now prove the continuity of the solutions constructed in Section 6.

Proof of Proposition 7.2. We use a sequence to approximate the solution of the full
Boltzmann equation with initial datum Fy = u + f;. We start from F(© =, and
define by induction F"*) = 4+ £+ such that

[0+ v Vo 4 g(FM)] FUD = Q(F™, F™)
with the mixed specular and diffusive boundary conditions
V(z,v) € A=, FO(zv) = (1 — a)FO (2, Ry (v)) + aPy(F™(z,))(v).

Since we impose a specular part in the boundary condition, similar computations
as in Section 4 show that (f™)) oy 18 well-defined in g5, ,(m). Moreover, similar

computations as Subsection 6.1.2 prove that ( fn ))neN is a Cauchy sequence, at least

on [0, 7] for T sufficiently small, as well as (F (")) . Therefore (™ ) \ converges
towards f the unique solution of the perturbed Boltzmann equation Wlth initial
datum f, and (F(”))n oy converges to F' the unique solution of the full Boltzmann
equation with initial datum Fy = p + fo.

We apply Lemma 7.3 inductively on v(v)"'F®*+). Indeed, | Theorem 4 and
Corollary 5] showed that ¢; = v(v) 1q(F™) and ¢, = v(v)~ lQ( ") F™) are con-
tinuous in the interior of [0, 7] x Q x R? if F™ is continous on € (see also Lemma
6.6). And [24, Proof of 2 of Theorem 3, Step 1] proved that Py(F™) is continuous
on [0,T] x &, even if F™ is only continuous on

[0,T) x Q xR* = {(z,v) € A xR®, n(X(z,0v)) -v=0}

which is included in €.
Hence, by induction F™ is continuous on € for all n and is a Cauchy sequence.
Therefore its limit F' is continuous as well. 0
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