
HAL Id: hal-01491834
https://hal.science/hal-01491834

Submitted on 17 Mar 2017

HAL is a multi-disciplinary open access
archive for the deposit and dissemination of sci-
entific research documents, whether they are pub-
lished or not. The documents may come from
teaching and research institutions in France or
abroad, or from public or private research centers.

L’archive ouverte pluridisciplinaire HAL, est
destinée au dépôt et à la diffusion de documents
scientifiques de niveau recherche, publiés ou non,
émanant des établissements d’enseignement et de
recherche français ou étrangers, des laboratoires
publics ou privés.

From the Boltzmann equation to the incompressible
Navier–Stokes equations on the torus: A quantitative

error estimate
Marc Briant

To cite this version:
Marc Briant. From the Boltzmann equation to the incompressible Navier–Stokes equations on the
torus: A quantitative error estimate. Journal of Differential Equations, 2015, 259 (11), pp.6072-6141.
�10.1016/j.jde.2015.07.022�. �hal-01491834�

https://hal.science/hal-01491834
https://hal.archives-ouvertes.fr


FROM THE BOLTZMANN EQUATION TO THE
INCOMPRESSIBLE NAVIER-STOKES EQUATIONS ON THE

TORUS: A QUANTITATIVE ERROR ESTIMATE

MARC BRIANT

Abstract. We investigate the Boltzmann equation, depending on the Knudsen
number, in the Navier-Stokes perturbative setting on the torus. Using hypocoer-
civity, we derive a new proof of existence and exponential decay for solutions close
to a global equilibrium, with explicit regularity bounds and rates of convergence.
These results are uniform in the Knudsen number and thus allow us to obtain a
strong derivation of the incompressible Navier-Stokes equations as the Knudsen
number tends to 0. Moreover, our method is also used to deal with other kinetic
models. Finally, we show that the study of the hydrodynamical limit is rather
different on the torus than the one already proved in the whole space as it requires
averaging in time, unless the initial layer conditions are satisfied.

Keywords: Boltzmann equation on the Torus; Explicit trend to equilibrium;
Incompressible Navier-Stokes hydrodynamical limit; Knudsen number; Hypocoer-
civity; Kinetic Models.
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2 MARC BRIANT

1. Introduction

This paper deals with the Boltzmann equation in a perturbative setting as the
Knudsen number tends to 0. The latter equation describes the behaviour of rarefied
gas particles moving on Td (flat torus of dimension d > 2) with velocities in Rd

when the only interactions taken into account are binary collisions. More precisely,
the Boltzmann equation rules the time evolution of the distribution of particles in
position and velocity. A formal derivation of the Boltzmann equation from Newton’s
laws under the rarefied gas assumption can be found in [7], while [8] present Lanford’s
Theorem (see [24] and [13] for detailed proofs) which rigorously proves the derivation
in short times.
We denote the Knudsen number by ε and the Boltzmann equation reads

∂tf + v · ∇xf =
1

ε
Q(f, f) , on Td × Rd

=

∫

Rd×Sd−1

Φ (|v − v∗|) b (cos θ) [f ′f ′
∗ − ff∗] dv∗dσ,(1.1)

where f ′, f∗, f
′
∗ and f are the values taken by f at v′, v∗, v

′
∗ and v respectively.

Define:




v′ =
v + v∗

2
+

|v − v∗|
2

σ

v′∗ =
v + v∗

2
− |v − v∗|

2
σ

, and cos θ =

〈
v − v∗
|v − v∗|

, σ

〉
.

One can find in [7], [8] or [14] that the global equilibria for the Boltzmann equation
are the Maxwellians µ(v). Without loss of generality we consider only the case of
normalized Maxwellians:

µ(v) =
1

(2π)
d
2

e−
|v|2

2 .

The bilinear operator Q(g, h) is given by

Q(g, h) =

∫

Rd×Sd−1

Φ (|v − v∗|) b (cosθ) [h′g′∗ − hg∗] dv∗dσ.

1.1. The problem and its motivations. The Knudsen number is the inverse of
the average number of collisions for each particle per unit of time. Therefore, as
reviewed in [44], one can expect a convergence from the Boltzmann model towards
the acoustics and the fluid dynamics as the Knudsen number tends to 0. This latter
convergence will be specified. However, these different models describe physical
phenomenon that do not act at the same scales in space or time. As suggested
in previous studies, for instance [44][14][37],a rescaling in time and a perturbation
of order ε around the global equilibrium µ(v) should approximate, as the Knudsen
number tends to 0, the incompressible Navier-Stokes regime.
We therefore study the following equation

(1.2) ∂tfε +
1

ε
v · ∇xfε =

1

ε2
Q(fε, fε) , on Td × Rd,
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under the linearization fε(t, x, v) = µ(v) + εµ1/2(v)hε(t, x, v). This leads to the
perturbed Boltzmann equation

(1.3) ∂thε +
1

ε
v · ∇xhε =

1

ε2
L(hε) +

1

ε
Γ(hε, hε).

that we will study thoroughly, and where we defined




L(h) =
[
Q(µ, µ

1
2h) +Q(µ

1
2h, µ)

]
µ− 1

2

Γ(g, h) =
1

2

[
Q(µ

1
2 g, µ

1
2h) +Q(µ

1
2h, µ

1
2g)
]
µ− 1

2 .

All along this paper we consider the Boltzmann equation with hard potential or
Maxwellian potential (γ = 0), that is to say there is a constant CΦ > 0 such that

Φ(z) = CΦz
γ , γ ∈ [0, 1].

We also assume a strong form of Grad’s angular cutoff [17], expressed here by the
fact that we assume b to be C1 with the following controls

∀z ∈ [−1, 1], |b(z)| , |b′(z)| 6 Cb,

b and Φ being defined in equation (1.1).

The aim of the present article is to develop a constructive method to obtain
existence and exponential decay for solutions to the perturbed Boltzmann equation
(1.3), uniformly in the Knudsen number.
Such a uniform result is then used to derive explicit rates of convergence for (hε)ε>0

towards its limit as ε tends to 0. Thus proving and quantifying the convergence from
the Boltzmann equation to the incompressible Navier-Stokes equations (1.4).

1.2. Notations. Throughout this paper, we use the following notations. For two
multi-indexes j and l in Nd we define:

• ∂jl = ∂vj∂xl
,

• for i in {1, . . . , d} we denote by ci(j) the i
th coordinate of j,

• the length of j will be written |j| =
∑

i ci(j),
• the multi-index δi0 by : ci(δi0) = 1 if i = i0 and 0 elsewhere.

We work with the following definitions: Lp
x,v = Lp

(
Td × Rd

)
, Lp

x = Lp
(
Td
)
and

Lp
v = Lp

(
Rd
)
. The Sobolev spaces Hs

x,v, H
s
x and Hs

v are defined in the same way

and we denote the standard Sobolev norms by ‖·‖2Hs
x,v

=
∑

|j|+|l|6s

∥∥∂jl ·
∥∥2
L2
x,v
.

1.3. Our strategy and results. The first step is to investigate the equation (1.3)
in order to obtain existence and exponential decay of solutions close to equilibrium
in Sobolev spaces Hs

x,v, independently of the Knudsen number ε. Moreover, we want
all the required smallness assumption on the initial data and rates of convergence
to be explicit. Such a result has been proved in [22] by studying independently the
behaviour of both microscopic and fluid parts of solutions to (1.3), we proposed here
another method based on hypocoercivity estimates.

Our strategy is to build a norm on Sobolev spaces which is equivalent to the
standard norm and which satisfies a Grönwall type inequality.
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We first construct a functional on Hs
x,v by considering a linear combination of∥∥∂jl ·

∥∥2
L2
x,v
, for all |j|+|l| 6 s, together with product terms of the form 〈∂δil−δi

·, ∂0l ·〉L2
x,v
.

The distortion of the standard norm by adding these mixed terms is necessary [32]
in order to exhibit a relaxation, due to the hypocoercivity property of the linear
part of the perturbed Boltzmann equation (1.3).
We then study the flow of this functional along time for solutions to the linearized

Boltzmann equation (1.3). This flow is controlled by energy estimates and, finally, a
non-trivial choice of coefficients in the functional yields an equivalence between the
functional and the standard Sobolev norm, as well as a Grönwall type inequality,
both of them being independent of ε.

This strategy is applied to the linear part of the equation to prove that it generates
a strongly continuous semigroup with exponential decay (Theorem 2.1). We then
combine the latter method and some orthogonal property of the remainder and apply
it to the full nonlinear model(Proposition 2.2). This estimate enables us to prove the
existence of solutions to the Cauchy problem and their exponential decay as long as
the initial data is small enough, with a smallness independent of ε (Theorem 2.3).
We emphasize here that, thanks to the functional we used, the smaller ε the less
control is needed on the v-derivatives of the initial data.
However, these results seem to tell us that the v-derivatives of solutions to equation

(1.3) can blow-up as ε tends to 0. The last step is thus to create a new functional,
based on the microscopic part of solutions (idea first introduced by Guo [22]), sat-
isfying the same properties but controlling the v-derivatives as well. The control on
the microscopic part of solutions to equation (1.3) is due to the deep structure of
the linear operator L. This leads to the expected exponential decay independently
of ε even for the v-derivatives (Theorem 2.4).

Finally, the chief aim of the present article is to derive explicit rates of convergence
from solutions to the perturbed Boltzmann equation to solutions to the incompress-
ible Navier-Stokes equations.
Theorem 2.3 tells us that for all ε we can build a solution hε to the perturbed

Boltzmann equation (1.3), as long as the initial perturbation is sufficiently small,
independently of ε. We can then consider the sequence (hε)0<ε61 and study its limit.
It appears that it converges weakly in L∞

t H
s
xL

2
v, for s > s0 > d, towards a function

h. Furthermore, we have the following form for h (see [4])

h(t, x, v) =

[
ρ(t, x) + v.u(t, x) +

1

2
(|v|2 − d)θ(t, x)

]
µ(v)1/2,

of which physical observables are weak solutions, in the Leray sense [25], of the
incompressible Navier-Stokes equations (p being the pressure function, ν and κ being
constants determined by L, see Theorem 5 in [14])

∂tu− ν∆u + u · ∇u+∇p = 0,

∇ · u = 0,(1.4)

∂tθ − κ∆θ + u · ∇θ = 0,

together with the Boussinesq relation
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(1.5) ∇(ρ+ θ) = 0.

We conclude by studying the properties of the hydrodynamical convergence thanks
to the Fourier transform on the torus of the linear operator L − v · ∇x. This gives
us a strong convergence result on the time average of hε with an explicit rate of
convergence in finite time. An interpolation between this finite time convergence
and the exponential stability of the global equilibria for Boltzmann equation as well
as for Navier-Stokes equations gives a strong convergence for all times (Theorem 2.5).
We obtain an explicit form for the initial data associated to the limit of (hε)ε>0.

1.4. Comparison with existing results. For physical purposes, one may assume
that ε = 1 which is a mere normalization and that is why many articles about the
perturbed Boltzmann equation only deal with this case. The associated Cauchy
problem has been worked on over the past fifty years, starting with Grad [18], and it
has been studied in different spaces, such as weighted L2

v(H
l
x) spaces [42] or weighted

Sobolev spaces [21][19][46]. Other results have also been proved in Rd instead of the
torus, see for instance [1][9][35], but it will not be the purpose of this article.
Our article explicitly deals with the general case for ε and we prove results that

are uniform in ε. To solve the Cauchy problem we use an iterative scheme, like in
the papers mentioned above, but our strategy yields a condition for the existence
of solutions in Hs

x,v which is uniform in ε (Theorem 6.3). In order to obtain such a
result, we had to consider more precise estimates on the bilinear operator Γ. Bardos
and Ukai [4] obtained a similar result in Rd but in weighted Sobolev spaces and did
not prove any decay.

The behaviour of such global in time solutions has also been studied. Guo worked
in weighted Sobolev spaces and proved the boundedness of solutions to equation
(1.3) [21], as well as an exponential decay (uniform in ε) [22]. The norm involved
in [21][22] is quite intricate and requires a lot of technical computations. To avoid
specific and technical calculations, the theory of hypocoercivity [31] focuses on the
properties of the Boltzmann operator and which are quite similar to hypoellipticity.
This theory has been used in [32] to obtain exponential decay in standard Sobolev
spaces in the case ε = 1.
We use the idea of Mouhot and Neumann developed in [32] consisting of consid-

ering a functional on Hs
x,v involving mixed scalar products. In this article we thus

construct such a quadratic form, but with coefficient depending on ε. Working in
the general case for ε yields new calculations and requires the use of certain orthog-
onal properties of the bilinear operator Γ to overcome these issues. Moreover, we
construct a new norm out of this functional, which controls the v-derivatives by a
factor ε.
The fact that the study yields a norm containing some ε factors prevents us

from having a uniform exponential decay for the v-derivatives. We use the idea
of Guo [22] and look at the microscopic part of the solution hε everytime we look
at a differentiation in v. This idea catches the interesting structure of L on its
orthogonal part. Combining this idea with our previous strategy fills the gap for the
v-derivatives.



6 MARC BRIANT

Several studies have been made on the different regimes of hydrodynamical limits
for the Boltzmann equation and complete formal derivations have then been obtained
by Bardos, Golse and Levermore [3]. We refer the reader to [37] for an overview on
the existing results and standard techniques. The particular case of incompressible
Navier-Stokes regime has been first addressed by Sone [40] where he dealt with
the asymptotic theory for the perturbed equation up to the second order inside a
smooth domain. Later, De Masi, Esposito and Lebowitz [10] gave a first rigorous
and constructive proof on the torus by considering the stability of Maxwellians
whose mean velocity is a solution to incompressible Navier-Stokes equations. Note
that their result is of a different nature than the one presented here. Let us also
mention the works of Golse and Saint-Raymond [15][16] (in R3) and Levermore and
Masmoudi [26] (on Td) where the convergence is proved for appropriately scaled Di
Perna-Lions renormalized solutions [11].
Our uniform results enable us to derive a weak convergence in Hs

xL
2
v towards so-

lutions to the incompressible Navier-Stokes equations, together with the Boussinesq
relation. We then find a way to obtain strong convergence using the ideas of the
Fourier study of the linear operator L − v.∇x, developed in [4] and [12], combined
with Duhamel formula. However, the study done in [4] relies strongly on an ar-
gument of stationary phase developed in [43] which is no longer applicable in the
torus. Indeed, the Fourier space of Rd is continuous and so integration by parts can
be used in that frequency space. This tool is no longer available in the frequency
space of the torus which is discrete.
Theorem 2.5 shows that the behaviour of the hydrodynamical limit is quite dif-

ferent on the torus, where an averaging in time is necessary for general initial data.
However,we obtain the same relation between the limit at t = 0 and the initial per-
turbation hin and also the existence of an initial layer. That is to say that we have
a convergence in L2

[0,T ] = L2([0, T ]) if and only if the initial perturbation satisfies

some physical properties, which appear to be the same as in Rd studied in [4].
This convergence gives a perturbative result for incompressible Navier-Stokes

equations in Sobolev spaces around the steady solution. The regularity of the weak
solutions we constructed implies that they are in fact strong solutions (see Lions
[27], Section 2.5, and more precisely Serrin, [38] and [39]). Moreover, our uniform
exponential decay for solutions to the linearized Boltzmann equation yields an ex-
ponential decay for the perturbative solutions of the incompressible Navier-Stokes
equations in higher Sobolev spaces. Such an exponential convergence to equilibrium
has been derived in H1

0 for d = 2 or d = 3 in [41], or can be deduced from Proposition
3.7 in [28] in higher Sobolev spaces for small initial data. The general convergence
to equilibrium can be found in [29] (small initial data) and in [36] but they focus on
the general compressible case and no rate of decay is built.

Furthermore, results that do not involve hydrodynamical limits (existence and
exponential decay results) are applicable to a larger class of operators. In Appendix
A we prove that those theorems also hold for other kinetic collisional models such as
the linear relaxation, the semi-classical relaxation, the linear Fokker-Planck equation
and the Landau equation with hard and moderately soft potential.

1.5. Organization of the paper. Section 2 is divided in two different subsections.
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As mentionned above, we shall use the hypocoercivity of the Boltzmann equation
(1.1). This hypocoercivity can be described in terms of technical properties on L
and Γ and, in order to obtain more general results, we consider them as a basis of
our paper. Thus, subsection 2.1 describes them in detail and a proof of the fact that
L and Γ indeed satisfy those properties is given in Appendix A. Most of them have
been proved in [32] but we require more precise ones to deal with the general case.
The second subsection 2.2 is dedicated to a mathematical formulation of the results

described in subsection 1.3.

As said when we described our strategy (subsection 1.3), we are going to study
the flow of a functional involving L2

x,v-norm of x and v derivatives and mixed scalar
products. To control this flow in time we compute energy estimates for each of these
terms in a toolbox (section 3) which will be used and referred to all along the rest
of the paper. Proofs of those energy estimates are given in Appendix B.

Finally, sections 4, 5, 6, 7 and 8 are the proofs respectively of Theorem 2.1 (about
the strong semigroup property of the linear part of equation (1.3)), Proposition 2.2
(an a priori estimates on the constructed functional for the full model), Theorem
2.3 (existence and exponential decay of solutions to equation (1.3)), Theorem 2.4
(showing the uniform boundedness of the v-derivatives) and of Theorem 2.5 (dealing
with the hydrodynamical limit).
We notice here that section 6 is divided in two subsection. Subsection 6.1 deals

with the existence of solutions for all ε > 0 and subsection 6.2 proved the exponential
decay of those solutions.

2. Main results

This section is divided into two parts. The first one translates the hypocoercivity
aspects of the Boltzmann linear operator in terms of mathematical properties for L
and Γ. Then, the second one states our results in terms of those assumptions.

2.1. Hypocoercivity assumptions. This section is dedicated to describing the
framework and assumptions of the hypocoercivity theory. A state of the art of this
theory can be found in [31].

2.1.1. Assumptions on the linear operator L.
Assumptions in H1

x,v. :
(H1): Coercivity and general controls

L : L2
v −→ L2

v is a closed and self-adjoint operator with L = K − Λ such that:

• Λ is coercive:
– it exists ‖.‖Λv

norm on L2
v such that

∀h ∈ L2
v , ν

Λ
0 ‖h‖2L2

v
6 νΛ1 ‖h‖2Λv

6 〈Λ(h), h〉L2
v
6 νΛ2 ‖h‖2Λv

,

– Λ has a defect of coercivity regarding its v derivatives:

∀h ∈ H1
v , 〈∇vΛ(h),∇vh〉L2

v
> νΛ3 ‖∇vh‖2Λv

− νΛ4 ‖h‖2Λv
.

• There exists CL > 0 such that

∀h ∈ L2
v , ∀g ∈ L2

v , 〈L(h), g〉L2
v
6 CL ‖h‖Λv

‖g‖Λv
,
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where (νΛs )16s64 are strictly positive constants depending on the operator and the
dimension of the velocities space d.
As in [32], we define a new norm on L2

x,v:

‖.‖Λ =
∥∥‖.‖Λv

∥∥
L2
x
.

(H2): Mixing property in velocity

∀δ > 0 , ∃C(δ) > 0 , ∀h ∈ H1
v , 〈∇vK(h),∇vh〉L2

v
6 C(δ) ‖h‖2L2

v
+ δ ‖∇vh‖2L2

v
.

(H3): Relaxation to equilibrium
We suppose that the kernel of L is generated by N functions which form an or-
thonormal basis for Ker(L):

Ker(L) = Span{φ1(v), . . . , φN(v)}.

Moreover, we assume that the φi are of the form Pi(v)e
−|v|2/4, where Pi is a polyno-

mial.
Furthermore, denoting by πL the orthogonal projector in L2

v on Ker(L) we assume
that we have the following local coercivity property:

∃λ > 0 , ∀h ∈ L2
v , 〈L(h), h〉L2

v
6 −λ

∥∥h⊥
∥∥2
Λv
,

where h⊥ = h− πL(h) denotes the microscopic part of h (the orthogonal to Ker(L)
in L2

v).

We are using the same hypothesis as in [32], except that we require the φi to be
of a specific form. This additional requirement allows us to derive properties on the
v-derivatives of πL that we will state in the toolbox section 3.
Then we have two more properties on L in order to deal with higher order Sobolev

spaces.

Assumptions in Hs
x,v, s > 1. :

(H1’): Defect of coercivity for higher derivatives

We assume that L satisfies (H1) along with the following property: for all s > 1,
for all |j|+ |l| = s such that |j| > 1,

∀h ∈ Hs
x,v , 〈∂jl Λ(h), ∂

j
l h〉L2

x,v
> νΛ5

∥∥∂jl h
∥∥2
Λ
− νΛ6 ‖h‖Hs−1

x,v
,

where νΛ5 and νΛ6 are strictly positive constants depending on L and d.
We also define a new norm on Hs

x,v:

‖.‖Hs
Λ
=



∑

|j|+|l|6s

∥∥∂jl .
∥∥2
Λ




1/2

.

(H2’): Mixing properties

As above, Mouhot and Neumann extended the hypothesis (H2) to higher Sobolev’s
spaces: for all s > 1, for all |j|+ |l| = s such that |j| > 1,

∀δ > 0 , ∃C(δ) > 0 , ∀h ∈ Hs
x,v , 〈∂jlK(h), ∂jl h〉L2

x,v
6 C(δ) ‖h‖2Hs−1

x,v
+ δ

∥∥∂jl h
∥∥2
L2
x,v
.
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2.1.2. Assumptions on the second order term Γ. To solve our problem uniformly in ε
we had to precise the hypothesis made in [32] in order to have a deeper understanding
of the operator Γ. This lead us to two different assumptions.
(H4): Control on the second order operator

Γ : L2
v × L2

v −→ L2
v is a bilinear symmetric operator such that for all multi-indexes

j and l such that |j|+ |l| 6 s, s > 0,

∣∣∣〈∂jl Γ(g, h), f〉L2
x,v

∣∣∣ 6
{

Gs
x,v(g, h) ‖f‖Λ , if j 6= 0

Gs
x(g, h) ‖f‖Λ , if j = 0

,

Gs
x,v and Gs

x being such that Gs
x,v 6 Gs+1

x,v , Gs
x 6 Gs+1

x and satisfying the following
property:

∃s0 ∈ N, ∀s > s0, ∃CΓ > 0,






Gs
x,v(g, h) 6 CΓ

(
‖g‖Hs

x,v
‖h‖Hs

Λ
+ ‖h‖Hs

x,v
‖g‖Hs

Λ

)

Gs
x(g, h) 6 CΓ

(
‖h‖Hs

xL
2
v
‖g‖Hs

Λ
+ ‖g‖Hs

xL
2
v
‖h‖Hs

Λ

)
.

(H5): Orthogonality to the Kernel of the linear operator

∀h, g ∈ Dom(Γ) ∩ L2
v , Γ(g, h) ∈ Ker(L)⊥.

2.2. Statement of the Theorems.

2.2.1. Uniform result for the linear Boltzmann equation. For s in N∗ and some con-

stants (b
(s)
j,l )j,l, (α

(s)
l )l and (a

(s)
i,l )i,l strictly positive and 0 < ε 6 1 we define the

following functional on Hs
x,v, where we emphasize that there is a dependance on ε,

which is the key point of our study:

‖·‖Hs
ε
=



∑

|j|+|l|6s

|j|>1

b
(s)
j,l ε

2
∥∥∂jl ·

∥∥2
L2
x,v

+
∑

|l|6s

α
(s)
l

∥∥∂0l ·
∥∥2
L2
x,v

+
∑

|l|6s

i,ci(l)>0

a
(s)
i,l ε〈∂δil−δi

·, ∂0l ·〉L2
x,v




1
2

.

We first study the perturbed equation (1.3), without taking into account the
bilinear remainder operator. By letting πw be the projector in L2

x,v onto Ker(w) we
obtained the following semigroup property for L.

Theorem 2.1. If L is a linear operator satisfying the conditions (H1’), (H2’) and
(H3) then it exists 0 < εd 6 1 such that for all s in N∗,

(1) for all 0 < ε 6 εd , Gε = ε−2L− ε−1v ·∇x generates a C0-semigroup on Hs
x,v.

(2) there exist C
(s)
G , (b

(s)
j,l ), (α

(s)
l ), (a

(s)
i,l ) > 0 such that for all 0 < ε 6 εd:

‖·‖2Hs
ε
∼


‖·‖2L2

x,v
+
∑

|l|6s

∥∥∂0l ·
∥∥2
L2
x,v

+ ε2
∑

|l|+|j|6s

|j|>1

∥∥∂jl ·
∥∥2
L2
x,v


 ,

and for all h in Hs
x,v,

〈Gε(h), h〉Hs
ε
6 −C(s)

G ‖h− πGε(h))‖2Hs
Λ
.

This theorem gives us an exponential decay for the semigroup generated by Gε.
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2.2.2. Uniform perturbative result for the Boltzmann equation. The next result states
that if we add the bilinear remainder operator then it is enough, if ε is small enough,
to slightly change our new norm to have a control on the solution.

Proposition 2.2. If L is a linear operator satisfying the conditions (H1’), (H2’) and
(H3) and Γ a bilinear operator satisfying (H4) and (H5) then it exists 0 < εd 6 1
such that for all s in N∗,

(1) there exist K
(s)
0 , K

(s)
1 , K

(s)
2 (b

(s)
j,l ), (α

(s)
l ), (a

(s)
i,l ) > 0, independent of Γ and ε,

such that for all 0 < ε 6 εd:

‖·‖2Hs
ε
∼


‖·‖2L2

x,v
+
∑

|l|6s

∥∥∂0l ·
∥∥2
L2
x,v

+ ε2
∑

|l|+|j|6s

|j|>1

∥∥∂jl ·
∥∥2
L2
x,v


 ,

(2) and for all hin in Hs
x,v ∩Ker(Gε)

⊥ and all g in Dom(Γ) ∩Hs
x,v, if we have a

solution h in Hs
x,v to the following equation

∂th +
1

ε
v · ∇xh =

1

ε2
L(h) +

1

ε
Γ(g, h),

then

d

dt
‖h‖2Hs

ε
6 −K(s)

0 ‖h‖2Hs
Λ
+K

(s)
1 (Gs

x(g, h))
2 + ε2K

(s)
2

(
Gs
x,v(g, h)

)2
.

One can remark that the norm constructed above leaves the x-derivatives free
while it controls the v-derivatives by a factor ε.
We emphasize that this result shows that the derivative of the norm is control

by the x-derivatives of Γ and the Sobolev norm of Γ, but weakened by a factor ε2.
This is important as our norm ‖.‖2Hs

ε
controls the L2

v(H
s
x)-norm by a factor of order

1 whereas it controls the whole Hs
x,v-norm by a multiplicative factor of order 1/ε.

Theorem 2.3. Let Q be a bilinear operator such that:

• the equation (1.2) admits an equilibrium 0 6 µ ∈ L1(Td × Rd),
• the linearized operator L = L(h) around µ with the scaling f = µ + εµ1/2h
satisfies (H1’), (H2’) and (H3),

• the bilinear remaining term Γ = Γ(h, h) in the linearization satisfies (H4)
and (H5).

Then there exists 0 < εd 6 1 such that for any s > s0 (defined in (H4) ),

(1) there exist (b
(s)
j,l ), (α

(s)
l ), (a

(s)
i,l ) > 0, independent of Γ and ε, such that for all

0 < ε 6 εd:

‖·‖2Hs
ε
∼


‖·‖2L2

x,v
+
∑

|l|6s

∥∥∂0l ·
∥∥2
L2
x,v

+ ε2
∑

|l|+|j|6s

|j|>1

∥∥∂jl ·
∥∥2
L2
x,v


 ,

(2) there exist δs > 0, Cs > 0 and τs > 0 such that for all 0 < ε 6 εd:

For any distribution 0 6 fin ∈ L1(Td × Rd) with fin = µ + εµ1/2hin > 0, hin in
Ker(Gε)

⊥ and

‖hin‖Hs
ε
6 δs,
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there exists a unique global smooth (in Hs
x,v, continuous in time) solution fε =

fε(t, x, v) to (1.2) which, moreover, satisfies fε = µ+ εµ1/2hε > 0 with:

‖hε‖Hs
ε
6 ‖hin‖Hs

ε
e−τst.

The fact that we are asking hin to be in Ker(Gε)
⊥ just states that we want fin to

have the same physical quantities as the global equilibrium µ. This is a compulsory
requirement as one can easily check that the physical quantities

∫

Td×Rd

fε(x, v)dxdv,

∫

Td×Rd

vfε(x, v)dxdv,

∫

Td×Rd

|v|2 fε(x, v)dxdv

are preserved with time (see [8] for instance).
Notice that the Hs

ε-norm is this theorem is the same than the one we constructed
in Proposition 2.2.

2.2.3. The boundedness of the v-derivatives. As a corollary we have that theHs
x(L

2
v)-

norm decays exponentially independently of ε but that the only control we have on
the Hs

x,v is

‖hε‖Hs
x,v

6
δs
ε
e−τst.

This seems to tell us that the v-derivatives can blow-up at a rate 1/ε. However, Guo
[22] showed that one can prove that there is no explosion if one controls indepen-
dently the fluid part and the microscopic part of the solution. This idea, combined
with our original one, leads to the construction of a new norm which will only control
the microscopic part of the solution whenever we face a derivative in the v variable.
We define the following positive quadratic form

‖·‖2Hs
ε⊥

=
∑

|j|+|l|6s

|j|>1

b
(s)
j,l

∥∥∂jl (Id− πL)
∥∥2
L2
x,v

+
∑

|l|6s

α
(s)
l

∥∥∂0l ·
∥∥2
L2
x,v

+
∑

|l|6s

i,ci(l)>0

a
(s)
i,l ε〈∂δil−δi

·, ∂0l ·〉L2
x,v
.

Theorem 2.4. Under the same conditions as in Theorem 2.3, for all s > s0, there

exist (b
(s)
j,l ), (α

(s)
l ), (a

(s)
i,l ) > 0 and 0 < εd 6 1 such that for all 0 < ε 6 εd:

(1) ‖·‖Hs
ε⊥

∼ ‖·‖Hs
x,v
, independently of ε,

(2) if hε is a solution of 1.3 in Hs
x,v with ‖hin‖Hs

ε⊥
6 δ′s then

‖hε‖Hs
ε⊥

6 δ′se
−τ ′st,

where δ′s and τ ′s are strictly positive constants independent of ε.

This theorem builds up a functional that is equivalent to the standard Sobolev
norm, independently of ε. Thus, it yields an exponential decay for the v-derivatives
as well as for the x-derivatives. However, the distorted norm used in Theorem 2.3
asked less control on the v-derivatives for the initial data, suggesting that, in the
limit as ε goes to zero, almost only the x-variables have to be controlled.

2.2.4. The hydrodynamical limit on the torus for Maxwellian particles. Our theorem
states that one can really expect a convergence of solutions of collisional kinetic
models near equilibrium towards a solution of fluid dynamics equations. Indeed, the
smallness assumption on the initial perturbation does not depend on the parameter
ε as long as ε is small enough.
We then define the following macroscopic quantities
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• the particles density ρε(t, x) = 〈µ(v)1/2, hε(t, x, v)〉L2
v
,

• the mean velocity uε(t, x) = 〈vµ(v)1/2, hε(t, x, v)〉L2
v
,

• the temperature θε(t, x) =
1

d
〈(|v|2 − d)µ(v)1/2, hε(t, x, v)〉L2

v
.

The theorem 2.3 tells us that, for s > s0, the sequence (hε)ε>0 converges (up to an
extraction) weakly-* in L∞

t (Hs
l L

2
v) towards a function h. Such a weak convergence

enables us to use the Theorem 1.1 of [4], which is a slight modification of the result
in [3] to get that

(1) h is in Ker(L), so of the form

h(t, x, v) =

[
ρ(t, x) + v.u(t, x) +

1

2
(|v|2 − d)θ(t, x)

]
µ(v)1/2,

(2) (ρε, uε, θε) converges weakly* in L∞
t (Hs

x) towards (ρ, u, θ),
(3) (ρ, u, θ) satisfies the incompressible Navier-Stokes equations (1.4) as well as

the Boussinesq equation (1.5).

If such a result confirms the fact that one can derive the incompressible Navier-
Stokes equations from the Boltzmann equation, it does unfortunately neither give
us the continuity of h nor the initial condition verified by (ρ, u, θ), depending on
(ρin, uin, θin), macroscopic quantities associated to hin. Our next, and final step, is
therefore to link the last two triplets and so to understand the convergence hε → h
more deeply. This is the purpose of the following theorem.

Theorem 2.5. Consider s > s0 and hin in Hs
x,v such that ‖hin‖Hs

ε
6 δs.

Then, (hε)ε>0 exists for all 0 < ε 6 εd and converges weakly* in L∞
t (Hs

xL
2
v)

towards h such that h ∈ Ker(L), with ∇x · u = 0 and ρ+ θ = 0.

Furthermore,
∫ T

0
hdt belongs to Hs

xL
2
v and it exists C > 0 such that,

∥∥∥∥
∫ +∞

0

hdt−
∫ +∞

0

hεdt

∥∥∥∥
Hs

xL
2
v

6 C
√
ε |ln(ε)|.

One can have a strong convergence in L2
[0,T ]H

s
xL

2
v only if hin is in Ker(L) with

∇x · uin = 0 and ρin + θin = 0 (initial layer conditions).
Moreover, in that case we have

‖h− hε‖L2
[0,+∞)

Hs
xL

2
v
6 C

√
ε |ln(ε)|,

and for all δ in [0, 1], if hin belongs to Hs+δ
x L2

v,

sup
t∈[0,+∞)

‖h− hε‖Hs
xL

2
v
(t) 6 Cεmin(δ,1/2).

This theorem proves the strong convergences for (ρε, uε, θε) towards (ρ, u, θ) but
above all it shows that (ρ, u, θ) is the solution to the incompressible Navier-Stokes
equations together with the Boussinesq equation satisfying the initial conditions:

• u(0, x) = Puin(x), where Puin(x) is the divergence-free part of uin(x),
• ρ(0, x) = −θ(0, x) = 1

2
(ρin(x)− θin(x)).
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Finally, note that in the case of initial data satisfying the initial layer conditions,
the strong convergence in time requires a little bit more regularity from the initial
data. This fact was already noticed in Rd (see [4] Lemma 6.1) but overcome by
considering weighted norms in velocity.

3. Toolbox: fluid projection and a priori energy estimates

In this section we are going to give some inequalities we are going to use and
to refer to throughout the sequel. First we start with some properties concerning
the projection in L2

v onto Ker(L): πL. Then, because we want to estimate all the
terms appearing in the Hs

x,v-norm to estimate the functionals Hs
ε and Hs

ε⊥, we will
give upper bound on their time derivatives. The proofs are only technical and the
interested reader will find them in Appendix B.
We are assuming there that L is having properties (H1’), (H2’) and (H3), that Γ

satisfies (H4) and (H5) and that 0 < ε 6 1.

3.1. Properties concerning the fluid projection πL. We already know that L
is acting on L2

v, with Ker(L) = Span(φ1, . . . , φd), with (φi)16i6N an orthonormal
family, we obtain directly a useful formula for the orthogonal projection on Ker(L)
in L2

v, πL:

(3.1) ∀h ∈ L2
v, πL(h) =

N∑

i=1

(∫

Rd

hφidv

)
φi.

Plus, (H3) states that φi = Pi(v)e
−|v|2/4, where Pi is a polynomial. Therefore,

direct computations and Cauchy-Schwarz inequality give that πL is continuous on
Hs

x,v with

(3.2) ∀s ∈ N, ∃Cπs > 0, ∀h ∈ Hs
x,v, ‖πL(h)‖2Hs

x,v
6 Cπs ‖h‖2Hs

x,v
.

More precisely one can find that for all s in N

(3.3) ∀|j|+ |l| = s, ∀h ∈ Hs
x,v,

∥∥∂jl πL(h)
∥∥2
L2
x,v

6 Cπs

∥∥∂0l πL(h)
∥∥2
L2
x,v
.

Finally, building the Λ-norm one can find that in all the collisional kinetic equa-
tions concerned here we have that

(3.4) ∃Cπ > 0, ∀h ∈ L2
x,v, ‖πL(h)‖2Λ 6 Cπ ‖h‖2L2

x,v
.

Then we can also use the properties of the torus to obtain Poincaré type inequal-
ities. This can be very useful thanks to the next proposition, which is proved in
Appendix B.

Proposition 3.1. Let a and b be in R∗ and consider the operator G = aL− bv.∇x

acting on H1
x,v.

If L satisfies (H1) and (H3) then

Ker(G) = Ker(L).
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Remark 3.2. In this proposition, Ker(G) has to be understood as linear combina-
tions with constant coefficients of the functions Φi. This subtlety has to be empha-
sized since in L2

x,v, Ker(L) includes all linear combinations of Φi but with coefficients
being functions of x.

Therefore, if we define, for 0 < ε 6 1:

Gε =
1

ε2
L− 1

ε
v.∇x,

then we have a nice desciption of πGε :

∀h ∈ L2
x,v, πGε(h) =

N∑

i=1

(∫

Td

∫

Rd

hφi dxdv

)
φi.

That means that πGε(h) is, up to a multiplicative constant, the mean of πL(h)
over the torus. We deduce that if h belongs to Ker(Gε)

⊥, πL(h) has zero mean on
the torus and is an operator not depending on the x variable. Thus we can apply
Poincaré inequality on the torus:

(3.5) ∀h ∈ Ker(Gε)
⊥, ‖πL(h)‖2L2

x,v
6 Cp ‖∇xπL(h)‖2L2

x,v
6 Cp ‖∇xh‖2L2

x,v
.

3.2. A priori energy estimates. Our work in this article is to study the evolution
of the norms involved in the definition of the operators Hs

ε and Hs
ε⊥ and to combine

them to obtain the results stated above. The Appendix B contains the proofs,
which are technical computations together with some choices of decomposition, of
the following a priori estimates. Note that all the constants K1, Kdx and Ks−1

used in the inequalities below are independent of ε, Γ and g, and only depend
constructively on the constants defined in the hypocoercivity assumptions or in the
subsection above. The number e can be any positive real number and will be chosen
later.
We would like to study both linear and non-linear models but they appeared to

be very similar. In order to avoid long and similar inequalities we will write in
parenthesis terms we need to add for the full model.

Let g be a function in Hs
x,v. We now consider a function h in Ker(Gε)

⊥∩Hs
x,v, for

some s in N∗, which is solution of the linear (linearized) Boltzmann equation:

∂th+
1

ε
v.∇xh =

1

ε2
L(h)

(
+
1

ε
Γ(g, h)

)
.

We remind the reader that the following notation is used: h⊥ = h− πL(h).

3.2.1. Time evolutions for quantities in H1
x,v. We write the L2

x,v-norm estimate

(3.6)
d

dt
‖h‖2L2

x,v
6 − λ

ε2
∥∥h⊥

∥∥2
Λ

(
+
1

λ

(
G0
x(g, h)

)2
)
.

Then the time evolution of the x-derivatives

(3.7)
d

dt
‖∇xh‖2L2

x,v
6 − λ

ε2
∥∥∇xh

⊥∥∥2
Λ

(
+
1

λ

(
G1
x(g, h)

)2
)
,

and of the v-derivatives
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d

dt
‖∇vh‖2L2

x,v
6

K1

ε2
∥∥h⊥

∥∥2
Λ
+
Kdx

ε2
‖∇xh‖2L2

x,v
− νΛ3
ε2

‖∇vh‖2Λ(3.8)
(
+

3

νΛ3

(
G1
x,v(g, h)

)2
)
.

Finally, we will need a control on the scalar product as well, as explained in the
strategy subsection 1.3. Notice that we have some freedom as e can be any positive
number.

d

dt
〈∇xh,∇vh〉L2

x,v
6

CLe

ε3

∥∥∇xh
⊥∥∥2

Λ
− 1

ε
‖∇xh‖2L2

x,v
+

2CL

eε
‖∇vh‖2Λ

(
+

e

CLε

(
G1
x(g, h)

)2)
.(3.9)

3.2.2. Time evolutions for quantities in Hs
x,v. We consider multi-indexes j and l

such that |j|+ |l| = s.
As in the previous case, we have a control on the time evolution of the pure x-
derivatives,

(3.10)
d

dt

∥∥∂0l h
∥∥2
L2
x,v

6 − λ

ε2
∥∥∂0l h⊥

∥∥2
Λ

(
+
1

λ
(Gs

x(g, h))
2

)
.

In the case where |j| > 1, that is to say when we have at least one derivative in
v, we obtained the following upper bound

d

dt

∥∥∂jl h
∥∥2
L2
x,v

6 −ν
Λ
5

ε2
∥∥∂jl h

∥∥2
Λ
+

3(νΛ1 )
2d

νΛ5 (ν
Λ
0 )

2

∑

i,ci(j)>0

∥∥∥∂j−δi
l+δi

h
∥∥∥
2

Λ
+
Ks−1

ε2
‖h‖2Hs−1

x,v

(
+

3

νΛ5

(
Gs
x,v(g, h)

)2
)
.(3.11)

We may find useful to consider the particular case where |j| = 1,

d

dt

∥∥∂δil−δi
h
∥∥2
L2
x,v

6 −ν
Λ
5

ε2
∥∥∂δil−δi

h
∥∥2
Λ
+

3νΛ1
νΛ5 ν

Λ
0

∥∥∂0l h
∥∥2
L2
x,v

+
Ks−1

ε2
‖h‖2Hs−1

x,v

(
+

3

νΛ5

(
Gs
x,v(g, h)

)2
)
.(3.12)

Finally we will need the time evolution of the following scalar product:

d

dt
〈∂δil−δi

h, ∂0l h〉L2
x,v

6
CLe

ε3
∥∥∂0l h⊥

∥∥2
Λ
− 1

ε

∥∥∂0l h
∥∥2
L2
x,v

+
2CL

eε

∥∥∂δil−δi
h
∥∥2
Λ(

+
e

CLε
(Gs

x(g, h))
2
)
,(3.13)

where we still have some freedom as e is any positive number.
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We just emphasize here that one can see that we were careful about which deriva-
tives are involved in the terms that contain Γ. This is because our operator ‖.‖Hs

ε

controls the Hs
x(L

2
v)-norm by a mere constant whereas it controls the entire Hs

x,v-
norm by a factor 1/ε.

3.2.3. Time evolutions for orthogonal quantities in Hs
x,v. For the theorem 2.4 we are

going to need four others inequalities which are a little bit more intricate as they
need to know the shape of πL as described in the subsection above. The proofs are
written in Appendix B and we are just looking at the whole equation in the setting
g = h.

We want the time evolution of the v-derivatives of the orthogonal (microscopic)
part of h, as suggested in [22] this allows us to really take advantage of the structure
of the linear operator L on its orthogonal:

d

dt

∥∥∇vh
⊥∥∥2

L2
x,v

6
K⊥

1

ε2
∥∥h⊥

∥∥2
Λ
+K⊥

dx ‖∇xh‖2L2
x,v

− νΛ3
2ε2

∥∥∇vh
⊥∥∥2

Λ

+
3

νΛ3

(
G1
x,v(h, h)

)2
.(3.14)

Then we can have a new bound for the scalar product used before

d

dt
〈∇xh,∇vh〉L2

x,v
6

K⊥e

ε3
∥∥∇xh

⊥∥∥2
Λ
+

1

4Cπ1CπCpeε

∥∥∇vh
⊥∥∥2

Λ

− 1

2ε
‖∇xh‖2L2

x,v
+

4Cπ

ε

(
G1
x,v(h, h)

)2
,(3.15)

where e is any number greater than 1.
As usual, we may need the same kind of bounds in higher degree Sobolev spaces.

The reader may notice that the bounds we are about to write are more intricate
than the ones in the previous section because they involve more terms with less
derivatives. We consider multi-indexes j and l such that |j|+ |l| = s. This time we
really have to divide in two different cases.
Firstly when |j| > 2,

d

dt

∥∥∂jl h⊥
∥∥2
L2
x,v

6 −ν
Λ
5

ε2
∥∥∂jl h⊥

∥∥2
Λ
+

9(νΛ1 )
2d

2(νΛ0 )
2νΛ5

∑

i,ci(j)>0

∥∥∥∂j−δi
l+δi

h⊥
∥∥∥
2

Λ

+K⊥
dl

∑

|l′|6s−1

∥∥∂0l′h
∥∥2
L2
x,v

+
K⊥

s−1

ε2
∥∥h⊥

∥∥2
Hs−1

x,v
+

3

νΛ5

(
Gs
x,v(h, h)

)2
.(3.16)

Then the case when |j| = 1

d

dt

∥∥∂δil−δi
h⊥
∥∥2
L2
x,v

6 −ν
Λ
5

ε2

∥∥∂δil−δi
h⊥
∥∥2
Λ
+K⊥

dl

∑

|l′|=s

∥∥∂0l′h
∥∥2
L2
x,v

+
K⊥

s−1

ε2

∥∥h⊥
∥∥2
Hs−1

x,v

+
3

νΛ5

(
Gs
x,v(h, h)

)2
.(3.17)
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Finally we give a new version of the control over the scalar product in higher
Sobolev’s spaces.

d

dt
〈∂δil−δi

h, ∂0l h〉L2
x,v

6
K̃⊥

ε3
e
∥∥∂0l h⊥

∥∥2
Λ
+

1

4CπsCπdeε

∥∥∂δil−δi
h⊥
∥∥2
Λ
− 1

2ε

∥∥∂0l h
∥∥2
L2
x,v

+
1

4dε

∑

|l′|6s−1

∥∥∂0l′h
∥∥2
L2
x,v

+
2Cπ

ε

(
Gs
x,v(h, h)

)2
,(3.18)

for any e > 1.

4. Linear case: proof of Theorem 2.1

In this section we are looking at the linear equation

∂th = Gε(h), on Td × Rd.

Theorem 2.1 will be proved by induction on s. We remind here the operator we
will work with on Hs

x,v

• in the case s = 1:

‖h‖2H1
ε
= A ‖h‖2L2

x,v
+ α ‖∇xh‖2L2

x,v
+ bε2 ‖∇vh‖2L2

x,v
+ aε〈∇xh,∇vh〉L2

x,v
,

• in the case s > 1:

‖h‖2Hs
ε
=
∑

|j|+|l|6s

|j|>1

b
(s)
j,l ε

2
∥∥∂jl h

∥∥2
L2
x,v

+
∑

|l|6s

α
(s)
l

∥∥∂0l h
∥∥2
L2
x,v

+
∑

|l|6s

i,ci(l)>0

a
(s)
i,l ε〈∂δil−δi

h, ∂0l h〉L2
x,v
.

The Theorem 2.1 only requires us to choose suitable coefficients that gives us the
expected inequality and equivalence.

Consider hin in Hs
x,v ∩ Dom(Gε). Let h be a solution of ∂th = Gε(h) on Td × Rd

such that h(0, ·, ·) = hin(·, ·).
Notice that if hin is in Hs

x,v∩Dom(Gε)∩Ker(Gε) then we have that the associated
solution remains the same in time: ∂th = 0. Therefore the fluid part of a solution
does not evolve in time and so the semigroup is identity on Ker(Gε). Besides, we can
see directly from the definition and the adjointness property of L that h ∈ Ker(Gε)

⊥

for all t if hin belongs in Ker(Gε)
⊥.

Therefore, to prove the theorem it is enough to consider hin in Hs
x,v ∩Dom(Gε)∩

Ker(Gε)
⊥.

4.1. The case s = 1. For now on we assume that our operator L satisfies the
conditions (H1), (H2) and (H3) and that 0 < ε 6 1.
If (H3) holds for L then we have that ε−2L is a non-positive self-adjoint operator

on L2
x,v. Moreover, ε−1v · ∇x is skew-symmetric on L2

x,v. Therefore the L2
x,v-norm

decreases along the flow and it can be deduced that Gε yields a C0-semigroup on
L2
x,v for all positive ε (see [23] for general theory and [42] for its use in our case).

Using the toolbox, which is possible since h is in Ker(Gε)
⊥ for all t, we just have

to consider the linear combination A(3.6) + α(3.7) + bε2(3.8) + aε(3.9) to obtain
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d

dt
‖h‖2H1

ε
6

1

ε2
[bK1 − λA]

∥∥h⊥
∥∥2
Λ
+

1

ε2
[
CLea− λα

] ∥∥∇xh
⊥∥∥2

Λ

+

[
2CLa

e
− bνΛ3

]
‖∇vh‖2Λ + [bKdx − a] ‖∇xh‖2L2

x,v
.(4.1)

Then we make the following choices:

(1) We fix b such that −νΛ3 b < −1.
(2) We fix A big enough such that [bK1 − λA] 6 −1.
(3) We fix a big enough such that [bKdx − a] 6 −1.

(4) We fix e big enough such that
[
2CLa

e
− bνΛ3

]
6 −1.

(5) We fix α big enough such that
[
CLea− λα

]
6 −1 and such that

{
a2 6 αb
b 6 α

.

This leads to, because 0 < ε 6 1:

d

dt
‖h‖2H1

ε
6 −

(∥∥h⊥
∥∥2
Λ
+
∥∥∇xh

⊥∥∥2
Λ
+ ‖∇vh‖2Λ + ‖∇xh‖2L2

x,v

)
.

Finally we can apply the Poincaré inequality (3.5) together with the equivalence
of the L2

x,v-norm and the Λ-norm on the fluid part πL, equation (3.4), to get

∃C,C ′ > 0,





‖h‖2Λ 6 C
(∥∥h⊥

∥∥2
Λ
+ 1

2
‖∇xh‖2L2

x,v

)
,

‖∇xh‖2Λ 6 C ′
(∥∥∇xh

⊥∥∥2
Λ
+ 1

2
‖∇xh‖2L2

x,v

)
.

Therefore we proved the following result:

∃K > 0, ∀ 0 < ε 6 1 ,
d

dt
‖h‖2H1

ε
6 −C(1)

G

(
‖h‖2Λ + ‖∇x,vh‖2Λ

)
.

With these constants, ‖.‖H1
ε
is equivalent to

(
‖h‖2L2

x,v
+ ‖∇xh‖2L2

x,v
+ ε2 ‖∇vh‖2L2

x,v

)1/2

since a2 6 αb and b 6 α and hence:

A ‖h‖2L2
x,v

+
b

2

(
‖∇xh‖2L2

x,v
+ ε2 ‖∇vh‖2L2

x,v

)
6 ‖h‖2H1

ε

and

‖h‖2H1
ε
6 A ‖h‖2L2

x,v
+

3α

2

(
‖∇xh‖2L2

x,v
+ ε2 ‖∇vh‖2L2

x,v

)
.

The results above gives us the expected theorem for s = 1.
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4.2. The induction in higher order Sobolev spaces. Then we assume that the
theorem is true up to the integer s − 1, s > 1. Then we suppose that L satisfies
(H1’), (H2’) and (H3) and we consider ε in (0, 1].
Let hin be in Hs

x,v ∩ Dom(Gε) ∩ Ker(Gε)
⊥ and h be the solution of ∂th = Gε(h)

such that h(0, ·, ·) = hin(·, ·).
As before, h belongs to Ker(Gε)

⊥ for all t and thus we can use the results given
by the toolbox.

Thanks to the proof in the case s = 1 we know that we are able to handle the case
where there is only a difference of one derivative between the number of derivatives
in x and in v. Therefore, instead of working with the entire norm of Hs

x,v, we will
look at an equivalent of the Sobolev semi-norm. We define:

Fs(t) =
∑

|j|+|l|=s

|j|>2

ε2B
∥∥∂jl h

∥∥2
L2
x,v

+B′
∑

|l|=s

i,ci(l)>0

Ql,i(t),

Ql,i(t) = α
∥∥∂0l h

∥∥2
L2
x,v

+ bε2
∥∥∂δil−δi

h
∥∥2
L2
x,v

+ aε〈∂δil−δi
h, ∂0l h〉L2

x,v
,

where the constants, strictly positive, will be chosen later.
Like in the section above, we shall study the time evolution of every term involved

in Fs in order to bound above dFs/dt(t) with negative coefficients.

4.2.1. The time evolution of Ql,i. We will first study the time evolution of Ql,i for
given |j|+ |l| = s. The toolbox already gave us all the bounds we need and we just
have to gather them in the following way: α(3.10)+ bε2(3.12)+aε(3.13). This leads
to, because 0 < ε 6 1,

d

dt
Ql,i(t) 6

1

ε2
[
CLea− λα

] ∥∥∂0l h⊥
∥∥2
Λ
+

[
2CLa

e
− νΛ5 b

] ∥∥∂δil−δi
h
∥∥2
Λ

+

[
3νΛ1
νΛ5 ν

Λ
0

b− a

] ∥∥∂0l h
∥∥2
L2
x,v

+Ks−1b ‖h‖Hs−1
x,v

.

One can notice that, except for the last term, we have exactly the same kind of
bound as in (4.1), in the proof of the case s = 1. Therefore we can choose α, b,
a, e, independently of ε such that it exists KQ > 0 and Cs−1 > 0 such that for all
0 < ε 6 1:

• Ql,i(t) ∼ ‖∂0l h‖
2
L2
x,v

+ ε2
∥∥∂δil−δi

h
∥∥2
L2
x,v
,

• d
dt
Ql,i(t) 6 −KQ

(
‖∂0l h‖

2
Λ +

∥∥∂δil−δi
h
∥∥2
Λ

)
+ Cs−1 ‖h‖Hs−1

x,v
,

where we used (3.4) (equivalence of norms L2
x,v and Λ on the fluid part) to get

∥∥∂0l h
∥∥2
Λ
6 C ′

(∥∥∂0l h⊥
∥∥2
Λ
+
∥∥∂0l h

∥∥2
L2
x,v

)
.

4.2.2. The time evolution of Fs and conclusion. The last result about Ql,i gives us
that

Fs(t) ∼
∑

|l|=s

∥∥∂0l h
∥∥2
L2
x,v

+ ε2
∑

|l|+|j|=s

|j|>1

∥∥∂jl h
∥∥2
L2
x,v
.
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To study the time evolution of Fs we just need to combine the evolution of Ql,i and

the one of
∥∥∂jl h

∥∥2
L2
x,v

which is given in the toolbox by (3.11).

d

dt
Fs(t) 6

∑

|j|+|l|=s

|j|>2

−νΛ5 B
∥∥∂jl h

∥∥2
Λ
+
∑

|j|+|l|=s

|j|>2

3(νΛ1 )
2d

νΛ5 (ν
Λ
0 )

2
Bε2

∑

i,ci(j)>0

∥∥∥∂j−δi
l+δi

h
∥∥∥
2

Λ

−KQB
′
∑

|l|=s

i,ci(l)>0

(∥∥∂0l h
∥∥2
Λ
+
∥∥∂δil−δi

h
∥∥2
Λ

)
(4.2)

+



∑

|j|+|l|=s

|j|>2

Ks−1B +
∑

|l|=s

i,ci(l)>0

B′Cs−1


 ‖h‖2Hs−1

x,v
.

Then we choose the following coefficients B = 2/νΛ5 and we can rearrange the
sums to obtain

d

dt
Fs(t) 6

∑

|j|+|l|=s

|j|>2

(
6d(νΛ1 )

2

(νΛ5 ν
Λ
0 )

2
ε2 − 2

)∥∥∂jl h
∥∥2
Λ
+
∑

|j|+|l|=s

|j|=1

(
6d(νΛ1 )

2

(νΛ5 ν
Λ
0 )

2
ε2 −KQB

′
)∥∥∂jl h

∥∥2
Λ

+
∑

|j|+|l|=s

|j|=0

(−KQB
′)
∥∥∂jl h

∥∥2
Λ
+ C

(s−1)
+ (B′) ‖h‖Hs−1

x,v
.

Therefore we can choose the remaining coefficients:

(1) εd = min
{
1,
√

(νΛ5 νΛ0 )2

6d(νΛ1 )2

}
,

(2) we fix B′ big enough such that KQB
′ > 1 and

(
6d(νΛ1 )2

(νΛ5 νΛ0 )2
ε2d −KQB

′
)
6 −1.

Everything is now fixed in C
(s−1)
+ (B′) and therefore it is just a constant C

(s−1)
+

that does not depend on ε. Therefore we then have the final result.

∀ 0 < ε 6 εd ,
d

dt
Fs(t) 6 C

(s−1)
+ ‖h‖2Hs−1

x,v
−




∑

|j|+|l|=s

∥∥∂jl h
∥∥2
Λ



 .

Then, we know that ‖.‖Λ controls the L2-norm. And therefore:

∀ 0 < ε 6 εd ,
d

dt
Fs(t) 6 C

(s)
+




∑

|j|+|l|6s−1

∥∥∂jl h
∥∥2
Λ


−



∑

|j|+|l|=s

∥∥∂jl h
∥∥2
Λ


 .

This inequality is true for all s and therefore we can take a linear combination of
the Fs to obtain the following, where Cs is a constant that does not depend on ε

since C
(s)
+ does not depend on it.

∀ 0 < ε 6 εd ,
d

dt

(
n∑

p=1

CpFp(t)

)
6 −C(s)

G




∑

|j|+|l||6s

∥∥∂jl h
∥∥2
Λ



 .
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We can use the induction assumption from rank 1 up to rank s − 1 to find that
this linear combination is equivalent to

‖.‖2L2
x,v

+
∑

|l|6s

∥∥∂0l .
∥∥2
L2
x,v

+ ε2
∑

|l|+|j|6s

|j|>1

∥∥∂jl .
∥∥2
L2
x,v

and so fits the expected requirements.

5. Estimate for the full equation: proof of Proposition 2.2

We will prove that proposition by induction on s. For now on we assume that L
satisfies hypothesis (H1’), (H2’) and (H3), that Γ satisfies properties (H4) and (H5)
and we take g in Hs

x,v.

So we take hin in Hs
x,v∩Ker(Gε)

⊥ and we consider the associated solution, denoted
by h, of

∂th+
1

ε
v · ∇xh =

1

ε2
L(h) +

1

ε
Γ(g, h).

One can notice that thanks to (H5) and the self-adjointness of L, h remains in
Ker(Gε)

⊥ for all times.
Besides, while considering the time evolution we find a term due to Gε and another

due to Γ. Therefore, we will use the results found in the toobox but including the
terms in parenthesis.

5.1. The case s = 1. We want to study the following operator on Hs
x,v

‖h‖2H1
ε
= A ‖h‖2L2

x,v
+ α ‖∇xh‖2L2

x,v
+ bε2 ‖∇vh‖2L2

x,v
+ aε〈∇xh,∇vh〉L2

x,v
.

Therefore, using the toolbox we just have to consider the linear combination
A(3.6) + α(3.7) + bε2(3.8) + aε(3.9) to yield

d

dt
‖h‖2H1

ε
6

1

ε2
[bK1 − λA]

∥∥h⊥
∥∥2
Λ
+

1

ε2
[
CLea− λα

] ∥∥∇xh
⊥∥∥2

Λ

+

[
2CLa

e
− bνΛ3

]
‖∇vh‖2Λ + [bKdx − a] ‖∇xh‖2L2

x,v
(5.1)

+
AνΛ1
νΛ0 λ

(
G0
x(g, h)

)2
+

[
ανΛ1
νΛ0 λ

+
νΛ1 ea

CLνΛ0

] (
G1
x(g, h)

)2

+
3νΛ1 b

νΛ0 ν
Λ
3

ε2
(
G1
x,v(g, h)

)2
.

One can see that we obtained exactly the same upper bound as in the proof of
the previous theorem, equation (4.1), adding the terms involving Γ (remember that
Gs
x is increasing in s). Therefore we can make the same choices for A, α, b, a and e,

independently of Γ and g, to get that

‖h‖2H1
ε
∼ ‖h‖2L2

x,v
+ ‖∇xh‖2L2

x,v
+ ε2 ‖∇vh‖2L2

x,v
,

and that, once those parameters are fixed, there exist K
(1)
0 , K

(1)
1 , K

(1)
2 > 0 such that

for all 0 < ε 6 1,
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d

dt
‖h‖2H1

ε
6 −K(1)

0

(
‖h‖2Λ + ‖∇x,vh‖2Λ

)
+K

(1)
1

(
G1
x(g, h)

)2
+ ε2K

(1)
2

(
G1
x,v(g, h)

)2
,

which is the expected result in the case s = 1.

5.2. The induction in higher order Sobolev spaces. Then we assume that the
theorem is true up to the integer s − 1, s > 1. Then we suppose that L satisfies
(H1’), (H2’) and (H3) and we consider ε in (0, 1].
Since hin is in Ker(Gε)

⊥, h belongs to Ker(Gε)
⊥ for all t and so we can use the

results given in the toolbox.

As in the proof in the linear case we define:

Fs(t) =
∑

|j|+|l|=s

|j|>2

ε2B
∥∥∂jl h

∥∥2
L2
x,v

+B′
∑

|l|=s

i,ci(l)>0

Ql,i(t),

Ql,i(t) = α
∥∥∂0l h

∥∥2
L2
x,v

+ bε2
∥∥∂δil−δi

h
∥∥2
L2
x,v

+ aε〈∂δil−δi
h, ∂0l h〉L2

x,v
,

where the constants, strictly positive, will be chosen later.
Like in the section above, we shall study the time evolution of every term involved

in Fs in order to bound above dFs/dt(t) with expected coefficients.

5.2.1. The time evolution of Ql,i. We will first study the time evolution of Ql,i for
given |j|+ |l| = s. The toolbox already gave us all the bounds we need and we just
have to gather them in the following way: α(3.10)+ bε2(3.12)+aε(3.13). This leads
to, because 0 < ε 6 1,

d

dt
Ql,i(t) 6

1

ε2
[
CLea− λα

] ∥∥∂0l h⊥
∥∥2
Λ
+

[
2CLa

e
− νΛ5 b

] ∥∥∂δil−δi
h
∥∥2
Λ

+

[
3νΛ1
νΛ5 ν

Λ
0

b− a

] ∥∥∂0l h
∥∥2
L2
x,v

+Ks−1b ‖h‖Hs−1
x,v

+

[
ανΛ1
νΛ0 λ

+
νΛ1 ea

CLνΛ0

]
(Gs

x(g, h))
2 +

3νΛ1 b

νΛ0 ν
Λ
5

ε2
(
Gs
x,v(g, h)

)2
.

One can notice that, except for the term in ‖h‖Hs−1
x,v

, we have exactly the same

kind of bound as in the case s = 1, given by (5.1). Therefore we can choose α, b, a,
e, independently of ε, Γ and g such that it exists KQ, KΓ1, KΓ2 > 0 and Cs−1 > 0
such that for all 0 < ε 6 1:

• Ql,i(t) ∼ ‖∂0l h‖
2
L2
x,v

+ ε2
∥∥∂δil−δi

h
∥∥2
L2
x,v
,

•
d

dt
Ql,i(t) 6 −KQ

(∥∥∂0l h
∥∥2
Λ
+
∥∥∂δil−δi

h
∥∥2
Λ

)
+KΓ1 (Gs

x(g, h))
2

+ε2KΓ2

(
Gs
x,v(g, h)

)2
+ Cs−1 ‖h‖Hs−1

x,v
,

where we used (3.4) (equivalence of norms L2
x,v and Λ on the fluid part) to get

∥∥∂0l h
∥∥2
Λ
6 C ′

(∥∥∂0l h⊥
∥∥2
Λ
+
∥∥∂0l h

∥∥2
L2
x,v

)
.
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5.2.2. The time evolution of Fs and conclusion. The last result about Ql,i gives us
that

Fs(t) ∼
∑

|l|=s

∥∥∂0l h
∥∥2
L2
x,v

+ ε2
∑

|l|+|j|=s

|j|>1

∥∥∂jl h
∥∥2
L2
x,v
,

so it remains to show that Fs satisfies the property describe by the theorem for some
B and B′.

To study the time evolution of Fs we just need to combine the evolution of Ql,i

and the one of
∥∥∂jl h

∥∥2
L2
x,v

which is given in the toolbox by (3.11).

d

dt
Fs(t) 6

∑

|j|+|l|=s

|j|>2

−νΛ5 B
∥∥∂jl h

∥∥2
Λ
+
∑

|j|+|l|=s

|j|>2

3(νΛ1 )
2d

νΛ5 (ν
Λ
0 )

2
Bε2

∑

i,ci(j)>0

∥∥∥∂j−δi
l+δi

h
∥∥∥
2

Λ

−KQB
′
∑

|l|=s

i,ci(l)>0

(∥∥∂0l h
∥∥2
Λ
+
∥∥∂δil−δi

h
∥∥2
Λ

)

+



∑

|j|+|l|=s

|j|>2

Ks−1B +
∑

|l|=s

i,ci(l)>0

B′Cs−1


 ‖h‖2Hs−1

x,v
(5.2)

+
∑

|l|=s

i,ci(l)>0

B′KΓ1 (Gs
x(g, h))

2

+ε2



∑

|l|=s

i,ci(l)>0

B′KΓ2 +
∑

|j|+|l|=s

|j|>2

3νΛ1
νΛ0 ν

Λ
5

B



(
Gs
x,v(g, h)

)2
.

One can easily see that, apart from the terms including Γ, we have exactly the
same bound as in the proof in the linear case, equation (4.2). Therefore we can
choose B, B′ and εd like we did, thus independent of Γ and g, to have for all
0 < ε 6 εd

d

dt
Fs(t) 6 C

(s−1)
+ ‖h‖2Hs−1

x,v
−



∑

|j|+|l|=s

∥∥∂jl h
∥∥2
Λ




+K̃Γ1 (Gs
x(g, h))

2 + ε2K̃Γ2

(
Gs
x,v(g, h)

)2
,

with C
(s−1)
+ , K̃Γ1 and K̃Γ2 positive constants independent of ε, Γ and g.

To conclude we just have to, as in the linear case, take a linear combination of
the (Fp)p6s and use the induction hypothesis (remember that both Gp

x,v and Gp
x are
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increasing functions of p) to obtain the expected result: ∀ 0 < ε 6 εd ,

d

dt

(
n∑

p=1

CpFp(t)

)
6 − K

(s)
0




∑

|j|+|l||6s

∥∥∂jl h
∥∥2
Λ



 +K
(s)
1 (Gs

x(g, h))
2

+ ε2K
(s)
1

(
Gs
x,v(g, h)

)2
,

with this linear combination being equivalent to

‖·‖2L2
x,v

+
∑

|l|6s

∥∥∂0l ·
∥∥2
L2
x,v

+ ε2
∑

|l|+|j|6s

|j|>1

∥∥∂jl ·
∥∥2
L2
x,v

and so fits the expected requirements.

6. Existence and exponential decay: proof of Theorem 2.3

One can clearly see that solving the kinetic equation (1.2) in the setting f =
µ + εµ1/2h is equivalent to solving the linearized kinetic equation (1.3) directly.
Therefore we are going to focus only on this linearized equation.

The proof relies on the a priori estimate derived in the previous section. We shall
use this inequality as a bootstrap to obtain first the existence of solutions thanks
to an iteration scheme and then the exponential decay of those solutions, as long as
the initial data is small enough.

6.1. Proof of the existence of global solutions.

6.1.1. Construction of solutions to a linearized problem. Here we will follow the
classical method that is approximating our solution by a sequence of solutions of
a linearization of our initial problem. Then we have to construct a functional on
Sobolev spaces for which this sequence can be uniformly bounded in order to be able
to extract a convergent subsequence.
Starting from h0 in Hs

x,v ∩ Ker(Gε)
⊥, to be define later, we define the function

hn+1 in Hs
x,v by induction on n > 0 :

(6.1)





∂thn+1 +
1

ε
v.∇xhn+1 =

1

ε2
L(hn+1) +

1

ε
Γ(hn, hn+1)

hn+1(0, x, v) = hin(x, v),

First we need to check that our sequence is well-defined.

Lemma 6.1. Let L be satisfying assumptions (H1’), (H2’) and (H3), and let Γ be
satisfying assumptions (H4) and (H5).
Then, it exists 0 < εd 6 1 such that for all s > s0 (defined in (H4)), it exists

δs > 0 such that for all 0 < ε 6 εd, if ‖hin‖Hs
ε
6 δs then the sequence (hn)n∈N is

well-defined, continuous in time, in Hs
x,v and belongs to Ker(Gε)

⊥.

Proof of Lemma 6.1. By induction, let us suppose that for a fixed n > 0 we have
constructed hn in Hs

x,v, which is true for hin.
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Using the previous notation one can see that we are in fact trying to solve the
linear equation on the torus:

∂thn+1 = Gε(hn+1) +
1

ε
Γ(hn, hn+1)

with hin as an initial data.
The existence of a solution hn+1 has already been shown for each equation covered

by the hypocoercivity theory in the case ε = 1 (see papers described in the intro-
duction). It was proved by fixed point arguments applied to the Duhamel’s formula.
In order not to write several times the same estimates one may use our next lemma
6.2 together with the Duhamel’s formula (instead of considering directly the time
derivative of hn+1) to get a fixed point argument as long as hin is small enough, the
smallness not depending on ε.

As shown in the study of the linear part of the linearized model, under assumptions
(H1’), (H2’) and (H3) Gε generates a C0-semigroup on Hs

x,v, for all 0 < ε 6 εd.
Moreover, hypothesis (H4) shows us that Γ(hn, ·) is a bounded linear operator from
(Hs

x,v, E(·)) to (Hs
x,v, ‖·‖Hs

x,v
). Thus hn+1 is in Hs

x,v.

The belonging to Ker(Gε)
⊥ is direct since Γ(hn, ·) is in Ker(Gε)

⊥ (hypothesis
(H5)). �

Then we have to strongly bound the sequence, at least in short time, to have a
chance to obtain a convergent subsequence, up to an extraction.

6.1.2. Boundedness of the sequence. We are about to prove the global existence in
time of solutions in C(R+, ‖.‖Hs

ε
).That will give us existence of solutions in standard

Sobolev’s spaces as long as the initial data is small enough in the sense of the Hs
ε-

norm,which is smaller than the standard Hs
x,v-norm. To achieve that we define a

new functional on Hs
x,v

(6.2) E(h) = sup
t∈R+

(
‖h(t)‖2Hs

ε
+

∫ t

0

‖h(s)‖2Hs
Λ
ds

)
.

Lemma 6.2. Let L be satisfying assumptions (H1’), (H2’) and (H3), and let Γ be
satisfying assumptions (H4) and (H5).
Then it exists 0 < εd 6 1 such that for all s > s0 (defined in (H4)) it exists δs > 0

independent of ε, such that for all 0 < ε 6 εd, if ‖hin‖Hs
ε
6 δs then

(E(hn) 6 δs) ⇒ (E(hn+1) 6 δs) .

Proof of Lemma 6.2. We let t > 0.
We know that hin belongs to Hs

x,v∩Ker(Gε)
⊥. Moreover we have, thanks to Lemma

6.1, that (hn) is well-defined, in Ker(Gε)
⊥ and in Hs

x,v, since s > s0. Moreover, Γ
satisfies (H5). Therefore we can use the Proposition 2.2 to write, for ε 6 εd (εd
being the minimum between the one in Lemma 6.1 and the one in Proposition 2.2),

d

dt
‖hn+1‖2Hs

ε
6 −K(s)

0 ‖hn+1‖2Hs
Λ
+K

(s)
1 (Gs

x(hn, hn+1))
2 + ε2K

(s)
2

(
Gs
x,v(hn, hn+1)

)2
.
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We can use the hypothesis (H4) and the fact that

(6.3) Cm


‖.‖2L2

x,v
+
∑

|l|6s

∥∥∂0l .
∥∥2
L2
x,v

+ ε2
∑

|l|+|j|6s

|j|>1

∥∥∂jl .
∥∥2
L2
x,v


 6 ‖.‖2Hs

ε
6 CM ‖.‖Hs

x,v
,

to get the following upper bounds:

(Gs
x(hn, hn+1))

2
6

C2
Γ

Cm

(
‖hn‖2Hs

ε
‖hn+1‖2Hs

Λ
+ ‖hn+1‖2Hs

ε
‖hn‖2Hs

Λ

)

(
Gs
x,v(hn, hn+1)

)2
6

C2
Γ

Cmε2

(
‖hn‖2Hs

ε
‖hn+1‖2Hs

Λ
+ ‖hn+1‖2Hs

ε
‖hn‖2Hs

Λ

)
.

Therefore we have the following upper bound, where K1 and K2 are constants
independent of ε:

d

dt
‖hn+1‖2Hs

ε
6 −K(s)

0 ‖hn+1‖2Hs
Λ
+K1 ‖hn‖2Hs

ε
‖hn+1‖2Hs

Λ
+K2 ‖hn+1‖2Hs

ε
‖hn‖2Hs

Λ

6

[
K1E(hn)−K

(s)
0

]
‖hn+1‖2Hs

Λ
+K2E(hn+1) ‖hn‖2Hs

Λ
.

We consider now that E(hn) 6 K
(s)
0 /2K1.

We can integrate the equation above between 0 and t and one obtains

‖hn+1‖2Hs
ε
+
K

(s)
0

2

∫ t

0

‖hn+1‖2Hs
Λ
ds 6 ‖h0‖2Hs

ε
+KE(hn+1)E(hn).

This is true for all t > 0, then we define C = min{1, K(s)
0 /2}, if E(hn) 6 C/2K

we have

E(hn+1) 6
2

C
‖h0‖2Hs

ε
.

Therefore choosing M (s) = min{C/2K,K(s)
0 /2K1} and δs 6 min{M (s)C/2,M (s)}

gives us the expected result.
�

6.1.3. The global existence of solutions. Now we are able to prove the global exis-
tence result:

Theorem 6.3. Let L be satisfying assumptions (H1’), (H2’) and (H3), and let Γ be
satisfying assumptions (H4) and (H5).
Then it exists 0 < εd 6 1 such that for all s > s0 (defined in (H4)), it exists δs > 0
and for all 0 < ε 6 εd:

If ‖hin‖Hs
ε
6 δs then there exist a solution of (1.3) in C(R+, E(·)) and it satisfies,

for some constant C > 0,

E(h) 6 C ‖hin‖2Hs
ε
.
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Proof of Theorem 6.3. Regarding Lemma 6.2, by induction we can strongly bound
the sequence (hn)n∈N, as long as E(h0) 6 δs, the constant being defined in Lemma
6.2 . Therefore, defining h0 to be hin at t = 0 and 0 elsewhere gives us E(h0) =
‖hin‖Hs

ε
6 δs.

Thus, we have the boundedness of the sequence (hn)n∈N in L∞
t H

s
x,v ∩ L1

tH
s
Λ. By

compact embeddings into smaller Sobolev’s spaces (Rellich theorem) we can take
the limit in (6.1) as n tends to +∞, since Gε and Γ are continuous. We obtain h a
solution, in C(R+, E(·)), to





∂th +
1

ε
v.∇xh =

1

ε2
L(h) +

1

ε
Γ(h, h)

h(0, x, v) = hin(x, v).

�

6.2. Proof of the exponential decay. The function constructed above, h, is in
Ker(Gε)

⊥ for all 0 < ε 6 1. Moreover, this function is clearly a solution of the
following equation:

∂th = Gε(h) +
1

ε
Γ(h, h),

with Γ satisfying (H5). Therefore, we can use the a priori estimate on solutions of
the full perturbative model concerning the time evolution of the Hs

ε-norm (where we
will omit to write the dependence on s for clearness purpose), Proposition 2.2.

d

dt
‖h‖2Hs

ε
6 −K0 ‖h‖2Hs

Λ
+K1 (Gs

x(h, h))
2 + ε2K2

(
Gs
x,v(h, h)

)2
.

Moreover, using (6.3) and hypothesis (H4) to find:

(Gs
x(h, h))

2
6

2C2
Γ

Cm

‖h‖2Hs
ε
‖h‖2Hs

Λ

(
Gs
x,v(h, h)

)2
6

2C2
Γ

Cmε2
‖h‖2Hs

ε
‖h‖2Hs

Λ
.

Hence, K being a constant independent of ε:

d

dt
‖h‖2Hs

ε
6

(
K ‖h‖2Hs

ε
−K0

)
‖h‖2Hs

Λ
.

Therefore, one can notice that if ‖hin‖2Hs
ε
6 K0/2K then we have that ‖h‖2Hs

ε
is

decreasing in time. Hence, because the Λ-norm controls the L2-norm which controls
the H-norm:

d

dt
‖h‖2Hs

ε
6 −K0

2
‖h‖2Hs

Λ

6 −K0

2

νΛ0
νΛ1 CM

‖h‖2Hs
ε
.

Then we have directly, by Gronwall’s lemma and setting τs = K0ν
Λ
0 /4ν

Λ
1 CM ,

‖h‖2Hs
ε
6 ‖hin‖2Hs

ε
e−2τst
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as long as ‖hin‖2Hs
ε
6 K0/2K, which is the expected result with δs 6

√
K0/2K.

7. Exponential decay of v-derivatives: proof of Theorem 2.4

In order to prove this theorem we are going to state a proposition giving an a
priori estimate on a solution to the equation (1.3)

∂th+
1

ε
v.∇xh =

1

ε2
L(h) +

1

ε
Γ(h, h).

We remind the reader that we work in Hs
x,v with the following positive functional

‖·‖2Hs
ε⊥

=
∑

|j|+|l|6s

|j|>1

b
(s)
j,l

∥∥∂jl (Id− πL)·
∥∥2
L2
x,v
+
∑

|l|6s

α
(s)
l

∥∥∂0l ·
∥∥2
L2
x,v
+
∑

|l|6s

i,ci(l)>0

a
(s)
i,l ε〈∂δil−δi

·, ∂0l ·〉L2
x,v
.

One can notice that if we choose coefficients (b
(s)
j,l ), (α

(s)
l ), (a

(s)
i,l ) > 0 such that

‖·‖2Hs
1⊥

is equivalent to

∑

|j|+|l|6s

|j|>1

∥∥∂jl (Id− πL)·
∥∥2
L2
x,v

+
∑

|l|6s

∥∥∂0l ·
∥∥2
L2
x,v

then for all ε less than some ε0, ‖·‖2Hs
ε⊥

is also equivalent to the latter norm with

equivalence coefficients not depending on ε.

Moreover, using equation (3.3), we have that
∥∥∂jl h

∥∥2
L2
x,v

6 Cπs

∥∥∂0l h
∥∥2
L2
x,v

+
∥∥∂jl h⊥

∥∥2
L2
x,v

6 2Cπs

∥∥∂0l h
∥∥2
L2
x,v

+
∥∥∂jl h

∥∥2
L2
x,v
,

and therefore ∑

|j|+|l|6s

|j|>1

∥∥∂jl (Id− πL)
∥∥2
L2
x,v

+
∑

|l|6s

∥∥∂0l .
∥∥2
L2
x,v

is equivalent to the standard Sobolev norm. Thus, we will just construct coefficients

(b
(s)
j,l ), (α

(s)
l ) and (a

(s)
i,l ) so that ‖.‖2Hs

1⊥
is equivalent to the latter norm and then for ε

small enough we will have the equivalence, not depending on ε, between ‖·‖2Hs
ε⊥

and

the Hs
x,v-norm.

7.1. An a priori estimate. In this subsection we will prove the following proposi-
tion:

Proposition 7.1. If L is a linear operator satisfying the conditions (H1’), (H2’)
and (H3) and Γ a bilinear operator satisfying (H5) then it exists 0 < εd 6 1 such
that for all s in N∗,

(1) for hin in Ker(Gε)
⊥ if we have h an associated solution of

∂th +
1

ε
v · ∇xh =

1

ε2
L(h) +

1

ε
Γ(h, h),

(2) there exist K
(s)
0 , K

(s)
1 , (b

(s)
j,l ), (α

(s)
l ), (a

(s)
i,l ) > 0 such that for all 0 < ε 6 εd:

• ‖·‖Hs
ε⊥

∼ ‖·‖Hs
x,v
,
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• ∀hin ∈ Hs
x,v ∩Ker(Gε)

⊥ ,

d

dt
‖h‖2Hs

ε⊥
6 −K(s)

0


 1

ε2
∥∥h⊥

∥∥2
Hs

Λ
+
∑

16|l|6s

∥∥∂0l h
∥∥2
L2
x,v


 +K

(s)
1

(
Gs
x,v(h, h)

)2
.

Remark 7.2. We notice here that in front of the microscopic part of h is a negative
constant order −1/ε2 which is the same order than the control derived by Guo in
[22] for his dissipation rate.

We will prove that proposition by induction on s.
So we take hin in Hs

x,v ∩Ker(Gε)
⊥ and we consider the associated solution of (1.3),

denoted by h. One can notice that thanks to (H5), h remains in Ker(Gε)
⊥ for all

times and thus we are allowed to use the inequalities given in the toolbox

7.1.1. The case s = 1. In that case we have

‖h‖2H1
ε⊥

= A ‖h‖2L2
x,v

+ α ‖∇xh‖2L2
x,v

+ b
∥∥∇vh

⊥∥∥2
L2
x,v

+ aε〈∇xh,∇vh〉L2
x,v
,

with A, α, b and a strictly positive.

Therefore we can study the time evolution of that operator acting on h by gather-
ing results given in the toolbox. We simply take A(3.6)+α(3.7)+ b(3.14)+aε(3.15)

d

dt
‖h‖2H1

ε⊥
6

1

ε2
[
K⊥

1 b− λA
] ∥∥h⊥

∥∥2
Λ
+

1

ε2
[
K⊥ea− λα

] ∥∥∇xh
⊥∥∥2

Λ

+
1

ε2

[
1

4Cπ1CπCp

a

e
− b

νΛ3
2

] ∥∥∇vh
⊥∥∥2

Λ
+
[
K⊥

dxb−
a

2

]
‖∇xh‖2L2

x,v

+K(A, α, b, a)
(
G1
x,v(h, h)

)2
,(7.1)

with K a fonction only depending on the coefficients appearing in hypocoercivity
hypothesis and independent of ε.

We directly see that we have exactly the same kind of bound as the one we
obtain while working on the a priori estimates for the operator ‖h‖H1

ε
, equation

(5.1). Therefore we can choose of coefficients A, α, b, e and a in the same way (in
the right order) and use the same inequalities to finally obtain the expected result:
∃K0, K1 > 0, ∀ 0 < ε 6 1,

d

dt
‖h‖2H1

ε⊥
6 −K(1)

0

(
1

ε2
∥∥h⊥

∥∥2
Λ
+

1

ε2
∥∥∇xh

⊥∥∥2
Λ
+

1

ε2
∥∥∇vh

⊥∥∥2
Λ
+ ‖∇xh‖2L2

x,v

)

+K
(1)
1

(
G1
x,v(h, h)

)2
,

with the constantsK
(1)
0 andK

(1)
1 independent of ε, and ‖h‖2H1

1⊥
equivalent to ‖h‖2L2

x,v
+

‖∇xh‖2L2
x,v

+
∥∥∇vh

⊥∥∥2
L2
x,v
. Therefore, for all ε small enough we have the expected

result in the case s = 1.
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7.1.2. The induction in higher order Sobolev spaces. Then we assume that the the-
orem is true up to the integer s− 1, s > 1. Then we suppose that L satisfies (H1’),
(H2’) and (H3) and we consider ε in (0, 1].
Since hin is in Ker(Gε)

⊥, h belongs to Ker(Gε)
⊥ for all t and so we can use the

results given in the toolbox.
As in the proofs of previous sections, we define on Hs

x,v:

Fs(t) =
∑

|j|+|l|=s

|j|>2

B
∥∥∂jl h⊥

∥∥2
L2
x,v

+B′
∑

|l|=s

i,ci(l)>0

Ql,i(t),

Ql,i(t) = α
∥∥∂0l h

∥∥2
L2
x,v

+ b
∥∥∂δil−δi

h⊥
∥∥2
L2
x,v

+ aε〈∂δil−δi
h, ∂0l h〉L2

x,v
,

where the constants, strictly positive, will be chosen later.

Like in the section above, we shall study the time evolution of every term involved
in Fs in order to bound above dFs

dt
(t) with expected coefficients. However, in this

subsection we will need to control all the Ql,i’s in the same time rather than treating
them separately as we did in the proof of Proposition (2.2), because the toolbox tells
us that each Ql,i is controlled by quantities appearing in the others.

7.1.3. The time evolution of
∑
Ql,i. Gathering the toolbox inequalities in the fol-

lowing way: α(3.10) + b(3.17) + aε(3.18). This yields, because 0 < ε 6 1 and
Card{i, ci(l) > 0} 6 d,

d

dt



∑

|l|=s

i,ci(l)>0

Ql,i(t)


 6

1

ε2

[
K̃⊥ea− λα

]∑

|l|=s

∥∥∂0l h⊥
∥∥2
Λ

+
1

ε2

[
1

4CπsCπd

a

e
− νΛ5 b

] ∑

|l|=s

i,ci(l)>0

∥∥∂δil−δi
h⊥
∥∥2
Λ

+
[
K⊥

dldb−
a

2

]∑

|l|=s

∥∥∂0l h
∥∥2
L2
x,v

+
a

4

∑

|l|6s−1

∥∥∂0l h
∥∥2
L2
x,v

+
bK⊥

s−1

ε2



∑

|l|+|j|=s

i,ci(l)>0

1



∥∥h⊥

∥∥2
Hs−1

x,v
+K(α, b, a, e)

(
Gs
x,v(h, h)

)2
,

with K a fonction only depending on the coefficients appearing in hypocoercivity
hypothesis and independent of ε.
One can notice that except for the terms in ‖h‖Hs−1

x,v
and

∑
|l|6s−1

‖∂0l h‖
2
L2
x,v
, we have

exactly the same bound as in the case s = 1, equation (7.1). Therefore we can
choose α, b, a, e, independently of ε and Γ such that it exists K ′

0 > 0, K ′
1 > 0 and

C0, C1 > 0 such that for all 0 < ε 6 1:

• ∑
|l|=s

i,ci(l)>0

Ql,i(t) ∼
∑
|l|=s

i,ci(l)>0

(
‖∂0l h‖

2
L2
x,v

+
∥∥∂δil−δi

h⊥
∥∥2
L2
x,v

)
,
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•

d

dt

∑

|l|=s

i,ci(l)>0

Ql,i(t) 6 − K ′
0




1

ε2

∑

|l|=s

∥∥∂0l h⊥
∥∥2
Λ
+

1

ε2

∑

|l|=s

i,ci(l)>0

∥∥∂δil−δi
h⊥
∥∥2
Λ

+
∑

|l|=s

∥∥∂0l h
∥∥2
L2
x,v




+
C0

ε2
∥∥h⊥

∥∥2
Hs−1

x,v
+ C1

∑

|l|6s−1

∥∥∂0l h
∥∥2
L2
x,v

+K ′
1

(
Gs
x,v(h, h)

)2
.

7.1.4. The time evolution of Fs and conclusion. We can finally obtain the time

evolution of Fs, using d
dt

∥∥∂jl h⊥
∥∥2
L2
x,v
, equation (3.16), so that there is no more ε

in front of the Γ term:

d

dt
Fs(t) 6 −Bν

λ
5

ε2

∑

|j|+|l|=s

|j|>2

∥∥∂jl h⊥
∥∥2
Λ
+B

9(νΛ1 )
2d

2(νΛ0 )
2νΛ5

∑

|j|+|l|=s

|j|>2

∑

i,ci(j)>0

∥∥∥∂j−δi
l+δi

h⊥
∥∥∥
2

Λ

−K ′
0B

′




1

ε2

∑

|l|=s

∥∥∂0l h⊥
∥∥2
Λ
+

1

ε2

∑

|l|=s

i,ci(l)>0

∥∥∂δil−δi
h⊥
∥∥2
Λ
+
∑

|l|=s

∥∥∂0l h
∥∥2
L2
x,v




+



∑

|j|+|l|=s

|j|>2

BK⊥
dl +B′C1



∑

|l|6s−1

∥∥∂0l h
∥∥2
L2
x,v

+
1

ε2



∑

|j|+|l|=s

|j|>2

BK⊥
s−1 +B′C0



∥∥h⊥

∥∥2
Hs−1

x,v

+



∑

|j|+|l|=s

|j|>2

3BνΛ1
νΛ0 ν

Λ
5

+B′K ′
1



(
Gs
x,v(h, h)

)2
,

Therefore we obtain the same bound (except
∑

|l|6s−1

‖∂0l h‖
2
L2
x,v
) as in the proof of

Proposition 2.2, equation (5.2), and so by choosing coefficients in the same way we

have that it exists C
(s)
+ > 0, 0 < εd 6 1 and K

(s∗)
1 > 0, none of them depending on

ε, such that for all 0 < ε 6 εd:
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d

dt
Fs(t) 6 C

(s)
+


 1

ε2

∑

|j|+|l|6s−1

∥∥∂jl h⊥
∥∥2
Λ
+
∑

|l|6s−1

∥∥∂0l h
∥∥2
L2
x,v




−


 1

ε2

∑

|j|+|l|=s

∥∥∂jl h⊥
∥∥2
Λ
+
∑

|l|=s

∥∥∂0l h
∥∥2
L2
x,v




+K
(s∗)
1

(
Gs
x,v(h, h)

)2
.

This inequality is true for all s and therefore we can take a linear combination of
the Fs to obtain the required result. Using the induction hypothesis on F1 up to
Fs−1 we also have the equivalence of norms.

7.2. The exponential decay: proof of Theorem 2.4. Thanks to Theorem 2.3,
we know that we have a solution to the equation (1.3) for any given hin small enough
in the standard Sobolev norm. Call h the associated solution of hin ∈ Hs

x,v to (1.3).
Since the existence has been proved we can use the a priori estimate above and the
Proposition 7.1.
Thus we have

d

dt
‖h‖2Hs

ε⊥
6 −K(s)

0



 1

ε2
∥∥h⊥

∥∥2
Hs

Λ
+
∑

16|l|6s

∥∥∂0l h
∥∥2
L2
x,v



+K
(s)
1

(
Gs
x,v(h, h)

)2
.

As before we can use (3.4) (equivalence of norms L2
x,v and Λ on the fluid part) to

get, for |l| > 1,
∥∥∂0l h

∥∥2
Λ
6 C ′

(∥∥∂0l h⊥
∥∥2
Λ
+
∥∥∂0l h

∥∥2
L2
x,v

)
,

and for the case |l| 6 1 we can apply the Poincaré inequality (3.5) together with the
equivalence of the L2

x,v-norm and the Λ-norm on the fluid part πL, (3.4) to get

∃C,C ′ > 0,





‖h‖2Λ 6 C
(∥∥h⊥

∥∥2
Λ
+ 1

2
‖∇xh‖2L2

x,v

)
,

‖∇xh‖2Λ 6 C ′
(∥∥∇xh

⊥∥∥2
Λ
+ 1

2
‖∇xh‖2L2

x,v

)
.

Then we get that

d

dt
‖h‖2Hs

ε⊥
6 −K(s)

0



∑

|j|+|l|6s

|j|>1

∥∥∂jl h⊥
∥∥2
Λ
+
∑

|l|6s

∥∥∂0l h
∥∥2
Λ


+K

(s)
1

(
Gs
x,v(h, h)

)2

6 −K(s∗)
0 ‖h‖2Hs

Λ
+K

(s)
1

(
Gs
x,v(h, h)

)2
.

Then for s > s0, defined in (H4), and because Γ satisfies (H4) we can write

d

dt
‖h‖2Hs

ε⊥
6

(
K

(s)
1 C2

Γ ‖h‖2Hs
x,v

−K
(s∗)
0

)
‖h‖2Hs

Λ
.
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Because ‖h‖Hs
ε⊥

and ‖h‖2Hs
x,v

are equivalent, independently of ε, we finally have

d

dt
‖h‖2Hs

ε⊥
6

(
K

(s)
1 C2

ΓC ‖h‖2Hs
ε⊥

−K
(s∗)
0

)
‖h‖2Hs

Λ
.

Therefore if

‖hin‖2Hs
ε⊥

6
K

(s∗)
0

2K
(s)
1 C2

ΓC

we have that ‖h‖2Hs
ε⊥

is always decreasing on R+ and so for all t > 0

d

dt
‖h‖2Hs

ε⊥
6 − K

(s∗)
0

2K
(s)
1 C2

ΓC
‖h‖2Hs

Λ
.

And theHs
Λ-norm controls theHs

x,v-norm which is equivalent to theHs
ε⊥-norm. Thus

applying Gronwall’s lemma gives us the expected exponential decay.

8. Incompressible Navier-Stokes Limit: proof of Theorem 2.5

In this section we consider s > s0, 0 < ε 6 εd and we take hin in Hs
x,v such that

‖hin‖Hs
ε
6 δs.

Therefore we know, thanks to theorem 2.3, that we have a solution hε to the lin-
earized Boltzmann equation

∂thε +
1

ε
v.∇xhε =

1

ε2
L(hε) +

1

ε
Γ(hε, hε),

with hε(0, x, v) = hin(x, v). Moreover, we also know that (hε) tends weakly-* to h
in L∞

t (Hs
xL

2
v).

The first step towards the proof of Theorem 2.5 is to derived a convergence rate
in finite time. Then, as described in Section 1.3, we shall interpolate this result with
the exponential decay behaviour of our solutions in order to obtain a global in time
convergence.

8.1. A convergence in finite time. In Remark 8.13, we define VT (ε) and prove
the following result

∀T > 0, VT (ε) = sup
t∈[0,T ]

‖hε − h‖L∞
x L2

v
→ 0, as ε→ 0.

Thanks to this remark we can give an explicit convergence in finite time.

Theorem 8.1. Consider s > s0 and hin in Hs
x,v such that ‖hin‖Hs

ε
6 δs.

Then, (hε)ε>0 exists for all 0 < ε 6 εd and converges weakly* in L∞
t (Hs

xL
2
v)

towards h such that h ∈ Ker(L), with ∇x · u = 0 and ρ+ θ = 0.

Furthermore,
∫ T

0
hdt belongs to Hs

xL
2
v and it exists C > 0 such that for all T > 0,

∥∥∥∥
∫ T

0

hdt−
∫ T

0

hεdt

∥∥∥∥
Hs

xL
2
v

6 Cmax{
√
ε,
√
Tε, TVT (ε)}.

One can have a strong convergence in L2
[0,T ]H

s
xL

2
v only if hin is in Ker(L) with ∇x ·

uin = 0 and ρin + θin = 0 (initial layer conditions). Moreover, in that case we have,
for all T > 0,

‖h− hε‖L2
[0,T ]

Hs
xL

2
v
6 Cmax{

√
ε,
√
TVT (ε)},
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and for all δ in [0, 1], if hin belongs to Hs+δ
x L2

v,

sup
t∈[0,T ]

‖h− hε‖Hs
xL

2
v
(t) 6 Cmax{εmin(δ,1/2), VT (ε)}.

Remark 8.2. We mention here that the obligation of an integration in time for non
special initial condition is only due to the linear part ε−2L− ε−1v · ∇x, whereas the
case T = +∞ is prevented by the second order term Γ.

We proved in the linear case, theorem 2.1, that the linear operator Gε = ε−2L −
ε−1v · ∇x generates a semigroup etGε on Hs

x,v. Therefore we can use Duhamel’s
principle to rewrite our equation under the following form, defining uε = Γ(hε, hε),

hε = etGεhin +

∫ t

0

1

ε
e(t−s)Gεuε(s)ds

:= Uεhin +Ψε(uε).(8.1)

The article by Ellis and Pinsky [12] gives us a Fourier theory in x of the semigroup
etGε and therefore we are going to use it to study the strong limit of Uεhin and Ψε(uε)
as ε tends to 0. We will denote by Fx the Fourier transform in x on the torus (which
is discrete) and n the discrete variable associated in Zd.
From [12], we are using Theorem 3.1, rewriten thanks with the Proposition 2.6 and
the Appendix II with δ = λ/4 in Proposition 2.3, to get the following theorem

Theorem 8.3. There exists n0 ∈ R∗+, there exists functions

• λj : [−n0, n0] −→ C, −1 6 j 6 2, C∞

• ej : [−n0, n0]× Sd−1 −→ L2
v

(ζ, ω) 7−→ ej(ζ, ω)
, −1 6 j 6 d, C∞ in ζ and C0 in ω,

such that

(1) for all −1 6 j 6 2, λj(ζ) = iαjζ − βjζ
2 + γj(ζ), where αj ∈ R, with

α0 = α2 = 0, βj < 0 and |γj(ζ)| 6 Cγ |ζ |3 with |γj(ζ)| 6 βj

2
|ζ |2 ,

(2) for all −1 6 j 6 d
• ej(ζ, ω) = e0j(ω) + ζe1j(ω) + ζ2e2j(ζ, ω),

• e0−1(ω)(v) = e01(−ω)(v) = A
(
1− ω.v + |v|2−d

2

)
µ(v)1/2,

(3) we have etGε = F−1
x Û(t/ε2, εn, v)Fx where

Û(t, n, v) =
2∑

j=−1

Ûj(t, n, v) + ÛR(t, n, v)

with the following properties

• for −1 6 j 6 2, Ûj(t, n, v) = χ|n|6n0e
tλj(|n|)Pj

(
|n| , n

|n|

)
(v),

• for −1 6 j 6 1, Pj

(
|n| , n

|n|

)
= ej

(
|n| , n

|n|

)
⊗ ej

(
|n| , −n

|n|

)
,

• P2

(
|n| , n

|n|

)
=

d∑
j=2

ej

(
|n| , n

|n|

)
⊗ ej

(
|n| , −n

|n|

)
,

• for −1 6 j 6 2, Pj

(
|n| , n

|n|

)
= P0j

(
n
|n|

)
+|n|P1j

(
n
|n|

)
+|n|2 P2j

(
|n| , n

|n|

)
,
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•
2∑

j=−1

P0j = πL,

• it exists CR, σ > 0 such that for all t ∈ R+ and all n ∈ Zd,

|||ÛR(t, n, v)|||L2
v
6 CRe

−σt.

Remark 8.4. This decomposition of the spectrum of the linear operator is based on
a low and high frequencies decomposition. It shows that the spectrum of the whole
operator can be viewed as a perturbation of the spectrum of the homogeneous linear
operator. It can be divided into large eigenvalues, which are negative and therefore
create a strong semigroup property for the remainder term, and small eigenvalues
around the origin that are smooth perturbations of the homogeneous ones.

This theorem gives us all the tools we need to study the convergence as ε tends
to 0 since we have an explicit form for the Fourier transform of the semigroup. We
also know that this semigroup commutes with the pure x-derivatives. Therefore,
studying the convergence in the L2

xL
2
v-norm will be enough to obtain the desired

result in the Hs
xL

2
v-norm.

We are going to prove the following convergences in the different settings stated by
Theorem 2.5

(1) Uεhin tends to V (t, x, v)hin with V (0, x, v)hin = V (0)(hin)(x, v) where V (0)
the projection on the subset of Ker(L) consisting in functions g such that
∇x · ug = 0 and ρg + θg = 0,

(2) Ψε(uε) converges to Ψ(h, h) with Ψ(h, h)(t = 0) = 0.

8.1.1. Study of the linear part. We remind here that we have

Uεhin = F−1
x Ûε(t, n, v)ĥin(n, v)

with

Ûε(t, n, v) =
2∑

j=−1

Ûε
j (t, n, v) + Ûε

R(t, n, v),

Ûε
j (t, n, v) = χ|εn|6n0

e
iαjt|n|

ε
−βjt|n|2+ t

ε2
γj(|εn|)

[
P0j

(
n

|n|

)
+ ε |n| P̃1j

(
|εn| , n|n|

)]
.

We can decompose Ûε
j into four different terms

Ûε
j (t, n, v) = e

iαjt|n|

ε
−βjt|n|2P0j

(
n

|n|

)

+χ|εn|6n0e
iαjt|n|

ε
−βjt|n|2

(
e

t
ε2

γj(|εn|) − 1
)
P0j

(
n

|n|

)
(8.2)

+χ|εn|6n0
e

iαjt|n|

ε
−βjt|n|2+ t

ε2
γj(|εn|)ε |n| P̃1j

(
|εn| , n|n|

)

+
(
χ|εn|6n0 − 1

)
e

iαjt|n|

ε
−βjt|n|2P0j

(
n

|n|

)
.

= Uε
0j + Uε

1j + Uε
2j + Uε

3j .
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Remark 8.5. One can notice that Uε
00 and U

ε
02 do not depend on ε, since α0 = α2 =

0.

We are going to study each of these four terms in two different lemmas and then
add a last lemma to deal with the remainder term URhin. The lemmas will be proven
in Appendix C.

Lemma 8.6. For αj 6= 0 (j = ±1) we have that it exists C0 > 0 such that for all
T ∈ [0,+∞]

∥∥∥∥
∫ T

0

Uε
0jhindt

∥∥∥∥
2

L2
xL

2
v

6 C0ε
2 ‖hin‖2L2

xL
2
v
.

Moreover we have a strong convergence in the L2
[0,+∞)L

2
xL

2
v-norm if and only if hin

satisfies ∇x · uin = 0 and ρin + θin = 0. In that case we have Uε
0jhin = 0.

Lemma 8.7. For −1 6 j 6 2 and for 1 6 l 6 3 we have that the three following
inequalities hold for Uε

lj

• ∃Cl > 0, ∀T > 0,

∥∥∥∥
∫ T

0

Uε
ljhindt

∥∥∥∥
2

L2
xL

2
v

6 Clε
2 ‖hin‖2L2

xL
2
v
,

• ∃C ′
l > 0,

∥∥Uε
ljhin

∥∥2
L2
[0,+∞)

L2
xL

2
v
6 C ′

lε
2 ‖hin‖2L2

xL
2
v
,

• ∀δ ∈ [0, 1], ∃C(l)
δ > 0, ∀t > 0,

∥∥Uε
ljhin(t)

∥∥2
L2
xL

2
v
6 C

(l)
δ ε

2δ ‖hin‖2Hδ
xL

2
v
.

Lemma 8.8. For the remainder term we have the two following inequalities

• ∃C4 > 0, ∀T > 0,

∥∥∥∥
∫ T

0

Uε
Rhindt

∥∥∥∥
2

L2
xL

2
v

6 C4Tε
2 ‖hin‖2L2

xL
2
v
,

• ∃C ′
4 > 0, ‖Uε

Rhin‖2L2
[0,+∞)

L2
xL

2
v
6 C ′

4ε
2 ‖hin‖2L2

xL
2
v
,

• ∀t0 > 0, ∃Cr > 0, ∀t > t0, ‖URhin(t)‖2L2
xL

2
v
6

Cr√
t0
ε ‖hin‖2L2

xL
2
v
.

Moreover, the strong convergence up to t0 = 0 is possible if and only if hin is in
Ker(L). In that case we have

∀δ ∈ [0, 1], ∃C(R)
δ > 0, ∀t > 0, ‖Uε

Rhin‖2L2
xL

2
v
6 C

(R)
δ ε2δ ‖hin‖2Hδ

xL
2
v
.

Therefore, gathering lemmas 8.6, 8.7 and 8.8 and reminding Remark 8.5, we
proved that, as ε tends to 0,

(
etGεhin

)
converges to

(8.3) V (t, x, v)hin(x, v) = F−1
x

[
e−β0t|n|2P00

(
n

|n|

)
+ e−β2t|n|2P02

(
n

|n|

)]
Fxhin.

The convergence is strong when we consider the average in time and is strong in
L2
tH

s
xL

2
v ( and in C([0,+∞), Hs

xL
2
v) if hin is in Hs+0

x L2
v ) if an only if both conditions

found in Lemma 8.6 and Lemma 8.8 are satisfied. That is to say hin belongs to
Ker(L) with ∇x · uin = 0 and ρin + θin = 0.
Moreover this also allows us to see that V (0, x, v)hin = V (0)(hin)(x, v) where

V (0) is the projection on the subset of Ker(L) consisting in functions g such that
∇x · ug = 0 and ρg + θg = 0.
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8.1.2. Study of the bilinear part. We recall here that uε = Γ(hε, hε). Therefore, by
hypothesis (H5), uε belongs to Ker(L)⊥. Then we know that for all −1 6 j 6 2,

P0j

(
n
|n|

)
is a projection onto a subspace of Ker(L). Therefore we have that, in the

Fourier space,

Pj

(
|εn| , n|n|

)
ûε = |εn|P1j

(
n

|n|

)
ûε + |εn|2 P2j

(
|εn| , n|n|

)
ûε.

Thus, recalling that

Ψε(uε) =

∫ t

0

1

ε
e(t−s)Gεuε(s)ds,

we can decompose it

Ψε(uε) =

2∑

j=−1

ψε
j (uε) + ψε

R(uε),

with

ψε
j (uε) = F−1

x χ|εn|6n0

∫ t

0

e
iαj (t−s)|n|

ε
−βj(t−s)|n|2+ t−s

ε2
γj(|εn|) |n| (P1j + ε |n|P2j) ûε(s)ds.

:= ψε
0j(uε) + ψε

1j(uε) + ψε
2j(uε) + ψε

3j(uε),

where we have used the same decomposition as in the linear case, equation (8.2),

substituting t by t− s, P0j by |n|P1j and P̃1j by |n|P2j . And

ψε
R(uε) =

∫ t

0

1

ε
Uε
R(t− s)uε(s)ds.

Like the linear case, Remark 8.5, ψε
00 and ψε

02 do not depend on ε and we are
going to prove the convergence towards Ψ(u) = F−1

x [ψε
00(u) + ψε

02(u)]Fx, where
u = Γ(h, h). To establish such a result we are going to study each term in three
different lemmas and then a fourth one will deal with the remainder term. The
lemmas will be proven in Appendix C.

Lemma 8.9. For αj 6= 0 (j = ±1) we have the following inequality for ψε
0j:

∃C̃0 > 0, ∀T > 0,

∥∥∥∥
∫ T

0

ψε
0j(uε)dt

∥∥∥∥
2

L2
xL

2
v

6 C̃0T
2ε2E(hε)

2.

Remark 8.10. We know that (hε)ε>0 is bounded in L∞
t H

s
xL

2
v (see theorems 2.3 and

2.4).

This remark gives us the strong convergence to 0 of the average in time and the
strong convergence to 0 without averaging in time as long as hin belongs to Ker(L)
in Lemma 8.9.

Lemma 8.11. For −1 6 j 6 2 and for 1 6 l 6 3 we have that the three following
inequalities hold for ψε

lj

• ∃C̃l > 0, ∀T > 0,
∥∥∥
∫ T

0
ψε
lj(uε)dt

∥∥∥
2

L2
xL

2
v

6 C̃lTε
2E(hε)

2,
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• ∃C̃ ′
l > 0, ∀T > 0,

∥∥ψε
lj(uε)

∥∥2
L2
[0,T ]

L2
xL

2
v
6 C̃ ′

lε
2E(hε)

2,

• ∀ |δ| ∈ [0, 1], ∃C(l)
δ > 0, ∀T > 0,

∥∥ψε
lj(uε)(T )

∥∥2
L2
xL

2
v
6 C

(l)
δ ε2δE(∂0δhε)

2.

Lemma 8.12. For the remainder term we have the three following inequalities

• ∃C̃4 > 0, ∀T > 0,
∥∥∥
∫ T

0
ψε
R(uε)dt

∥∥∥
2

L2
xL

2
v

6 C̃4TεE(hε)
2,

• ∃C̃ ′
4 > 0, ∀T > 0, ‖ψε

R(uε)‖2L2
[0,T ]

L2
xL

2
v
6 C̃ ′

4εE(hε)
2,

• ∃C̃ ′′
4 > 0, ∀T > 0, ‖ψε

R(uε)(T )‖2L2
xL

2
v
6 C̃ ′′

4 εE(hε)
2.

Gathering all Lemmas 8.9, 8.11 and 8.12 gives us the strong convergence of
Ψε(uε) − Ψ(uε) towards 0, thanks to Remark 8.10. It remains to prove that we
have indeed the expected convergences of Ψ(uε) towards Ψ(u) as ε tends to 0.
We start this last step by a quick remark relying on Sobolev embeddings and

giving us a strong convergence of hε towards h in L∞
[0,T ]L

∞
x L

2
v, for T > 0.

Remark 8.13. We know that hε → h weakly-* in L∞
t H

s
xL

2
v, for s > s0 > d/2.

But we also proved that for all t > 0 that (hε)ε is bounded in Hs
xL

2
v. Therefore the

sequence (‖hε‖L2
v
, ε > 0) is bounded in Hs

x and therefore converges strongly in Hs′

x

for all s′ < s.
But, by triangular inequality it comes that

∣∣∣‖hε‖Hs′
x L2

v
− ‖h‖Hs′

x L2
v

∣∣∣ 6
∥∥∥‖hε‖L2

v
− ‖h‖L2

v

∥∥∥
Hs′

x

.

This means that we also have that lim
ε→0

‖hε‖Hs′
x L2

v
= ‖h‖Hs′

x L2
v
. The space Hs′

x L
2
v is

a Hilbert space and hε tends weakly to h in it, therefore the last result gives us that
in fact hε tends strongly to h in Hs′

x L
2
v.

This result is for all t > 0 and all s′ 6 s. Furthermore, s > d/2 and so we can
choose s′ > d/2. By Sobolev’s embedding we obtain that hε tends strongly to h in
L∞
x L

2
v, for all t > 0. Reminding that hε → h weakly-* in L∞

t H
s
xL

2
v and we obtain

that we have

∀T > 0, VT (ε) = sup
t∈[0,T ]

‖hε − h‖L∞
x L2

v
→ 0, as ε→ 0.

Lemma 8.14. We have the following rate of convergence:

• ∃C̃5 > 0, ∀T > 0,
∥∥∥
∫ T

0
Ψ(uε)dt−

∫ T

0
Ψ(u)dt

∥∥∥
2

L2
xL

2
v

6 C̃5T
2VT (ε)

2,

• ∃C̃ ′
5 > 0, ∀T > 0, ‖Ψ(uε)−Ψ(uε)‖2L2

[0,T ]
L2
xL

2
v
6 C̃ ′

5TVT (ε)
2,

• ∃C̃ ′′
5 > 0, ∀T > 0, ‖Ψ(uε)−Ψ(uε)‖2L2

xL
2
v
(T ) 6 C̃ ′′

5VT (ε)
2.

Thus, those Lemmas, combined with the study of the linear case (Lemmas 8.6, 8.7
and 8.8) prove the Theorem 2.5 with the rate of convergence being the maximum of
each rate of convergence. Moreover we have proved

h(t, x, v) = V (t, x, v)hin(x, v) + Ψ(t, x, v)(Γ(h, h)).
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8.2. Proof of Theorem 2.5. Thanks to Theorem 8.1 we can control the conver-
gence of hε towards h for any finite time T . Then, thanks to the uniqueness property
of Theorem 2.1 and the control on the remainder of Theorem 2.3 in [22], in the case
of a hard potential collision kernel, one has

∀T > 0, VT (ε) 6 CV ε.

Finally, thanks to Theorem 2.3, we have the exponential decay for both hε and h,
leading to

‖hε − h‖Hs
xL

2
v
6 2 ‖hin‖Hs

ε
e−τsT .

We define

TM = − 1

τs
ln

(
ε

2 ‖hin‖Hs
ε

)

to get that

∀T > TM , ‖hε − h‖Hs
xL

2
v
6 ε.

This conclude the proof Theorem 2.5, by applying Theorem 8.1 to TM .

Appendix A. Validation of the assumptions

As said in the introduction, all the hypocoercivity theory assumptions hold for
several different kinetic models. One can find the proof of the assumptions (H1),
(H2), (H3), (H1’) and (H2’) in [32] directly for the linear relaxation (see also [6]),
the semi-classical relaxation (see also [34]), the linear Fokker-Planck equation, the
Boltzmann equation with hard potential and angular cutoff and the Landau equation
with hard and moderately soft potential (both studied in a constructive way in [30]
and [2], for the spectral gaps, see also [19] and [20] for the Cauchy problems):

• The Linear Relaxation

∂tf + v.∇xf =
1

ε

[(∫ d

R

f(t, x, v∗)dv∗

)
µ(v)− f

]
,

• The Semi-classical Relaxation

∂tf + v.∇xf =
1

ε

∫

Rd

[µ(1− δf)f∗ − µ∗(1− δf∗)f ] dv∗,

• The Linear Fokker-Planck Equation

∂tf + v.∇xf =
1

ε
∇v. (∇vf + fv) ,

• The Boltzmann Equation with hard potential and angular cutoff

∂tf + v.∇xf =
1

ε

∫

Rd×Sd−1

b(cosθ)|v − v∗|γ [f ′f ′
∗ − ff∗] dv∗dσ,

• The Landau Equation with hard and moderately soft potential

∂tf + v.∇xf =
1

ε
∇v.

(∫

Rd

Φ(v − v∗)|v − v∗|γ+2 [f∗(∇f)− f(∇f)∗]
)
.
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Assumption (H4) is clearly satisfied by the first three as in that case we have
either ‖.‖Λv

= ‖.‖L2
v
or Γ = 0 (see [32]). Moreover, (H5) is obvious in the case of

a linear equation. It thus remains to prove properties (H5) for the semi-classical
relaxation and (H4) and (H5) for the Boltzmann equation and the Landau equation
(since our property (H4) is slightly different from (H4) in [32]).

A.1. The semi-classical relaxation. In the case of the semi-classical relaxation,
the linearization is slightly different. Indeed, the unique global equilibrium associ-
ated to an initial data f0 is (assuming some initial bounds, see [32])

f∞ =
κ∞µ

1 + δκ∞µ
,

where κ∞ depends on f0.

Thus, we are no longer in the case of a global equilibrium being a Maxwellian.
However, a good way of linearizing this equation is (see [32]) considering

f = f∞ + ε

√
κ∞µ

1 + δκ∞µ
h.

Using such a linearization instead of the one used all along this paper yields the
same general equation (1.3) with L and Γ satisfying all the requirements (see [32]).
Indeed, one may find that Ker(L) = Span

(
f∞/

√
µ
)
and then notice that this is not

of the form needed in assumption (H3). However, this is bounded by e−|v|2/4 and
therefore we are still able to use the toolbox (section 3, thus all the theorems.

Let us look at the bilinear operator to show that it fulfils hypothesis (H5). A
straightforward computation gives us the definition of Γ,

Γ(g, h) =
δ
√
κ∞
2

∫

Rd

√
µ∗

µ∗ − µ

1 + εκ∞µ∗
[hg∗ + h∗g]dv∗.

Then, multiplying by a function f , integrating over Rd and looking at the change of
variable (v, v∗) → (v∗, v) yields

〈Γ(g, h), f〉L2
v
=
δ
√
κ∞
4

∫

Rd×Rd

(µ∗−µ)(gh∗+g∗h)
[
f

√
µ∗

1 + δκ∞µ∗
− f∗

√
µ

1 + δκ∞µ

]
dvdv∗.

Therefore, taking f in Ker(L) gives us the expected property.

A.2. Boltzmann operator with angular cutoff and hard potential. Notice
that, compared to [32], we defined Γ in a way that it is symmetric which gives us,
using the fact that µ∗µ = µ′

∗µ
′,

Γ(g, h) =
1

2

∫

Rd×(S)d−1

B(µ1/2)∗[g
′
∗h

′ + g′h′∗ − g∗h− gh∗]dv∗dσ,
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A.2.1. Orthogonality to Ker(L): (H5). A well-known property (see [14] for instance)
tells us that for all φ in L2

v decreasing fast enough at infinity and for all ψ in L2
v one

has∫

Rd

Γ(g, h)(v)ψ(v)dv =
1

8

∫

(Rd)2×Sd−1

B[g′∗h
′ + g′h′∗ − g∗h− gh∗]

((µ1/2)∗ψ + (µ1/2)ψ∗ − (µ1/2)′∗ψ
′ − (µ1/2)′ψ′

∗)dvdv∗dσ.

As shown in [32] or [8] we have that Ker(L) = Span(1, v1, . . . , vd, |v|2)µ1/2 and
therefore taking ψ to be each of these kernel functions gives us (H5).

A.2.2. Controlling derivatives: (H4). To prove (H4) we can define

Γ+(g, h) =

∫

Rd×(S)d−1

B(µ1/2)∗g
′
∗h

′ dv∗dσ,

Γ−(g, h) = −
∫

Rd×(S)d−1

B(µ1/2)∗g∗h dv∗dσ.

By using the change of variable u = v − v∗ we end up with θ being a function
of u and σ and v′ = v + f1(u, σ) and v

′
∗ = v + f2(u, σ), f1 and f2 being functions.

Therefore we can make this change of variable, take j and l such that |j| + |l| 6 s
and differentiate our operator Γ−.

∂jl Γ
−(g, h) = −1

2

∑

j0+j1+j2=j

l1+l2=l

∫

Rd×Sd−1

b(cosθ)|u|γ∂j00
(
µ(v − u)1/2

)
∂j1l1 g∗ ∂

j2
l2
h dudσ.

Then we can easily compute that, C being a generic constant,

∣∣∂j00
(
µ(v − u)1/2

)∣∣ 6 Cµ(v − u)1/4.

Moreover, we are in the case where γ > 0 and therefore we have

|u|γµ(v − u)1/4 6 C(1 + |v|)γµ(v − u)1/8.

Combining this and the fact that |b| 6 Cb (angular cutoff considered here), mul-
tiplying by a function f and integrating over Td ×Rd yields, using Cauchy-Schwarz
two times,

∣∣∣〈∂jl Γ−(g, h), f〉L2
x,v

∣∣∣ 6 C
∑

j0+j1+j2=j

l1+l2=l

∫

Td×Rd

(1 + |v|)γ
∣∣∂j2l2 h

∣∣ |f |
(∫

Rd

µ1/8
∗
∣∣∂j1l1 g∗

∣∣ dv∗
)
dvdx

6 Gs(g, h) ‖f‖Λ ,
with

Gs(g, h) = C
∑

|j1|+|l1|+|j2|+|l2|6s

[∫

Td

∥∥∂j2l2 h
∥∥2
Λv

∥∥∂j1l1 g
∥∥2
L2
v
dx

]1/2
.

At that point we can use Sobolev embeddings (see [5], corollary IX.13) stating

that if E (s0/2) > d/2 then we have H
s/2
x →֒ L∞

x .
So, if |j1|+ |l1| 6 s/2 we have
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∥∥∂j1l1 g
∥∥2
L2
v

6 sup
x∈Td

∥∥∂j1l1 g
∥∥2
L2
v
6 Cs

∥∥∥
∥∥∂j1l1 g

∥∥2
L2
v

∥∥∥
H

s/2
x

6 Cs

∑

|p|6s/2

∑

p1+p2=p

∫

Td×Rd

∂j1l1+p1
g ∂j1l1+p2

g dvdx(A.1)

6 Cs ‖g‖2Hs
x,v
,

by a mere Cauchy-Schwarz inequality.
In the other case, |j2|+ |l2| 6 s/2 and by same calculations we show

∥∥∂j2l2 h
∥∥2
Λv

6 Cs ‖h‖2Hs
Λ
.

Therefore, by just dividing the sum into this two subcases we obtain the result
(H4) for Γ−, noticing that in the case j = 0 equation (A.1) has no v derivatives
and the Cauchy-Schwarz inequality does not create such derivatives so the control
is only made by x-derivatives.

The second term Γ+ is dealt exactly the same way with, at the end (the study
of Gs), another change of variable (v, v∗) → (v′, v′∗) which gives the result since
(1 + |v′|)γ 6 (1 + |v|)γ + (1 + |v∗|)γ if γ > 0.

A.3. Landau operator with hard and moderately soft potential. The Lan-
dau operator is used to describe plasmas and for instance in the case of particles
interacting via a Coulomb interaction (see [45] for more details). The particular case
of Coulomb interaction alone (γ = −3) will not be studied here as the Landau linear
operator has a spectral gap if and only if γ > −2 (see [19], for not constructive
arguments, [33] for general constructive case and [2] for explicit construction in the
case of hard potential γ > 0) and so only the case γ > −2 may be applicable in this
study.

We can compute straightforwardly the bilinear symmetric operator associated
with the Landau equation:

Γ(g, h) =
1

2
√
µ
∇v ·

∫

Rd

√
µµ∗Φ(v − v∗) [g∗∇vh+ h∗∇vg − g(∇vh)∗ − h(∇vg)∗] dv∗,

where Φ : Rd −→ Rd is such that Φ(z) is the orthogonal projection onto Span(z)⊥

so

Φ(z)ij = δij −
zizj
|z|2 ,

and γ belongs to [−2, 1].

A.3.1. Orthogonality to Ker(L): (H5). Let consider a function ψ in C∞
x,v. A mere

integration by part gives us

〈Γ(g, h), ψ〉L2
v
= −1

2

∫

Rd×Rd

∇v

(
ψ√
µ

)
· (√µµ∗Φ(v − v∗)[G]) dv∗dv,

where

G = g∗∇vh+ h∗∇vg − g(∇vh)∗ − h(∇vg)∗.
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Then the change of variable (v, v∗) → (v∗, v) only changes∇v(ψ/
√
µ) to

[
∇v(ψ/

√
µ)
]
∗

and G becomes −G. Therefore we finally obtain

〈Γ(g, h), ψ〉L2
v
=

1

4

∫

Rd×Rd

√
µµ∗Φ(v − v∗)[G] ·

[(
∇v

(
ψ√
µ

))

∗
−∇v

(
ψ√
µ

)]
dv∗dv.

As shown in [32] or [8] we have that Ker(L) = Span(1, v1, . . . , vd, |v|2)µ1/2. Com-
puting the term inside brackets for each of these functions gives us 0 or, in the case
|v|2√µ, 2(v∗ − v).

However, by definition, Φ(v − v∗)[G] belongs to Span(v − v∗)
⊥ and therefore Φ(v −

v∗)[G] · (v∗ − v) = 0. So Γ indeed satisfies (H5).

A.3.2. Controlling derivatives: (H4). The article [19] gives us directly the expected
result in its Theorem 3, equation (35) with θ = 0. The case where there are only
x-derivatives is also included if one takes β = 0.

Appendix B. Proofs given the results in the toolbox

We used the estimates given by the toolbox throughout this article. This appendix
is to prove all of them. It is divided in two parts. The first one is dedicated to the
proof of the equality between null spaces whereas the second part deals with the
time derivatives inequalities.

B.1. Proof of Proposition 3.1: We are about to prove the following proposition.

Proposition B.1. Let a and b be in R∗ and consider the operator G = aL− bv ·∇x

acting on H1
x,v.

If L satisfies (H1) and (H3) then

Ker(G) = Ker(L).

To prove this result we will need a lemma.

Lemma B.2. Let f : Td ×Rd −→ R be continuous on Td ×Rd and differentiable in
x.
If v · ∇xf(x, v) = 0 for all (x, v) in Td × Rd then f does not depend on x.

Proof of Lemma B.2. Fix x in Td and v Q-free in Rd.
For y in Rd we will denote by y its equivalent class in Td.

Define g : R −→ R

t 7−→ f(x+ tv, v)
.

We find easily that g is differentiable on R and that g′(t) = v.∇xf(x, v) = 0 on R.
Therefore:

∀t ∈ R, f(x+ tv, v) = f(x, v).

However, a well-known property about the torus is that the set {x+ nv, n ∈ Z} is
dense in Td for all x in Td and v Q-free in Rd. This combined with the last result
and the continuity of f leads to:

∀y ∈ Td, f(y, v) = f(x, v).
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To conclude it is enough to see that the set of Q-free vector in Rd is dense in Rd and
then, by continuity of f in v:

∀y ∈ Td, ∀v ∈ Rd , f(y, v) = f(x, v).

�

Now we have all the tools to prove the proposition about the kernel of operators.

Proof of Proposition B.1. Since L satisfies (H1) we know that L acts on L2
v and that

its Kernel functions φi only depend on v. Thus, we have directly the first inclusion

Ker(L) ⊂ Ker(G).

Then, let us consider h in H1
x,v such that G(h) = 0.

Because the transport operator v · ∇x is skew-symmetric in L2
x,v we have

0 = 〈G(h), h〉L2
x,v

= a

∫

Td

〈L(h), h〉L2
v
dx.

However, because L satisfies (H3) we obtain:

0 > λ

∫

Td

‖h(x, .)− πL(h(x, .))‖2Λv
dx.

But λ is strictly positive and thus:

∀x ∈ Td , h(x, ·) = πL(h(x, ·)) =
d∑

i=1

ci(x)φi.

Finally we have, by assumption, G(h) = 0 and because h(x, ·) belongs to Ker(L)
for all x in Td we end up with

∀(x, v) ∈ Td × Rd , v · ∇xh(x, v) = 0.

By applying the lemma above we then obtain that h does not depend on x. But
(φi)16i6d is an orthonormal family, basis of Ker(L), and therefore we find that for
all i, ci does not depend on x.
So,we have proved that:

∀(x, v) ∈ Td × Rd , h(x, v) =

d∑

i=1

ciφi(v).

Therefore, h belongs to Ker(L) and only depends on x. �
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B.2. A priori energy estimates. In this subsection we derive all the inequalities
we used. Therefore, we assume that L satisfies (H1’), (H2’) and (H3) while Γ has the
properties (H4) and (H5), and we pick g in Hs

x,v. We consider h in Hs
x,v ∩Ker(Gε)

⊥

and we assume that h is a solution to (1.3):

∂th+
1

ε
v.∇xh =

1

ε2
L(h) +

1

ε
Γ(g, h).

In the toolbox, we wrote inequalities on function which were solutions of the linear
equation. As the reader may notice, we will deal with the second order operator
just by applying the first part of (H4) and Young’s inequality. Such an inequality
only provides two positive terms, and thus by just setting Γ equal to 0 in the next
inequalities we get the expected bounds in the linear case (not the sharpest ones
though). Therefore we will just describe the more general case and the linear one is
included in it.

B.2.1. Time evolution of pure x-derivatives. The operators L and Γ only act on the
v variable. Thus, for 0 6 |l| 6 s, ∂0l commutes with L and v · ∇x. Remind that
v · ∇x is skew-symmetric in L2

x,v(T
d × Rd) and therefore we can compute

d

dt

∥∥∂0l h
∥∥2
L2
x,v

=
2

ε2
〈L(∂0l h), ∂0l h〉L2

x,v
+

2

ε
〈∂0l Γ(g, h), ∂0l h〉L2

x,v
.

We can then use hypothesis (H3) to obtain

2

ε2
〈L(∂0l h), ∂0l h〉L2

x,v
6 −2λ

ε2

∥∥(∂0l h)⊥
∥∥2
Λ
.

We also use (H3) to get (∂0l h)
⊥ = ∂0l h

⊥.
To deal with the second scalar product, we will use hypothesis (H4) and (H5),

which is still valid for ∂0l Γ since πL only acts on the v variable, followed by a Young
inequality with some D1 > 0. This yields

2

ε
〈∂0l Γ(g, h), ∂0l h〉L2

x,v
=

2

ε
〈∂0l Γ(g, h), ∂0l h⊥〉L2

x,v

6
2

ε
Gs
x(g, h)

∥∥∂0l h⊥
∥∥
Λ

6
D1

ε
(Gs

x(g, h))
2 +

1

D1ε

∥∥∂0l h⊥
∥∥2
Λ
.

Gathering the last two upper bounds we obtain

d

dt

∥∥∂0l h
∥∥2
L2
x,v

6

[
1

D1ε
− 2λ

ε2

] ∥∥∂0l h⊥
∥∥2
Λ
+
D1

ε
(Gs

x(g, h))
2 .

Finally, taking D1 = ε/λ gives us inequalities (3.6), (3.7) and (3.10).

B.2.2. Time evolution of ‖∇vh‖2L2
x,v
. For that term we get, by applying the equation

satisfied by h, the following:

d

dt
‖∇vh‖2L2

x,v
=

2

ε2
〈∇vL(h),∇vh〉L2

x,v
−2

ε
〈∇v(v·∇xh),∇vh〉L2

x,v
+
2

ε
〈∇vΓ(g, h),∇vh〉L2

x,v
.

And by writing the second term on the right-hand side of the equality and integrating
by part in x, we have

〈∇v(v · ∇xh),∇vh〉L2
x,v

= 〈∇xh,∇vh〉L2
x,v
.
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Therefore the following holds:

d

dt
‖∇vh‖2L2

x,v
=

2

ε2
〈∇vL(h),∇vh〉L2

x,v
− 2

ε
〈∇xh,∇vh〉L2

x,v
+

2

ε
〈∇vΓ(g, h),∇vh〉L2

x,v
.

Then we have by (H1) that L = K−Λ and we can estimate each component thanks
to (H1) and (H2):

−〈∇vΛ(h),∇vh〉L2
x,v

6 νΛ4 ‖h‖2L2
x,v

− νΛ3 ‖∇vh‖2Λ ,
〈∇vK(h),∇vh〉L2

x,v
6 C(δ) ‖h‖2L2

x,v
+ δ ‖∇vh‖2L2

x,v
,

where δ is a strictly positive real that we will choose later.
Finally, for a D > 0 that we will choose later, we have the following upper bound,

by Cauchy-Schwarz inequality:

−2

ε
〈∇xh,∇vh〉L2

x,v
6
D

ε
‖∇xh‖2L2

x,v
+

νΛ1
DνΛ0 ε

‖∇vh‖2Λ ,

using the fact that ‖.‖2L2
x,v

6
νΛ1
νΛ0

‖.‖2Λ. Finally, another Young inequality gives us a

control on the last scalar product, for a D2 > 0 to be chosen later

2

ε
〈∇vΓ(g, h),∇vh〉L2

x,v
6
D2

ε

(
G1
x,v(g, h)

)2
+

1

D2ε
‖∇vh‖2Λ .

We gather here the last three inequalities to obtain our global upper bound:

d

dt
‖∇vh‖2L2

x,v
6

1

ε2
(
2νΛ4 + 2C(δ)

)
‖h‖2L2

x,v
+
D

ε
‖∇xh‖2L2

x,v

+

(
2νΛ1 δ

νΛ0 ε
2
− 2νΛ3

ε2
+

νΛ1
DενΛ0

+
1

D2ε

)
‖∇vh‖2Λ +

D2

ε

(
G1
x,v(g, h)

)2
.

We can go even further since we have ‖h‖2L2
x,v

=
∥∥h⊥

∥∥2
L2
x,v

+ ‖πL(h)‖2L2
x,v
.

But because h is in Ker(Gε)
⊥ we can use the toolbox and the equation (3.5) about

the Poincaré inequality:

‖πL(h)‖2L2
x,v

6 Cp ‖∇xh‖2L2
x,v
.

This last inequality yields:

d

dt
‖∇vh‖2L2

x,v
6

νΛ1
νΛ0 ε

2

(
2νΛ4 + 2C(δ)

) ∥∥h⊥
∥∥2
Λ
+

[
Cp

ε2
(
2νΛ4 + 2C(δ)

)
+
D

ε

]
‖∇xh‖2L2

x,v

+

[
2νΛ1 δ

νΛ0 ε
2
− 2νΛ3

ε2
+

νΛ1
DενΛ0

+
1

D2ε

]
‖∇vh‖2Λ +

D2

ε

(
G1
x,v(g, h)

)2
.

Therefore, we can choose δ = νΛ0 ν
Λ
3 /6ν

Λ
1 , D = 3νΛ1 ε/ν

Λ
0 ν

Λ
3 and D2 = 3ε/νΛ3 to get

the equation (3.8).
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B.2.3. Time evolution of 〈∇xh,∇vh〉L2
x,v
. In the same way, and integrating by part

in x then in v we obtain the following equality:

d

dt
〈∇xh,∇vh〉L2

x,v
=

2

ε2
〈L(∇xh),∇vh〉L2

x,v
−2

ε
〈∇v(v·∇xh),∇xh〉L2

x,v
+
2

ε
〈∇xΓ(g, h),∇vh〉L2

x,v
.

By writing explicitly 〈∇v(v · ∇xh),∇xh〉L2
x,v

and by integrating by part one can
show that the following holds:

〈∇v(v.∇xh),∇xh〉L2
x,v

=
1

2
‖∇xh‖2L2

x,v
.

Therefore we have an explicit formula for that term and we can find the time
derivative of the scalar product being:

d

dt
〈∇xh,∇vh〉L2

x,v
=

2

ε2
〈L(∇xh),∇vh〉L2

x,v
− 1

ε
‖∇xh‖2L2

x,v
+

2

ε
〈∇xΓ(g, h),∇vh〉L2

x,v
.

We can bound above the first term in the right-hand side of the equality thanks
to (H1) and then Cauchy-Schwarz in x, with a constant η > 0 to be define later.

2

ε2
〈L(∇xh),∇vh〉L2

x,v
=

2

ε2
〈L(∇xh

⊥),∇vh〉L2
x,v

6
CL

ε2

∫

Td

2
∥∥∇xh

⊥∥∥
Λv

‖∇vh‖Λv
dx

6
CLη

ε2
∥∥∇xh

⊥∥∥2
Λ
+
CL

ηε2
‖∇vh‖2Λ .

Then applying hypothesis (H4) and Young’s inequality one more time with a
constant D3 > 0 one may find

2

ε
〈∇xΓ(g, h),∇vh〉L2

x,v
6
D3

ε

(
G1
x(g, h)

)2
+

1

D3ε
‖∇vh‖2Λ .

Hence we end up with the following inequality:

d

dt
〈∇xh,∇vh〉L2

x,v
6

CLη

ε2
∥∥∇xh

⊥∥∥2
Λ
+

(
CL

ηε2
+

1

D3

)
‖∇vh‖2Λ − 1

ε
‖∇xh‖2L2

x,v

+
D3

ε

(
G1
x(g, h)

)2
.

Now define η = e/ε, e > 0, and D3 = e/CL to obtain equation (3.9).

B.2.4. Time evolution of
∥∥∂jl h

∥∥2
L2
x,v

for |j| > 1 and |j|+|l| = s. This term is the only

term far from what we already did since we are mixing more than one derivative in x
and one derivative in v in general. By simply differentiating in time and integrating
by part we find the following equality.
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d

dt

∥∥∂jl h
∥∥2
L2
x,v

=
2

ε2
〈∂jl L(h), ∂

j
l h〉L2

x,v
− 2

ε
〈∂jl (v.∇xh), ∂

j
l h〉L2

x,v

+
2

ε
〈∂jl Γ(g, h), ∂

j
l h〉L2

x,v

=
2

ε2
〈∂jl L(h), ∂

j
l h〉L2

x,v
− 2

ε

∑

i,ci(j)>0

〈∂jl h, ∂
j−δi
l+δi

h〉L2
x,v

+
2

ε
〈∂jl Γ(g, h), ∂

j
l h〉L2

x,v
.

We can then apply Cauchy-Schwarz for the terms inside the sum symbol. For
each we can use a Di,l,s > 0 but because they play an equivalent role we will take
the same D > 0, that we will choose later:

−2

ε
〈∂jl h, ∂

j−δi
l+δi

h〉L2
x,v

6
νΛ1

DνΛ0 ε

∥∥∂jl h
∥∥2
Λ
+
D

ε

∥∥∥∂j−δi
l+δi

h
∥∥∥
2

L2
x,v

.

Then we can use (H1’) and (H2’), with a δ > 0 we will choose later, to obtain

2

ε2
〈∂jl L(h), ∂

j
l h〉L2

x,v
6

2

ε2
(C(δ) + νΛ6 ) ‖h‖2Hs−1

x,v
+

2

ε2

(
δνΛ1
νΛ0

− νΛ5

)∥∥∂jl h
∥∥2
Λ
.

Finally, applying (H4) and Young’s inequality with a constant D2 > 0 we obtain

2

ε
〈∂jl Γ(g, h), ∂

j
l h〉L2

x,v
6
D2

ε

(
Gs
x,v(g, h)

)2
+

1

D2ε

∥∥∂jl h
∥∥2
Λ
.

Combining these three inequality we find an upper bound for the time evolution.
Here we also use the fact that the number of i such that ci(j) > 0 is less or equal to
d.

d

dt

∥∥∂jl h
∥∥2
L2
x,v

6

[
νΛ1 d

DενΛ0
+

2

ε2

(
δνΛ1
νΛ0

− νΛ5

)
+

1

D2ε

] ∥∥∂jl h
∥∥2
Λ

+
D

ε

∑

i,ci(j)>0

∥∥∥∂j−δi
l+δi

h
∥∥∥
2

L2
x,v

+
2

ε2
(C(δ) + νΛ6 ) ‖h‖2Hs−1

x,v

+
D2

ε

(
Gs
x,v(g, h)

)2
.

Hence, we obtain equations (3.11) and (3.12) by takingD = 3νΛ1 ε/ν
Λ
0 ν

Λ
5 , D2 = 3ε/νΛ5

and δ = νΛ0 ν
Λ
5 /6ν

Λ
1 . Also note that in (3.11) we used

∥∥∥∂j−δi
l+δi

h
∥∥∥
2

L2
x,v

6
νΛ1
νΛ0

∥∥∥∂j−δi
l+δi

h
∥∥∥
2

Λ
.

B.2.5. Time evolution of 〈∂δil−δi
h, ∂0l h〉L2

x,v
. With no more calculations, we can bound

this term in the same way we did for d
dt
〈∇xh,∇vh〉L2

x,v
. Here we get

d

dt
〈∂δil−δi

h, ∂0l h〉L2
x,v

6
CLη

ε2
∥∥∂0l h⊥

∥∥2
Λ
+

[
CL

ηε2
+

1

εD3

] ∥∥∂δil−δi
h
∥∥2
Λ
− 1

ε

∥∥∂0l h
∥∥2
L2
x,v

+
D3

ε
(Gs

x(g, h))
2 .

Now define η = e/ε, e > 0, and D3 = e/CL to obtain equation (3.13).
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In the next paragraphs, we are setting g = h.

B.2.6. Time evolution of
∥∥∇vh

⊥∥∥2
L2
x,v
. By simply differentiating norm and using

(H5) to get Γ(h, h)⊥ = Γ(h, h), we compute

d

dt

∥∥∇vh
⊥∥∥2

L2
x,v

= 2〈∇v(Gε(h))
⊥,∇vh

⊥〉L2
x,v

+
2

ε
〈∇vΓ(h, h),∇vh

⊥〉L2
x,v
.

By applying (H4) and Young’s inequality to the second term on the right-hand
side, with a constant D2 > 0, and controlling the L2

x,v-norm by the Λ-norm we
obtain:

2

ε
〈∇vΓ(h, h),∇vh

⊥〉L2
x,v

6
D2

ε

(
G1
x,v(h, h)

)2
+

1

εD2

∥∥∇vh
⊥∥∥2

Λ
.

Then we have to control the first term. Just by writing it and decomposing terms
in projection onto Ker(L) and onto its orthogonal we yield:

2〈∇v(Gε(h))
⊥,∇vh

⊥〉L2
x,v

=
2

ε2
〈∇vL(h),∇vh

⊥〉L2
x,v

− 2

ε
〈∇v(v · ∇xh)

⊥,∇vh
⊥〉L2

x,v

=
2

ε2
〈∇vL(h

⊥),∇vh
⊥〉L2

x,v
− 2

ε
〈∇xh,∇vh

⊥〉L2
x,v

−2

ε
〈v · ∇v∇xπL(h),∇vh

⊥〉L2
x,v

+
2

ε
〈∇vπL(v · ∇xh),∇vh

⊥〉L2
x,v
.

Then we can control the first term on the right-hand side thanks to (H1) and
(H2), δ > 0 to be chosen later:

2

ε2
〈∇vL(h

⊥),∇vh
⊥〉L2

x,v
6

2(C(δ) + νΛ4 )ν
1
Λ

νΛ0 ε
2

∥∥h⊥
∥∥2
Λ
+

2

ε2

(
νΛ1 δ

νΛ0
− νΛ3

)∥∥∇vh
⊥∥∥2

Λ
.

We apply Cauchy-Schwarz inequality to the next term, with D to be chosen later:

−2

ε
〈∇xh,∇vh

⊥〉L2
x,v

6
D

ε
‖∇xh‖2L2

x,v
+

νΛ1
νΛ0Dε

∥∥∇vh
⊥∥∥2

Λ
.

For the third term we are going to apply Cauchy-Schwarz inequality and then use
the property (H3). The latter property tells us that the functions in Ker(L) are of

the form a polynomial in v times e−|v|2/4. This fact combined with the shape of πL,
equation (3.1), shows us that we can control, by a mere Cauchy-Schwarz inequality,
the third term. Then the property (3.3) yields the following upper bound:

−2

ε
〈v · ∇v∇xπL(h),∇vh

⊥〉L2
x,v

6
D̃

ε
‖v · ∇vπL(∇xh)‖2L2

x,v
+

1

D̃ε

∥∥∇vh
⊥∥∥2

L2
x,v

6
D̃Cπ1

ε
‖∇xh‖2L2

x,v
+

νΛ1

νΛ0 D̃ε

∥∥∇vh
⊥∥∥2

Λ
.

Finally, we first use equation (3.3) controling the v-derivatives of πL and then
see that the norm of πL(v.f) is easily controled by the norm of f (just use (H3)
and the definition of πL (3.1) and apply Cauchy-Schwarz inequality) by a factor Cπ1

(increase this constant if necessary in (3.3)):
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2

ε
〈∇vπL(v.∇xh),∇vh

⊥〉L2
x,v

6
D′

ε
‖∇vπL(v.∇xh)‖2L2

x,v
+

1

εD′

∥∥∇vh
⊥∥∥2

L2
x,v

6
D′Cπ1

ε
‖πL(v.∇xh)‖2L2

x,v
+

1

εD′

∥∥∇vh
⊥∥∥2

L2
x,v

6
D′C2

π1

ε
‖∇xh‖2L2

x,v
+

νΛ1
νΛ0 εD

′

∥∥∇vh
⊥∥∥2

L2
x,v
.

We then gather all those bounds to get the last upper bound for the time derivative
of the v-derivative.

d

dt

∥∥∇vh
⊥∥∥2

L2
x,v

6
νΛ1
νΛ0 ε

2

(
2νΛ4 + 2C(δ)

) ∥∥h⊥
∥∥2
Λ
+

[
D

ε
+
D′C2

π1

ε
+
D̃Cπ1

ε

]
‖∇xh‖2L2

x,v

+

[
2νΛ1 δ

νΛ0 ε
2
− 2νΛ3

ε2
+

νΛ1
ενΛ0

(
1

D
+

1

D′ +
1

D̃

)
+

1

εD2

] ∥∥∇vh
⊥∥∥2

Λ

+
D2

ε

(
G1
x,v(h, h)

)2
.

Therefore we obtain (3.14) by taking D = D′ = D̃ = 9νΛ1 ε/ν
Λ
0 ν

Λ
3 , δ = νΛ0 ν

Λ
3 /6ν

Λ
1

and D2 = 3ε/νΛ3 .

B.2.7. A new time evolution of 〈∇xh,∇vh〉L2
x,v
. By integrating by part in x then in

v we obtain the following equality on the evolution of the scalar product:

d

dt
〈∇xh,∇vh〉L2

x,v
= 2〈∇xGε(h),∇vh〉L2

x,v
+

2

ε
〈∇vΓ(h, h),∇xh〉L2

x,v
.

We will bound above the first term as in the previous case and for the second
term involving Γ we use (H4) and Young’s inequality with a constant D3 > 0:

2〈∇vΓ(h, h),∇xh〉L2
x,v

6 D3

(
G1
x,v(h, h)

)2
+

1

D3
‖∇xh‖2Λ .

We decompose ∇xh thanks to πL and we use (3.4) to control the fluid part of it,

2〈∇vΓ(h, h),∇xh〉L2
x,v

6 D3

(
G1
x,v(h, h)

)2
+

1

D3

∥∥∇xh
⊥∥∥2

Λ
+
Cπ

D3
‖∇xh‖2L2

x,v
.

Finally we obtain an upper bound for the time-derivative:

d

dt
〈∇xh,∇vh〉L2

x,v
6

[
CLη

ε2
+

1

εD3

] ∥∥∇xh
⊥∥∥2

Λ
+
CL

ηε2
‖∇vh‖2Λ +

[
Cπ

εD3
− 1

ε

]
‖∇xh‖2L2

x,v

+
D3

ε

(
G1
x,v(h, h)

)2
.

But now, we can use the properties (3.3) and (3.4) of the projection πL to go
further.

‖∇vh‖2Λ 6 2
∥∥∇vh

⊥∥∥2
Λ
+ 2 ‖∇vπL(h)‖2Λ

6 2
∥∥∇vh

⊥∥∥2
Λ
+ 2Cπ1Cπ ‖πL(h)‖2L2

x,v

6 2
∥∥∇vh

⊥∥∥2
Λ
+ 2Cπ1CπCp ‖∇xh‖2L2

x,v
,
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where we used Poincare inequality (3.5) because h is in Ker(Gε)
⊥.

Hence we have a final upper bound for the time derivative:

d

dt
〈∇xh,∇vh〉L2

x,v
6

[
CLη

ε2
+

1

εD3

] ∥∥∇xh
⊥∥∥2

Λ

+
2CL

ηε2
∥∥∇vh

⊥∥∥2
Λ
+

[
2CLCπ1CπCp

ε2η
+

Cπ

εD3
− 1

ε

]
‖∇xh‖2L2

x,v

+
D3

ε

(
G1
x,v(h, h)

)2
.

Thus, setting η = 8eCLCπ1CπCp/ε with e > 1 and D3 = 4Cπ we obtain equation
(3.15).

B.2.8. Time evolution of
∥∥∂jl h⊥

∥∥2
L2
x,v
, j > 1 and |j|+ |l| = s. We have the following

time evolution:

d

dt

∥∥∂jl h⊥
∥∥2
L2
x,v

= 2〈∂jl (Gε(h))
⊥, ∂jl h

⊥〉L2
x,v

+
2

ε
〈∂jl Γ(h, h), ∂

j
l h

⊥〉L2
x,v
.

As above, we apply (H4) for the last term on the right hand side, with a constant
D2 > 0,

2〈∂jl Γ(h, h), ∂
j
l h

⊥〉L2
x,v

6 D2

(
Gs
x,v(h, h)

)2
+

1

D2

∥∥∂jl h⊥
∥∥2
Λ
.

Then we evaluate the first term on the right-hand side.

2〈∂jl (Gε(h))
⊥, ∂jl h

⊥〉L2
x,v

=
2

ε2
〈∂jl L(h), ∂

j
l h

⊥〉L2
x,v

− 2

ε
〈∂jl (v.∇xh)

⊥, ∂jl h
⊥〉L2

x,v

=
2

ε2
〈∂jl L(h⊥), ∂

j
l h

⊥〉L2
x,v

− 2

ε
〈v · ∂jl πL(∇xh), ∂

j
l h

⊥〉L2
x,v

−2

ε

∑

i,ci(j)>0

〈∂j−δi
l+δi

h, ∂jl h
⊥〉L2

x,v

+
2

ε
〈∂jl πL(v · ∇xh), ∂

j
l h

⊥〉L2
x,v
.

Then we shall bound each of these four terms on the right-hand side.
We can first use the properties (H1’) and (H2’) of L to get, for some δ to be chosen
later,

2

ε2
〈∂jl L(h⊥), ∂

j
l h

⊥〉L2
x,v

6
2

ε2
(
C(δ) + νΛ6

) ∥∥h⊥
∥∥2
Hs−1

x,v
+

2

ε2

(
νΛ1 δ

νΛ0
− νΛ5

)∥∥∂jl h⊥
∥∥2
Λ
.

For the three remaining terms we will apply Cauchy-Schwarz inequality and use
the properties of πL concerning v-derivatives and multiplications by a polynomial in
v.
First
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−2

ε
〈v · ∂jl πL(∇xh), ∂

j
l h

⊥〉L2
x,v

6
D

ε

∥∥v · ∂jl πL(∇xh)
∥∥2
L2
x,v

+
1

Dε

∥∥∂jl h⊥
∥∥2
L2
x,v

6
DCπs

ε

∥∥∂0l (∇xh)
∥∥2
L2
x,v

+
νΛ1

νΛ0 Dε

∥∥∂jl h⊥
∥∥2
Λ

6





DCπs

ε

∑

|l′|=s

∥∥∂0l′h
∥∥2
L2
x,v

+
νΛ1

νΛ0Dε

∥∥∂jl h⊥
∥∥2
Λ
, if |j| = 1

DCπs

ε

∑

|l′|6s−1

∥∥∂0l′h
∥∥2
L2
x,v

+
νΛ1

νΛ0 Dε

∥∥∂jl h⊥
∥∥2
Λ
, if |j| > 1,

where we used that |l| = |s| − |j|. Then

−2

ε
〈∂j−δi

l+δi
h, ∂jl h

⊥〉L2
x,v

6
D′

ε

∥∥∥∂j−δi
l+δi

h
∥∥∥
2

L2
x,v

+
νΛ1

νΛ0D
′ε

∥∥∂jl h⊥
∥∥2
Λ

In the case where |j| > 1 we can also use that
∥∥∥∂j−δi

l+δi
h
∥∥∥
2

L2
x,v

can be decomposed

thanks to πL and its orthogonal projector. Then the fluid part is controlled by the
x-derivatives only.
And finally

2

ε
〈∂jl πL(v · ∇xh), ∂

j
l h

⊥〉L2
x,v

6
D̃

ε

∥∥∂jl πL(v · ∇xh)
∥∥2
L2
x,v

+
1

D̃ε

∥∥∂jl h⊥
∥∥2
L2
x,v

6
D̃Cπs

ε

∥∥∂0l ∇xh
∥∥2
L2
x,v

+
νΛ1

D̃νΛ0 ε

∥∥∂jl h⊥
∥∥2
Λ

6





D̃Cπs

ε

∑

|l′|=s

∥∥∂0l′h
∥∥2
L2
x,v

+
νΛ1

νΛ0 D̃ε

∥∥∂jl h⊥
∥∥2
Λ
, if |j| = 1

D̃Cπs

ε

∑

|l′|6s−1

∥∥∂0l′h
∥∥2
L2
x,v

+
νΛ1

νΛ0 D̃ε

∥∥∂jl h⊥
∥∥2
Λ
, if |j| > 1,

We are now able to combine all those estimates to get an upper bound of the
time-derivative we are looking at. We can also give to different bounds, depending
on the size |j|. We also used that the number of i such that ci(j) > 0 is less than d.
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In the case |j| > 1,

d

dt

∥∥∂jl h⊥
∥∥2
L2
x,v

6

[
2

ε2

(
νΛ1 δ

νΛ0
− νΛ5

)
+

νΛ1
νΛ0 ε

(
1

D
+

d

D′ +
1

D̃

)
+

1

D2

] ∥∥∂jl h⊥
∥∥2
Λ

+
D′νΛ1
2νΛ0 ε

∑

i,ci(j)>0

∥∥∥∂j−δi
l+δi

h⊥
∥∥∥
2

Λ

+

[
DCπs

2ε
+
D′Cπs

ε
+
D̃Cπs

ε

]
∑

|l′|6s−1

∥∥∂0l′h
∥∥2
L2
x,v

+
2(C(δ) + νΛ6 )

ε2

∥∥h⊥
∥∥2
Hs−1

x,v

+
D2

ε

(
Gs
x,v(h, h)

)2
.

And in the case |j| = 1,

d

dt

∥∥∂δil−δi
h⊥
∥∥2
L2
x,v

6

[
2

ε2

(
νΛ1 δ

νΛ0
− νΛ5

)
+

νΛ1
νΛ0 ε

(
1

D
+

1

D′ +
1

D̃

)
+

1

D2

] ∥∥∂δil−δi
h⊥
∥∥2
Λ

+

[
DCπs

ε
+
D′

ε
+
D̃Cπs

ε

]
∑

|l′|=s

∥∥∂0l′h
∥∥2
L2
x,v

+
2(C(δ) + νΛ6 )

ε2
∥∥h⊥

∥∥2
Hs−1

x,v

+
D2

ε

(
Gs
x,v(h, h)

)2
.

By taking D = D̃ = 9νΛ1 ε/ν
Λ
0 ν

Λ
5 , D2 = 3ε/νΛ5 , δ = νΛ0 ν

Λ
5 /6ν

Λ
1 and D′ =

9νΛ1 ε/ν
Λ
0 ν

Λ
5 , if |j| = 1, or D′ = 9νΛ1 dε/ν

Λ
0 ν

Λ
5 , if |j| > 1, we obtain (3.16) and (3.17).

B.2.9. A new time evolution of 〈∂δil−δi
h, ∂0l h〉L2

x,v
. By integrating by part in x then

in v we obtain the following equality on the evolution of the scalar product.

d

dt
〈∂δil−δi

h, ∂0l h〉L2
x,v

= 2〈∂δil−δi
Gε(h), ∂

0
l h〉L2

x,v
+

2

ε
〈∂δil−δi

Γ(h, h), ∂0l h〉L2
x,v
.

We will bound above the first term as in the previous case and for the second term
involving Γ we use (H4) and Young’s inequality with a constant D3 > 0. Moreover,
we decompose ∂0l h into its fluid part and its microscopic part and we apply (3.4) on
the fluid part. This yields

2〈∂δil−δi
Γ(h, h), ∂0l h〉L2

x,v
6 D3

(
Gs
x,v(h, h)

)2
+

1

D3

∥∥∂0l h⊥
∥∥2
Λ
+
Cπ

D3

∥∥∂0l h
∥∥2
L2
x,v
.

Finally we obtain an upper bound for the time-derivative:

d

dt
〈∂δil−δi

h, ∂0l h〉L2
x,v

6

[
CLη

ε2
+

1

D3

] ∥∥∂0l h⊥
∥∥2
Λ
+
CL

ηε2

∥∥∂δil−δi
h
∥∥2
Λ
+

(
Cπ

εD3
− 1

ε

)∥∥∂0l h
∥∥2
L2
x,v

+
D3

ε

(
Gs
x,v(h, h)

)2
.
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Now we can use the properties of πL concerning the v-derivatives, equation (3.3),
the equivalence of norm under the projection πL, equation (3.4), and Poincare in-
equality get the following upper bound:

∥∥∂δil−δi
h
∥∥2
Λ

6 2
∥∥∂δil−δi

h⊥
∥∥2
Λ
+ 2

∥∥∂δil−δi
πL(h)

∥∥2
Λ

6 2
∥∥∂δil−δi

h⊥
∥∥2
Λ
+ 2CπsCπ

∥∥∂0l−δi
(h)
∥∥2
L2
x,v

6 2
∥∥∂δil−δi

h⊥
∥∥2
Λ
+ 2CπsCπ

∑

|l′|6s−1

∥∥∂0l′h
∥∥2
L2
x,v
.

Therefore,

d

dt
〈∂δil−δi

h, ∂0l h〉L2
x,v

6

[
CLη

ε2
+

1

D3

] ∥∥∂0l h⊥
∥∥2
Λ
+

2CL

ηε2
∥∥∂δil−δi

h⊥
∥∥2
Λ
+

(
Cπ

εD3
− 1

ε

)∥∥∂0l h
∥∥2
L2
x,v

+
2CLCπsCπ

ηε2

∑

|l′|6s−1

∥∥∂0l′h
∥∥2
L2
x,v

+
D3

ε

(
Gs
x,v(h, h)

)2
.

We finally define η = 8eCLCπsCπd/ε, with e > 1, and D3 = 2Cπ to yield equation
(3.18).

Appendix C. Proof of the hydrodynamical limit lemmas

In this section we are going to prove all the different lemmas used in section 8.
All along the demonstration we will use this inequality:

(C.1) ∀t > 0, k ∈ N∗, q > 0, p > 0, tqk2pe−atk2 6 Cp(a)t
q−p.

C.1. Study of the linear part.

C.1.1. Proof of Lemma 8.6. Fix T in [0,+∞]. By integrating we compute

∫ T

0

Uε
0jhindt =

∑

n∈Zd−{0}

ein.x
[∫ T

0

e
iαjt|n|

ε
−βjt|n|2dt

]
P0j

(
n

|n|

)
ĥin(n, v)

=
∑

n∈Zd−{0}
ein.x

ε

iαj |n| − εβj |n|2
[
e

iαjT |n|

ε
−βjT |n|2 − 1

]
P0j ĥin(n, v).

The Fourier transform is an isometry in L2
x and therefore

∥∥∥∥
∫ T

0

Uε
0jhindt

∥∥∥∥
2

L2
xL

2
v

6 ε2
∑

n∈Zd−{0}

2

α2
j |n|2 + ε2β2

j |n|4
∥∥∥∥P0j

(
n

|n|

)
ĥin(n, ·)

∥∥∥∥
2

L2
v

.

Finally, we know that, like e0j , P0j is continuous on the compact Sd−1 and so is
bounded. But the latter is a linear operator acting on L2

v and therefore it is bounded
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by M0j in the operator norm on L2
v. Thus

∥∥∥∥
∫ T

0

Uε
0jhindt

∥∥∥∥
2

L2
xL

2
v

6 ε2
M2

0j

α2
j

∑

n∈Zd−{0}

∥∥∥ĥin(n, ·)
∥∥∥
2

L2
v

6 ε2
M2

0j

α2
j

‖hin(·, ·)‖2L2
xL

2
v
,

which is the expected result.

Now, let us look at the L2
x-norm of this operator, to see how the torus case is

different from the case Rd studied in [4] and [12].
Consider a direction n1 in the Fourier transform space of the torus and define φn1 =
F−1

x (ein1). We have the following equality

〈Uε
0jhin, φn1〉L2

x
= 〈Ûε

0j ĥin, φ̂n1〉L2
n
= e

iαjt|n1|

ε
−βjt|n1|2P0j

(
n1

|n1|

)
ĥin(n1, v).

If we do not integrate in time, one can easily see that this expression cannot have

a limit as ε tends to 0 if P0j

(
n1

|n1|

)
ĥin(n1, v) 6= 0, and so we cannot even have a

weak convergence. The difference with the whole space case is this possibility to
single out one mode in the frequency space in the case of the torus. This leads to
the possible existence of periodic function at a given frequency, the norm of which
will never decrease. This is impossible in the case of a continuous Fourier space, as
in Rd, and well described by the Riemann-Lebesgue lemma.

Therefore we have a convergence without averaging in time if and only if P0j

(
n1

|n1|

)
ĥin(n1, v) =

0, for all j = ±1 and all direction n1. This means that for all j = ±1 and all n1,

〈e0j
(

n1

|n1|

)
, ĥin〉L2

v
= 0. By the expression known (see theorem 8.3) of e0±1, this is

true if and only if ∇x · uin = 0 and ρin + θin = 0.

C.1.2. Proof of Lemma 8.7. This lemma deals with three different terms and we
study them one by one because they behaviour are quite different.

The term Uε
1j: We remind that we have

Ûε
1j ĥin = χ|εn|6n0e

iαjt|n|

ε
−βjt|n|2

(
e

t
ε2

γj(|εn|) − 1
)
P0j

(
n

|n|

)
ĥin(n, v).

If we take T > 0, by Parseval identity we get

∥∥∥∥
∫ T

0

Uε
1jhindt

∥∥∥∥
2

L2
xL

2
v

=
∑

n∈Zd−{0}

χ|εn6n0|

∣∣∣∣
∫ T

0

e
iαjt|n|

ε
−βjt|n|2

(
e

t
ε2

γj(|εn|) − 1
)
dt

∣∣∣∣
2 ∥∥∥P0jĥin

∥∥∥
2

L2
v

.

But then we can use the fact that |ea − 1| 6 |a| e|a|, the inequalites satisfied by γj
and the computational inequality (C.1) to obtain



56 MARC BRIANT

∣∣∣∣
∫ T

0

e
iαjt|n|

ε
−βjt|n|2

(
e

t
ε2

γj(|εn|) − 1
)
dt

∣∣∣∣ 6 Cγε

∫ T

0

t |n|3 e−
tβj
2

|n|2dt

6 CγεC3/2

(
βj
4

)∫ T

0

1√
t
e−

tβj
4

|n|2dt

6 CγεC3/2

(
βj
4

)∫ +∞

0

1√
t
e−

tβj
4 dt,

which is independent of n and is written Iε. Therefore we have the expected in-
equality, by using the continuity of P0j ,

∥∥∥∥
∫ T

0

Uε
1jhindt

∥∥∥∥
2

L2
xL

2
v

6 ε2I2M2
0j ‖hin‖2L2

xL
2
v
.

The last two inequalities we want to show comes from Parseval’s identity, the
properties of γj and the computational inequality (C.1):

∥∥Uε
1jhin

∥∥2
L2
xL

2
v

=
∑

n∈Zd−{0}
χ|εn|6n0e

−2βjt|n|2
∣∣∣e

t
ε2

γj |εn| − 1
∣∣∣
2
∥∥∥∥P0j

(
n

|n|

)
ĥin

∥∥∥∥
2

L2
v

6 M2
0jC

2
γε

2
∑

n∈Zd−{0}

χ|εn|6n0
t2 |n|6 e−βjt|n|2

∥∥∥ĥin
∥∥∥
2

L2
v

6 M2
0jC

2
γε

2C2

(
βj
2

) ∑

n∈Zd−{0}

χ|εn|6n0 |n|2 e−
βjt

2
|n|2
∥∥∥ĥin

∥∥∥
2

L2
v

.(C.2)

Finally, if we integrate in t between 0 and +∞ we obtain the expected second

inequality of the lemma. If we merely bound e−
βjt

2
|n|2 by one and use the fact that

χ|εn|6n0 6 1 and χ|εn|6n0ε
2 |n|2 6 n2

0 we obtain the third inequality of the lemma for
δ = 1 and δ = 0. Then by interpolation we obtain the general case for 0 6 δ 6 1.

The term Uε
2j: Fix T > 0. By Parseval’s identity we have

∥∥∥∥
∫ T

0

Uε
2jhindt

∥∥∥∥
2

L2
xL

2
v

=
∑

n∈Zd−{0}

χ|εn|6n0

∣∣∣∣
∫ T

0

e
iαjt|n|

ε
−βjt|n|2+ t

ε2
γj(|εn|)dt

∣∣∣∣
2

|εn|2
∥∥∥P̃1j ĥin

∥∥∥
2

L2
v

6
∑

n∈Zd−{0}

4

β2
j |n|4

|εn|2
∥∥∥∥P̃1j

(
|εn| , n|n|

)
ĥin

∥∥∥∥
2

L2
v

,

where we used the inequalities satisfied by γ and integration in time.

Then, P̃1j is continuous on the compact [−n0, n0] × Sd−1 and so is bounded, as an
operator acting on L2

v, by M1j > 0. Hence, Parseval’s identity offers us the first
inequality of the lemma.

The last two inequalities are just using Parseval’s identity and the continuity of

P̃1j. Indeed,
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∥∥Uε
2jhin

∥∥2
L2
xL

2
v

=
∑

n∈Zd−{0}

χ|εn|6n0

∣∣∣∣e
iαjt|n|

ε
−βjt|n|2+ t

ε2
γj(|εn|)

∣∣∣∣
2

|εn|2
∥∥∥P̃1j(n)ĥin

∥∥∥
2

L2
v

6 M2
1jε

2
∑

n∈Zd−{0}

χ|εn|6n0
|n|2 e−tβj |n|2

∥∥∥ĥin
∥∥∥
2

L2
v

.

We recognize here the same form of inequality (C.2). Thus, we obtain the last
two inequalities of the statement in the same way.

The term Uε
3j: We remind the reader that

Ûε
3j =

(
χ|εn|6n0

− 1
)
e

iαjt|n|

ε
−βjt|n|2P0j

(
n

|n|

)
.

We have the following inequality
∣∣χ|εn|6n0

− 1
∣∣ 6 εn

n0

.

Therefore, replacing P̃1j by 1
n0
P0j and βj by 2βj (since t

ε2
γj(|εn|) 6 tβj

2
|n|2) in the

proof made for Uε
2j we obtain the expected three inequalities for Uε

3jhin, the last one
only with δ = 1.
To have the last inequality in δ, it is enough to bound

∣∣χ|εn|6n0
− 1
∣∣ by 1 and then

using the continuity of P0j to have the result for δ = 0. Finally, we interpolate to
get the general result for all 0 6 δ 6 1.

C.1.3. Proof of Lemma 8.8. Thanks to Theorem 8.3 we have that

‖Uε
Rhin‖2L2

xL
2
v
=
∥∥∥ÛR(t/ε

2, εn, v)ĥin

∥∥∥
2

L2
nL

2
v

6 C2
Re

−2 σt
ε2 ‖hin‖2L2

xL
2
v
.

But then we have, thanks to the technical lemma C.1, that e−2 σt
ε2 6 C1/2(2σ)

ε√
t
,

which gives us the last two inequalities we wanted. For the first inequality, a mere
Cauchy-Schwarz inequality yields

∥∥∥∥
∫ T

0

Uε
Rhindt

∥∥∥∥
2

L2
xL

2
v

6 T

∫ T

0

‖Uε
Rhin‖2L2

xL
2
v
dt,

which gives us the first inequality by integrating in t.

Now, let us suppose that we have the strong convergence down to t = 0. At t = 0
we can write that etGε = Id and therefore that:

Id = χ|εn|6n0

2∑

j=−1

Pj

(
|εn| , n|n|

)
+ ÛR(0, εn, v).

We have the strong convergence down to 0 as ε tends to 0. Therefore, taking the

latter equality at ε = 0 we have, because
2∑

j=−1

P0j = πL,

ÛR(0, 0, v) = Id− πL.
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Then ÛRĥin tends to 0 as ε tends to 0 in C([0,+∞), L2
xL

2
v) if and only if hin belongs

to Ker(L).
In that case, we can use the proof of Lemma 6.2 of [4] in which they noticed that

Uε
R(t, x, v) = etGεUε

R(0, x, v) = etGε

[
F−1

x

(
Id− χ|εn|6n0

2∑

j=−1

Pj(εn)

)
Fx

]
.

Thanks to that new form we have that, if hin = πL(hin),

Uε
R(t, x, v)hin = etGε

[
F−1

x

(
(1− χ|εn|6n0)− |εn|χ|εn|6n0

2∑

j=−1

P̃1j(εn)

)
ĥin

]
,

because πL =
2∑

j=−1

P0j .

Therefore we can redo the same estimates we worked out in the previous lemmas
and use the same interpolation method to get the result stated in Lemma 8.8.

C.2. Study of the bilinear part.

C.2.1. A simplification without loss of generality. All the terms we are about to
study, apart from the remainder term, are of the following form

ψε
ij(uε) =

∫ t

0

∑

n∈Zd−{0}

g(t, s, k, x)P (n)ûε(s, k, v)ds,

with P (n) being a projector in L2
v, bounded uniformely in n.

Looking at the dual definition of the norm of a function in L2
x,v, we can consider

f in C∞
c

(
Td × Rd

)
such that ‖f‖L2

x,v
= 1 and take the scalar product with ψε

ij(uε).

This yields, since P is a projector and thus symmetric,

〈ψε
ij(uε), f〉L2

x,v
=

∫

Td

∫ t

0

∑

n∈Zd−{0}

g(t, s, k, x)〈P (n)ûε, f〉L2
v
ds

=

∫

Td

∫ t

0

∑

n∈Zd−{0}

g(t, s, k, x)〈ûε, P (n)f〉L2
v
ds.(C.3)

We are working in L2
xL

2
v in order to simplify computations as they are exactly the

same in higher Sobolev spaces. Therefore, we can assume that hypothesis (H4) is
still valid in L2

v without loss of generality. This means

(C.4) 〈ûε, P (n)f〉L2
v
6 ‖h‖L2

xL
2
v
‖h‖Λv

‖P (n)f‖Λv
.

Finally, in terms of Fourier coefficients in x, P (n) is a projector in L2
v and uni-

formely bounded in n as an operator in L2
v.

Thus, combining (C.4) and the definition of the functional E, (6.2), we see that
∫ T

0

∥∥∥f̂ε
∥∥∥
2

L2
xL

2
v

dt
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is a continuous operator from C(R+, L2
xL

2
v, E(·)) to C(R+, L2

xL
2
v, ‖·‖L2

xL
2
v
). Looking

at (C.3), we can consider without loss of generality that the following holds (even
for the remainder term) for all T > 0:

ψε
ij(uε) =

∫ t

0

∑

n∈Zd−{0}

g(t, s, k, x)f̂ε(s, k, v)ds,

with ∫ T

0

∥∥∥f̂ε
∥∥∥
2

L2
xL

2
v

dt 6MijE(hε)
2.

C.2.2. Proof of Lemma 8.9. For the first inequality, fix T > 0 and integrate by part
in t to obtain

∫ T

0

ψε
0j(uε)dt =

∑

n∈Zd−{0}

ein.x
∫ T

0

(∫ t

0

ei
αj (t−s)

ε
|n|−(t−s)βj |n|2 |n| f̂ε(s)ds

)
dt

=
∑

n∈Zd−{0}

ein.x
ε

iαj |n| − εβj |n|

[∫ T

0

(
ei

αj (T−s)

ε
|n|−(T−s)βj |n|2 − 1

)
f̂ε(s)ds

]
.

Finally we can use Parseval’s identity

∥∥∥∥
∫ T

0

ψε
0j(uε)dt

∥∥∥∥
2

L2
xL

2
v

6
∑

n∈Zd−{0}

ε2

ε2β2
j |n|2 + α2

j

T

∫ T

0

2
∥∥∥f̂ε(s, n, v)

∥∥∥
2

L2
v

ds

6
2M2

1j

α2
j

Tε2E(hε)
2,

where we used the subsection above and Parseval’s identity again. This is exactly
the expected result.

C.2.3. Proof of Lemma 8.11. We divide this proof in three paragraphes, each of
them studying a different term.
The term ψε

1j: We will just prove the last two inequalities and then merely applying
Cauchy-Schwarz inequality will lead to the first one.
Fix t > 0. By a change of variable we can write

ψε
1j(uε) =

∑

n∈Zd−{0}
eik.xχ|εn|6n0

∫ t

0

e
iαjs

ε
|n|−βjs|n|2

(
e

s
ε2

γj(|εn|) − 1
)
|n| f̂ε(t− s)ds.

By the study made in the proof of Lemma 8.7 we have that

∣∣∣∣
∫ t

0

e
iαjs

ε
|n|−βjs|n|2

(
e

s
ε2

γj(|εn|) − 1
)
|n| f̂ε(t− s)ds

∣∣∣∣

6 Cγ |n|4 ε
∫ t

0

se−
βjs

2
|n|2
∣∣∣f̂ε(t− s)

∣∣∣ ds.

Then we use the computational inequality (C.1) and a Cauchy-Schwarz to obtain
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∣∣∣∣
∫ t

0

e
iαjs

ε
|n|−βjs|n|2

(
e

s
ε2

γj(|εn|) − 1
)
|n| ûεds

∣∣∣∣

6 εCγC1

(
βj
4

)
|n|2

∫ t

0

e−
βjs

4
|n|2
∣∣∣f̂ε
∣∣∣ ds

6 εCγC1

(
βj
4

)
|n|2

√
4

βj |n|2
[∫ t

0

e−
βj(t−s)

4
|n|2
∣∣∣f̂ε
∣∣∣
2

ds

]1/2
.(C.5)

We can obtain the result by using Parseval’s identity, denoting C a constant
independent of ε and T , the continuity of P1j and the computational inequality
(C.1).

∥∥ψε
1j(uε)(t)

∥∥2
L2
xL

2
v
6 C

∑

n∈Zd−{0}
χ|εn|6n0ε

2 |n|2
∫ t

0

e−
βj(t−s)s

4
|n|2
∥∥∥f̂ε(s)

∥∥∥
2

L2
v

ds.

If we merely bound e−
βj(t−s)

2
|n|2 by one and use the fact that χ|εn|6n0 6 1 and

χ|εn|6n0
ε2 |n|2 6 n2

0 we obtain the third inequality of the lemma for δ = 1 and δ = 0.
Then by interpolation we obtain the general case for 0 6 δ 6 1.
If we integrate in t between 0 and a fixed T > 0, a mere integration by part

yields the expected control on the L2
t,x,v-norm. Finally, from the latter control and

a Cauchy-Schwarz inequality we deduce the first inequality.

The term ψε
2j: As in the case ψε

1j , we are going to prove the third inequality only.
Fix T > 0, a change of variable gives us

ψε
2j(uε) =

∑

n∈Zd−{0}

eik.xχ|εn|6n0

∫ T

0

e
iαjs

ε
|n|−βjs|n|2+ s

ε2
γj(|εn|)ε |n|2 f̂ε(T − s)ds.

We can see that
∣∣∣∣
∫ T

0

e
iαjs

ε
|n|−βjs|n|2+ s

ε2
γj(|εn|)ε |n|2 f̂ε(T − s)ds

∣∣∣∣ 6 ε |n|2
∫ T

0

e−
βjs

2
|n|2
∣∣∣f̂ε(T − s)

∣∣∣ ds.

This bound is of the same form as equation (C.5). Therefore we have the same
result.

The term ψε
3j: As above, we will show the third inequality only.

Fix T > 0, we can write

ψε
3j(uε) =

∑

n∈Zd−{0}

eik.x(χ|εn|6n0
− 1)

∫ T

0

e
iαjs

ε
|n|−βjs|n|2 |n| f̂ε(T − s, n, v)ds.

Looking at the fact that
∣∣χ|εn|6n0

− 1
∣∣ 6 ε|n|

n0
, we find the same kind of inequality as

equation (C.5). Thus, we reach the same result.
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C.2.4. Proof of Lemma 8.12. We remind the reader that

Ψε
R(uε) =

∫ t

0

1

ε
Uε
R(t− s)fε(s)ds,

and that, by Theorem 8.3,

‖Uε
Rfε‖2L2

xL
2
v
6 C2

Re
−2 σt

ε2 ‖fε‖2L2
xL

2
v
.

Hence, a Cauchy-Schwarz inequality gives us the third inequality for ‖ψε
R(uε)(T )‖2L2

xL
2
v
,

and then the two others inequality stated above.

C.2.5. Proof of Lemma 8.14. We remind the reader that

Ψ(u) = F−1
x [ψε

00(u) + ψε
02(u)]Fx.

As above, and because in that case αj = 0, we can write ψε
0j(uε − u)(T ), for some

T > 0, and apply a Cauchy-Schwarz inequality:

∥∥ψε
0j(uε − u)

∥∥2
L2
xL

2
v
(T ) =

∑

n∈Zd−{0}

|n|2
∫

Rd

∣∣∣∣
∫ T

0

e−sβj |n|2P1jΓ̂(hε − h, hε + h)ds

∣∣∣∣
2

dv

6
M2

1j

β2
j

Sup
t∈[0,T ]

‖Γ(hε − h, hε + h)‖2L2
xL

2
v
.

But because Td is bounded in Rd and thanks to (H4) and the boundedness of
(hε)ε and h (both bounded byM) in Hs

xL
2
v (Theorem 2.3), we can have the following

control:

‖Γ(hε − h, hε + h)‖2L2
xL

2
v
6 4M2C2

ΓVolume(Td) ‖hε − h‖L∞
x L2

v
.

Therefore we obtain the last inequality and the first two just come from Cauchy-
Schwarz inequality.
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[6] Cáceres, M. J., Carrillo, J. A., and Goudon, T. Equilibration rate for the linear in-
homogeneous relaxation-time Boltzmann equation for charged particles. Comm. Partial Dif-
ferential Equations 28, 5-6 (2003), 969–989.

[7] Cercignani, C. The Boltzmann equation and its applications, vol. 67 of Applied Mathematical
Sciences. Springer-Verlag, New York, 1988.

[8] Cercignani, C., Illner, R., and Pulvirenti, M. The mathematical theory of dilute gases,
vol. 106 of Applied Mathematical Sciences. Springer-Verlag, New York, 1994.



62 MARC BRIANT

[9] Chai, X. The Boltzmann equation near Maxwellian in the whole space. Commun. Pure Appl.
Anal. 10, 2 (2011), 435–458.

[10] De Masi, A., Esposito, R., and Lebowitz, J. L. Incompressible Navier-Stokes and Euler
limits of the Boltzmann equation. Comm. Pure Appl. Math. 42, 8 (1989), 1189–1214.

[11] DiPerna, R. J., and Lions, P.-L. On the Cauchy problem for Boltzmann equations: global
existence and weak stability. Ann. of Math. (2) 130, 2 (1989), 321–366.

[12] Ellis, R. S., and Pinsky, M. A. The first and second fluid approximations to the linearized
Boltzmann equation. J. Math. Pures Appl. (9) 54 (1975), 125–156.

[13] Gallagher, I., Saint-Raymond, L., and Texier, B. From Newton to Boltzmann: hard
spheres and short-range potentials. Zurich Lectures in Advanced Mathematics. European
Mathematical Society (EMS), Zürich, 2013.
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[45] Villani, C. A review of mathematical topics in collisional kinetic theory. In Handbook of
mathematical fluid dynamics, Vol. I. North-Holland, Amsterdam, 2002, pp. 71–305.

[46] Yu, H. Global classical solutions of the Boltzmann equation near Maxwellians. Acta Math.
Sci. Ser. B Engl. Ed. 26, 3 (2006), 491–501.

Marc Briant

CCA, University of Cambridge

DPMMS, Centre for Mathematical Sciences

Wilberforce Road, Cambridge CB3 0WA, UK

e-mail: m.j.briant@maths.cam.ac.uk


	1. Introduction
	2. Main results
	3. Toolbox: fluid projection and a priori energy estimates
	4. Linear case: proof of Theorem 2.1
	5. Estimate for the full equation: proof of Proposition 2.2
	6. Existence and exponential decay: proof of Theorem 2.3
	7. Exponential decay of v-derivatives: proof of Theorem 2.4
	8. Incompressible Navier-Stokes Limit: proof of Theorem 2.5
	Appendix A. Validation of the assumptions
	Appendix B. Proofs given the results in the toolbox
	Appendix C. Proof of the hydrodynamical limit lemmas
	References

