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Abstract —This paper presents a new feature of the IDEA1
Wireless Sensor Network (WSN) simulation platform: its
ability to run simulations on heter ogeneous sensor nodes that
compose a network. This platform allows system-level
simulations with hardware accurate models, with graphical
inputs and outputsto easily smulate such distributed systems.
When comparing IDEA1 simulation results to physical
measurements, difference is 6 percent. IDEAL is more than
three times faster simulation compared to another simulator
(NS2). In the testbed we consider, the well-known IEEE
802.15.4 standard is considered and different microcontroller
units (MCU) and radiofrequency units (transceivers) compose
the heterogeneous nodes. Output curves, packet delivery rate
(PDR), packet latency can be evaluated. Moreover, energy
consumption of sensor nodes is detailed with a very fine
granularity, at hardware and software level. Indeed, energy
consumption of each internal block of each device on each node
can be monitored with IDEAL. Therefore, it is possible to
simulate quickly and accurately heterogeneous (hardware
different) nodes. Indeed, multitude of hardware platforms and
communication standards lead to inter-communicating
heter ogeneous networks. This simulation platform can be used
to explore design space in order to find the hardware devices
and |EEE 802.15.4 algorithm that best fit a given application
with a constrained energy budget.

Keywords — Wireless Sensor Network; WSN; heterogerse
simulation; model; SystemC.

Limited resources are energy, memory and processing
capabilities. As mentioned in [3], many differenaorms
exist, and hardware heterogeneity is now a rediitgeed,
standards like IEEE 802.15.4 permit heterogeneodgsto
communicate. Meanwhile, such networks have to be
simulated in order to estimate performances ofiiteiork.

The typical hardware architecture of a sensor nigde
detailed in Fig. 1. As introduced previously, itdsmposed
of a sensor, a microcontroller, a radiofrequencyit un
(transceiver) and a battery. The sensor convestsiqal data
into electrical signal. Microcontroller is the ceaitelement
in the node as it executes user software. It emardmalog
to digital converter that is connected to sensor, a
synchronous serial communication block that is eated to
radiofrequency unit, power aware functions (likeesl or
power-down modes). Radiofrequency unit give
possibility of remote connections to other noded gives
the wireless functionality in the network. A bayterupplies
all the circuits; its characteristics give nodecagimy.

Manufacturers of WSN hardware include ATMEL,
Texas Instruments or Microchip microcontrollers arekas
Instruments, ATMEL, Freescale, or ST-Micro-electosn
radiofrequency units. Many manufacturers supplyseen
and battery modules. WSN applications are mainly data
rate.

the

" Battery NODE

/ | T

Microcontroller S™= Radiofrequency
Unit Unit

l. INTRODUCTION

Wireless Sensor Networks (WSN) are widespread senso
systems. This paper presents IDEA1l, a Wireless dBens((( Mq
Networks simulator, as briefly presented in The ttBix
International Conference on Sensor Technologies and
Applications (SENSORCOMM) [1]. Wireless Sensor
Networks are used in a large variety of applicajauch as
environmental data collection, security monitoritagistics
or health [2]. Wireless Sensor Networks are comghasie
resource-constrained sensor nodes that are deplayed
different locations. The sensor nodes cooperativeiyitor
physical or environmental conditions, such as teatpee,
sound, vibration or pressure. Because of autonomy
requirements, they have a specific architecturey tare
typically composed of one or more sensors, an 8+hli6-bit
microcontroller, sometimes an external non-volatiemory,

a radiofrequency unit (transceiver) and an enengyply.

Figure 1. Typical wireless sensor node architecture, bloelgdm and
hardware example N@L
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For high data rate applications and intensiveCriticisms often made to NS2 are about the intezeddpnces
computations, Linux systems composed of 32-bit RISMetween modules resulting from its object-oriergedcture.
processors are preferred but energy consumptiostilis Hence, developing protocols for the NS2 librargdasnplex
prohibitive and autonomy is largely affected. Exégapare and requires from developers a thorough knowledgihe
the well-known Crossbow's Stargate platform [4}tdlnX-  software architecture of NS2. In the network comityun
Scale processor at 400 MHz), or the TI CC2538F5En if  where standard protocols are clearly identifiedchsia
these architectures will be probably more and mmed in  limitation can be tolerated, but in WSN field, wlero real
the future even though these systems shall be tomeped, standard was adopted and where research in prstocol
they are for the moment relegated to the bordéh@WSN  domain remains dominant, these mixing-up of modules
field. As stated in [3], 8-bit and 16-bit architets represent become a hindrance to WSN-specific library develepm
75% of microcontrollers in WSN applications. Weoatdo  Indeed, even if IEEE 802.15.4 or Zigbee are widesghy the
not consider high data rate systems for the monaent,we increasing need for always-lower power consumpkieeps
focus on several months of battery life systemsamehile, the protocols domain in the most active researehd fin
our platform is able to support these circuitseéfvnmodels  WSN.
are included in the framework. The third generation of NS simulator started inyJul

Wireless Sensor Networks design is a difficult task2006. If NS3 is, as its predecessor, based on O#¥€| is
because designers have to develop a network a&nsystel, neglected in favor of C++ (network models) and Bty¢hon
with low-level (at sensor node: hardware and safyva language (optional). In addition, it incorporate§ N&etS
constraints. Therefore, CAD tools are required taken [11], a simulator that is known for its supportsaialability.
system-level simulations, considering low-levelgmaeters. These choices were made at the expense of backward
Our simulator IDEA1 permits that. Thus, we detailthis  compatibility that involves the manual and complete
paper a new feature of our simulation platform:rewriting of any model developed under NS2. This

heterogeneous sensor nodes support. incompatibility explains the sustained use of N82which
Structure of the paper is as follows. Section Vegistate many protocols exist. [12] details more differenbeswveen

of art on WSN simulators and basis of our work.t®eaclll these two generations.

details our work: models and IDEAL simulator. SactlV Second well-known simulator in this category (while

presents classical simulation results and relateatkw technically it is an all-around simulation enviroemt based
Section V shows latest results on heterogeneouglation  on discrete events), OMNeT++ [8] is a simulator @ a
results. modular approach developed in a graphical Intedrate
Development Environment (IDE) based on Eclipse for
Il WIRELESS SENSOR NETWORKS SIMULATORS development, creation, configuration, execution andlysis
Many simulators were developed over the last feargie results. OMNeT++ is composed of modules that
Most of them are restricted to specific hardwaréoous on ~ communicate through messages. OMNeT++ provides the
either network level or node level. Research onsaen infrastructure to assemble the simulations of nedaid
network evaluation can be broadly divided in twtegaries: manage their configuration through a specific |augu
network simulators enhanced with node models, amen hamed NED (NEtwork Description). OMNeT++ was
simulators enhanced with network models. A moraitket ~ designed to overcome the development problems i2 NS
description is available in [6]. A summary and the[13] [14] and is becoming even more popular. Often
heterogeneity support are detailed in Table I. compared, they are the two most widely used sirardan
Typical network simulators are general-purpose ngtw the world of WSN [14]. Many WSN simulators are lzhse
simulators, such as Network Simulator 2 (NS2) [fida OMNeT++, like Mixim [15] (formerly Mobility Framewik)
OMNeT++ [8] (and their declinations). -dedicated to the simulation of wireless networll arobile-
NS2 [7], an event-driven object-oriented networkOr Pawis [16].
simulator belonging to NSNM, is by far the most dise The problem is these interesting network simulatoes
simulator [9] in the Mobile Ad hoc NETworks (MANEYs ot sensor platform-oriented and they are thushtgb-level
domain. Simulations are implemented in the C++ lmgg for hardware considerations. Moreover, there is no
and Object-oriented Tcl (OTcl). Protocols and esiem Separation between computation and communicatictetao
libraries are written in C++; creation, control and That modeling is not suitable for hardware analyasisl
management of simulations in OTcl. The extensidicpof  explorations. Then, such simulators do not haveurate
NS2 library has greatly contributed to its popajgrmany  energy models [17], whereas it is the main constrai
protocols being implemented by the scientific comityu SN.
WSN-specific protocols were implemented in NS2 agron ~ Node simulators refer to precise hardware desoripfi
which a version of the IEEE802.15.4 standard. Laige With a synchronization strategy among the nodesh sas
networks are difficult to implement because of tmeémory ~ Avrora [18], TOSSIM[19], powerTOSSIM[20], Sycyphos
requirements and their simulation time [10]. Farthore, [21] or SCNSL [22]. These simulators are well sdifer
detailed energy models for the different hardwarel a embedded system designs analysis, requiring préaige
software elements of the node are lacking, respitinpoor  level models.
precision at high abstraction level. Among thesgstons of
NS2 dedicated to WSN, SensorSim was developed too.

2014, © Copyright by authors, Published under agreement with IARIA - www.iaria.org



International Journal on Advances in Networks and Services, vol 7 no 1 & 2, year 2014, http://www.iariajournals.org/networks_and_services/

TABLE 1. SIMULATION PLATFORMS AND HARDWARE HETEROGENITY SUPPRT
Simulator L anguage Hardware modeing Heter ogeneity support
NS2 C++, OTcl No Yes
OMNeT ++ C++ No Yes
Avrora Java Yes (limited to ATMEL) No
TOSSIM C Power TOSSIM: limited to ATMEL Yes
Sycyphos SystemC Yes No
SCNSL SystemC No No

Avrora [18] is a sensor network instruction setdior
(written in Java). It combines the precision of A& [23]
(cycle accurate) to the scalability of TOSSIM (i@p110,000
nodes). Avrora is furthermore language independendt of
the embedded operating systems. The disadvantayebfa
tool is its hardware support limited to ATMEGA128

models include nodes and network separately. Téranigs a
low level modeling, with hardware support, and asily
scalable and tunable architecture. By our opinibralso
could answer fine granularity modeling, fine anduxate
power consumption analysis and heterogeneous duppor

Meanwhile, limitations of that library are numeroifge

99

architecture from ATMEL (node MICA and MICAZ). detail some of them. The "node" block models ateotie
Moreover, using a high-level language, Avrora canoe hardware node (microcontroller and radiofrequenaoyt)u
easily integrated into a conventional hardwaregiefiow. therefore, its behavior does not reflect real hardw
TOSSIM [19] and PowerTOSSIM [20] can emulate theMoreover, only a subset of the IEEE 802.15.4 stahda
execution of TinyOS. The application code of Tiny@S implemented in this alpha version: unslotted CSMA-C
compiled and taken into account in the simulationpolicy with acknowledgments. Then, simulation ressla
framework. TOSSIM can consider thousands of TinyOSCPU time; important node-level and network-levesutes
nodes with a very fine granularity. PowerTOSSIMais are not calculated. SCNSL includes three modulesten
extension of TOSSIM that gives power consumption(SystemC), node_proxy (SystemC) and network (Cas),
evaluation. The main problem of these frameworktha&  shown in Fig. 2.
the user is constrained to a specific platform ity
MICA motes) and a single programming language ¢y - - — — — — Node (SystemC) —_ _ _ _
TinyOS/NesC) [24]. '
Sycyphos [21] objective is to enable design atesyst !
level down to circuit-level, with the help from nitdvel '
simulation. Sycyphos is dedicated to power consiompt : |
[
[
[

stimulus

evaluation and reliability study. It is based orafigaction

|
|
|
|
[
Level Modeling (TLM), and uses multi-master bus :
architecture for radiofrequency network modelingodis |
models are based on a multi-threaded instruction s |
simulator. | |

SCNSL (SystemC Network Simulation Library) [22] is | [
an event-driven simulator of networked embeddedesys, | [
written in SystemC and C++. As SystemC is a C+sgla | [
library, it has the advantage to model both hardweamd ! !
software. SystemC is a classical and widely usedetimg ! '
language in micro-electronic systems design anticpéarly ! !
in System-On-Chip design. ! !

Table I gives an overview of the most known simrist
it details their modeling language, if hardwareriedeled, v
and if simulators support heterogeneous nodese(diit
hardware) simulation. The analysis of Table | letmlshe
conclusion that there is no simulation platform ingk
hardware into account (electronics designer lexed) at the
same time supporting heterogeneous (hardware eiffer !
nodes in the same network. Based on this conclusien
planned to answer this problem.

Even with no support on hardware details and
heterogeneity, SCNSL demonstrates a great perspefci
accurate system-level simulation of WSN systems, it
architecture and language are well suited. Ind&&NSL

Node

node_proxy
(systemC)

Network (C++)

Figure 2. SCNSL model architecture
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During the initialization of the simulation, eacltode B. Hardware and Software models
registers its information (e.g., location, TX powad RX The sensor block receives physical data from a ditel
sensitivity) to a network class, which maintaine tietwork _ sengs its output voltage to the microcontrollere Bensor,
topology and transmits packets to other nodes. Thgjcrocontroller and radiofrequency unit are modeled
node_proxy is an interface between the network raouks. separately, so that designers can easily switchetfiaer-

By using node_proxy, nodes can be designed as pufgangeable devices. These two parts communicaeighr
SystemC modules so as to exploit all advantag&ystemC  gp| (Serial Peripheral Interface) interfaces.

in hardware/software co-design and verification. The microcontroller is the central unit for prodegsand
Our simulation platform is based on SystemC and,C++:qntrolling purposes. In our typical case, the otontroller
and SCNSL architecture was the starting point ofveark. initializes the radiofrequency transceiver, it gdonverts)

analog data from the sensor, and communicategdljigiata
with radiofrequency transceiver. As SystemC is éven
A Mode architecture driven, it is possible to configure events in te&sor, and

. . make the node react to the sensor with hardwaegrimits
The architecture of our model is close to real nodeyysjjable in the microcontroller.

hardware architecture, as Fig. 3 (compared toZjighows. Switching between architectures is done by changing
It includes sensor, microcontroller and radiofragpeunit  gome parameters in the configuration files. The
blocks. Hardware, software and the whole IEEE 82.1 mjcrocontroller model can for example switch fromMEL
standard with many configurations are modeled. Thg, Microchip or Texas Instruments' ones. Radiofezmy
SystemC blocks connected through a C++ network modenit can be Microchip or Texas Instruments devigéss. 4
was kept. The network model was modified to consic®® ;44 5 show Finite State Machine examples for
space propagation. This simple propagation modeldcbe  icrocontroller. Parameters depend on the microobet
extended to indoor context for example. CompleXiself and on the radiofrequency unit (for exampfe
components, such as microcontroller or radiofrequemit,  ,5rgqware support of IEEE 802.15.4 is present or. not

are modeled as a Finite State Machine (FSM). Coimguat In the first case (Fig. 4), the microcontroller hts
Finite State Machine model in TLM with the efficteevent-  herform few tasks, as the radiofrequency unit islatively
driven kernel simulator of SystemC is an inter&stin 5,1onomous circuit: once configured, it is ablemanage
approach to reach fast simulation. It is the reasdty  packet sending, packet reception or acknowledgnetate.
IDEAL is faster when compared to others simulatbk&  The microcontroller has therefore to read the anaio
NS2. O digital converter, and send the data to the ratkgufency
__ _ _ _ Node(SystemC) circuit. In the second case (Fig. 5), the microngler is
connected to a simple radiofrequency unit thatjustulates
ready-to-send data.

I1l.  IDEA1 SIMULATOR

sensor

analog
data

Sleep

microcontroller|

[ [
[ [
[ [
[ [
[ [
[ [
[ [
I [
I — | power I
[ [
[ [
[ [
[ [
[ [
[ [
[ [
[ [
[

$5P| For each device Read ADC
(sensor data) data < packet payload

RF
ldata = packet payload

transceiver

e ! Wake up RF
device (5PI)
node_proxy
(systemC)
3 Send payload,
TX command
Network (C++) (sP1)

Figure 3. IDEAL model architecture Figure 4. FSM of a microcontroller connected to a smart R un
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The microcontroller must ensure all tasks, suchhas
composition of the packet (encapsulation of the)jatr the TABLE II. POWER INFORMATION OFATM EGA128AND TI CC2420
waiting time for access to the channel (CSMA-CA
meqhanlsm) that depends on the .channel Ioad.. Cp«brttze ATM egal28 mic ocontroller CC2420 RF transcaiver
devices thus Ia_rgely affects timing, communicaticarsd Mode [ Consumption Mode |  Consumptioh
power consumptions. Active 27 mwW Sleep 60 pw
Power Save 26.7 uW Idle 1.28 mW
Power Down 0.9 uyw RX 56.4 mW
Slee TX (0 dBm) 52.2 mw
p TX (-1 dBm) 49.5 mW
TX (-3 dBm) 45.6 mW
TX (-5 dBm) 41.7 mW
h 4 TX (-7 dBm) 375 mwW
Read ADC TX (-10 dBm) 33.6 mW
(sensor) D data =< packet payload TX (-15 dBm) 29.7 mW
TX (-25 dBm) 25.5 mW

VdatazpmkEt payload Indeed, this software -often written in assembly Gr

language- can change, and thus behavior and tirafing
microcontroller. This software is analyzed with an

Compose packet

adress, CRC ... . .
Instruction Set Simulator (ISS) we have developed &
¥ better integration in our platform. Our ISS calteta
Wake up RF durations of all the functlons. Whatev_er_ the flmlt_ttthat is
(spl) called, even by a hardware interrupt, it is takeo iaccount
in terms of timing and power consumption. Processtates
in the finite state machine are thus accurate. TB& was
h developed for several hardware architectures: ATMB&IR
Free channel Dm ATMega and Texas Instruments MSP430 for the moment.
! Owing to the fact that ISS are time-consuming
yes simulators, we did not choose a co-simulation m#tho
b hence, the ISS does not run in parallel with thet&uC
Timer for Backof kernel. Indeed, the ISS runs once at the beginointhe

simulation, and code is analyzed in order to cakeutasks
timing. These timings are then associated witlitliee state
hd machine, as Fig. 6 shows.

Send packet to

RF forTx (s 77777 Node software - systemC/ Cd |

Figure 5. FSM of a microcontroller connected to a basic R un

[
: assembly C language Finite State Machine!

In Finite State Machine, states are annotdigdtheir | \ / ,,O\Q '
duration and their power consumption. These vatase | OO
from devices datasheets, and are all validated b ISS (once)
[
[
[
[

[
[
measurements in our model implementation methogolog \P":;;f:gtgg*” Datasheets :
order to have more accuracy, the CPU activity isstered. |
Fig. 6 shows the classical model that reflectshthedware Precise Finite | |
part: sensor, microcontroller and radiofrequencitsurThe State Machine | OO |
power module receives the current state of deviees, m - = === J-—— —— ——— T
records all the state changes and timing in omieatculate CPU
and to log the power consumption. Energy can theis b arsiog radiofrequency
evaluated with this power module. Table Il detpast of the sensor | ., |adc spi | <> e

microcontroller|

lookup table that is implemented in power moduler (f
ATMEL ATMega 128 and Texas Instruments CC2420 sybea

[
[
|
devices). All the devices in the library are modeie this : I Ih_*‘
Wa)'lllhe sensor and radiofrequency units are passiv&@cjba : Ul Power ‘J
I

parts or active hard-coded, and their timing aré kewn.
Meanwhile, the microcontroller has a more detaiii@ite Node Hard temnC
state machine because of the (user) softwaresthanhing. L ___"X ode Hardware - systemt__ _ _ _ _

Node model

Figure 6. Node model including software for more accuracy
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In detail, the ISS we have coded is an instructen
simulator that targets multiple hardware architestu The
whole instruction set of each targeted microcoldrols
taken into account. It is written in C++ to offengpatibility
support with our SustemC / C++ simulator. The |8i&$ as
input the ELF file produced by a compiler, oftenCa
compiler. Next, it decodes the ELF file, looks whic
instruction is currently in scope and starts exeguthe
functionality. At the end, the ISS produces an outfile
consisting of a lookup table pair: function nameumber of
corresponding clock cycles. ISS is also ran onlyeobefore
SystemC simulation. More details on this ISS cameael in
[25]. It is the main difference with classical 1S8)at
classically run in parallel with the main simulati&ernel.
Classical ISS thus slow down drastically the sirioie
speed. Using this lookup table and knowing the kcloc
frequency of the microcontroller, these cycles teaaslated
into timings. Once inserted in the SystemC simaoiati
software states in the finite state machine areedinso a
precise finite state machine is set.

Radiofrequency units are modeled individually beeau
of their complexity and wide differences (that webuhake
difficult a generic FSM). In Fig. 7 and Fig. 8 belotwo
FSM examples are drawn, of two well-known IEEE 8624
compliant radiofrequency units: T.I CC2420 and Mdrip
MRF24J40.

As a whole, several sensors, microcontrollers a@versl
radiofrequency units can be selected; the curibrarly is
detailed in Table Ill. Each sensor, microcontroliand
radiofrequency unit can be mapped to each othech Ea
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Sleep mode

|=2pA

Y

Oscillator startup time
RF calibration
I=19mA, t=2ms

v

RX (= idle)

[=19mA
t=frame_length
oridle_duration

L
™

= 23mA@0dEm

t =frame_length

Figure 8. MRF24J40 simplified Finite State Machine

As it was previously published, all of these modetse
validated with experimental measurements on masy te
beds [26], as detailed in Section IV.

compliant radiofrequency transceiver includes thieole
IEEE 802.15.4 standard.
Due to its architecture and file organization, thedels

TABLE IIl. MODELED HARDWARE DEVICES IN SIMULATOR LIBRARY
Sensor units Microcontroller units Radiofrequency units
ATMEL ATMegal28 T.l. CC2420
s tMssDe Microchip 16LF88 T.I. CC1000
T.l. MSP 430 Microchip MRJ24J40

library is easy to extend: new files, containingvnaodels,
are added in the folders, the main file includesnth C
language #define statements permit to change ttaele
hardware. Signals between modules are connectetiein
SystemC model, as it would be in real hardware.

1=20pA

i

Oscillater startup time

Power Down current[power]

current[0dBm]=17.4mA

current[-1dBm]=16.5mA
current[-2dBm]=15.2mA
current[-5dBm]=13.9mA
current[-7dBm]=12.5mA

|=426pA. t=1ms current[-10dBm]=11.2mA
current[-15dBm]=9.9mA
current[-25dBm]=8.5mA
idle

1=426uA

RX TX

Calibrate RX Calibrate TX
if finished 1=18.2 mA 1= current[power]
(no ACK) t=12 symbols t=12 symbels
RX T
1=18.8 mA I= current[pow er]|
t=frame_length t=frame_length

if ACK

Figure 7. TI CC2420 simplified Finite State Machine

C. Thesimulator user interface

The presented models can be used to simulate ssrele
sensor network communications at system level. &lp h
SystemC / C++ non-specialists to use easily thelsition
tool, we developed a graphical interface that @sashin Fig.

9.

~_Ideal
File Edt AppSet Run Help

CI=l

Configuration CIE

[ ooy |

Topology B
o 160

Value

H
@

X positions of nodes 913,456.622,1449.1.

Y positions of nodes 721,834,1104,1026,

TX power o

ity -95

2 ®

ATMega128

Transceiver cc2420

H
3

Non-slotted CSMA-CA

3

o

15360

11| sample Rate 100

12 Payload of packet 1 00

B Console

g g
Node3: starts to transmit the data to the transceiver (_NR= 2 ) with data = 2.4 at time 2527033 us
Proxy0: Begin emitting radio packet at time 2527148 us
Proxy3: Begin emitting radio packet at time 2527260 us

Node7: ack waiting time elapsed (_NR= 2) at time 2527302 us

Node7: Retransmit with R = 3 at time 2527302 us

Node7: generated a as backoff slots, slots = 3 at time 2527303 us

Nodel: ack waiting tim (NR= 2) at time 2527428 us

Nodel: Retransmit with_NR = 3 at time 2527428 us

Node1: generated a random number as backoff siots, slots = 6 at time 2527429 us

Proxy0: Complete emitting radio packet at time 2527596 us.

Ready

Figure 9. Simulator graphical user interface
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The user interface is composed of different subdains.
A graphical viewer shows spatial position of nodesl the
lines between nodes represent the possible comatigris
according to locations, power of the transmissiord a
sensitivity of the receiver. Hardware parameteessame of
selectable microcontrollers and radiofrequencysur@ne of
the many IEEE 802.15.4 configurations (in slotted

IV. CLASSICAL RESULTS AND RELATED WORK

From these log files, we can explore design spacthé
best solution (often the lower latency, best padadivery
rate, and the lower energy consumption). Many dut
curves are accessible: packet delivery rate (PpBEket
latency, node power consumption and energy pergbask

0 these results were validated with measurements®naes

103

pu

unslotted modes) and superframe parameters (SO,BBO, network [27] with a TDMA-based GTS algorithm. These

etc.) can be selected. Sampling rate and paylogzhciets
can thus be configured. User enters all paramétersgh a
configuration window, called from menus. A click dme
launch button in the graphical interface launch&ystemC
simulation in background. Simulation log is dis@dyin the
bottom window of the graphical interface, and airtigrtrace
(Value Change Dump format: VCD) is created and lsan
opened. Output log files are thus generated forpelee

analysis.
100 T T
90 =k Es -+ g
80t .
70 | 1
60 - L'\, -
S \
x 50 1
fa) \
e B
40 r A g
x
L
30 - AN B
IDEAT —+ s
20 Testbed ™ 1
X
L A
10 \\\
0 1 1 L
0.1 1 10 100 1000
Sample rate (Hz)
(a)
20 T T
PN
15 t \
— ~
z
E
-
g 10
2
g
-
5 _
IDEA1 —+—
Testbed
0 i . ) R .
0.1 1 10 100 1000
Sample rate (Hz)
(b)

nodes, called N@L, are composed of Microchip deyvic

e

PIC16LF88 microcontroller and MRF24J40 radiofreqryen

unit. Each of the 8 nodes senses periodically a datl tries
to send it to the coordinator. This period (sampte) is the
parameter for this study. Non-periodical scenardm de
configured as well, timing is simply defined seqigly in
the testbench file.
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Figure 10.IDEAL simulation and testbed measurements. Tymiagdut curves: packet delivery rate PDR (a), palgdtency (b), node power consumption
(c), energy per packet (d).
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IDEA1 simulation results are within 6% of the adtua . .
value obtained from real measurements. This goodracy
is not surprising since models are based on device .
datasheets. Simulations and measurement simplgatali
datasheets.

Moreover, these results were compared to NS2 tleat w
considered as a reference for this study. As osult® are
measurement-validated, we could explore accurachi%i?
as well. NS2 is accurate for network-level resuttsch as or 1
packet delivery rate or latency. Indeed, hardware
components have a small impact on these delaysdicgo \/"‘\H‘_
to framing spacing and packet length compared tc” S
electronics components delays (software were takém I
account at the same level in both simulators fas th . . \)ﬁ“‘*l
comparison). Meanwhile, the simulators have difiere ! : Saupls Rats (i) n o0
results for energy per packet consumption, as Higshows.

This difference is especially important for low alaate
applications. Power consumption between IDEA1l ai82 N

ranges from 9% to 16% in a non-beacon CSMA-CA  Fig. 13 shows this result. For two separate noelesigy
algorithm. A simulation time analysis is shown il§.F12  of radiofrequency unit in active mode (EnergyTractve)
where scalability is detailed. Fig. 12 presentsatré¢ and sleep mode (EnergyTransSleep) is detailed. In
simulation time: simulation time over simulated éinEven microcontroner, energy of internal hardware blo((@u,

if both simulators are event-driven, Fig. 12 shothgt EnergyCPUPerNode, SPI communication block
IDEA1 kernel with FSM-based modeling takes a betterEnergySP“DerNode, analog to d|g|ta| SAR converter
advantage than NS2 on the application discrete vi@ha EnergyADCPerNode) are monitored.

IDEAL curve is much more constant than NS2' one. Al these above results were obtained for homogesieo
Scalablllty is also better. |ndeed, in low dataeratenario networksy SO a Sing|e node hardware architecture.

(typical WSN case), few events appear; simulat@oal  The section below presents new simulation resulta i
simulates idle or sleep states. IDEAL is 3.3 tifiester than  heterogeneous network context.

NS2. NS2 is more interesting in high data rate agen

(typical networked-computers case) because theo rati -

decreases. Anyway, ratio of IDEA1 decreases tod,i&is
still 3.1 times faster at 1000 Hz sampling rate.

Moreover, we showed that IDEAL is able to provide a
fine and precise power consumption analysis ovenyma e
solutions: [27] detailed —for all IEEE 802.15.4
configurations- active and sleep consumptions o **

radiofrequency unit and microcontroller.
100000 W EnergyTranaSiesp
¥ Eraaycrpe:
300 TOEAT o it
Ns2
4 0000 1
7 40000 1 . ;
4 20000
0 | >

IDE4] ——
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=
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Figure 12.Relative simulation time (simulation time / simeldttime).
IDEA1 and NS2 simulations.
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Figure 11.Node energy per packet. IDEAL and NS2 simulationsoin-

Figure 13.Energy consumption of radiofrequency transceiver an
beacon CSMA-CA.

microcontroller internal blocks for two differenggforms (uJ)
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Nodes sense the environment periodically everyrakco
V. HETEROGENEOUSSIMULATION RESULTS and transmit data over the network. Each transamissi
Heterogeneous support in simulators with fine andpacket) includes two data bytes (payload). Semsmtes
accurate hardware and software models is nece¢narfew  enter sleep mode as long as they can; the cooodimst
simulators support this feature, like [28]. Onesteais the —always awake. The IEEE 802.15.4 non-beacon CSMA-CA
need of a complex instantiation of models. communication scheme with no acknowledge is usadalb
Typical heterogeneous nodes are detailed in Figndde ~of the IEEE 802.15.4 can be configured for wider
A and node B have different hardware devices. um o exploration. Simulation of this testbed gives a V&&xe, an

simulation, microcontrollers, and radiofrequencyitairare ~ extract is shown in Fig. 15. We can observe thedinator's
different (brand and model). and nodes' microcontroller and radiofrequency staites (R:

Receive, T: Transmit, A: Active, S: Sleep CooMCUS8ta
stand for coordinator microcontroller state, Coarahte is

Battery NEpIE the coordinator radiofrequency state. For classiuades,
‘ \ states of microcontroller and radiofrequency umi also
/_ detailed with mcustate0 and radiostate0 for nodanQ

(( @_ ‘_ mcustate7 and radiostate7 for node 7. In this elgmp
( Unit C coordinator microcontroller is always active (A)t fime
R 1065ms, coordinator radiofrequency unit sends &eidd),
node0 radiofrequency unit is in receive mode (R} is in

NODE B power down mode (0). Then, radiostate0 sends an
Battery acknowledgement (T), and then enters sleep modencAs

more processing is required, microcontroller of@@denters
sleep mode. Node 7 wakes up at 1066ms. After bratilig
phase, microcontroller is active; radiofrequencyt us in
receive mode. At 1066.5ms, microcontroller samplekata,
sends it over SPI. After CCA, radiofrequency ueids the
data (T), and enters power down at 1069.3ms.
Microcontroller enters sleep mode too, node 7 tallypin
sleep mode too. ....). It is possible to monitor mgigmals in
order to see for example the wireless channel ysagthe
As a test example, we simulated a 9 nodes netveork: data transfer from the sensor to the radiofrequemaiy
coordinator and eight nodes composed of Microchiphrough the microcontroller on each node, and ftata the
PIC16LF88 and ATMEL ATMegal28L microcontrollers radiofrequency unit to the microcontroller on the
and Microchip MRF24J40 and Texas Instruments CC242@oordinator.
radiofrequency units, as specified in Table IV. Information in the log file gives a lot of outpuatd, as
packet delivery rate (PDR), and latency. Moreolay, file

\

A
( ( ( M - == Radiofrequency
Unit D

Figure 14.Typical node architectures in a Wireless Sensowiie¢
(heterogeneous network)

TABLE IV. NODES DEVICES FOR TESTBED AND SIMULATION includes energy of each block of each circuit ioheaode. It
WSN device Microcontroller unit | Radiofrequency unit is_ also possible to draw graphs such as the faﬂgvaines.
Coordinator ATMegal28 CC2420 Fig. 16. presents the overall energy consumptidnghe
Nodes 0..3 PIC16LF88 MRF24J40 nodes.
Nodes 4..7 ATMegal28 CC2420
Signals
Time 1866 ms 1867 ms 1863 ms 1869 ms 1878 ms
CooMcustate[7:0]
Cooradiostate[7:08]
mcustated[7:08]
radiostated[7:0]
mcustate7[7:08]
radiostate?[7:0]

Figure 15.Extract of the output VCD file, focus on coordinaémd nodes 0 and 5 (microcontrollers and radiefeegy units states)
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Energy partitioning between the microcontroller dhe
radiofrequency unit for two heterogeneous nodesl€n0:
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Figure 18.Radiofrequency units energy consumption comparison

On the other hand, the MRF24J40 transceiver is @& mo
autonomous circuit, as it supports all the aforeimaed

Microchip PIC16LF88 and MRF24J40 and node 5: ATMEL aspects of IEEE 802.15.4 by hardware, the microobet is
AVR ATMegal28 and T.l. CC2420) are shown. We can sethus less active.

the energy consumed by microcontroller (MCU eneirgy
grey) compared to the radiofrequency unit one (RErgy in
dark). In detail, PIC16LF88 consumes a total eneofy

With the same fine granularity, it is possible tetadl
states of radiofrequency units, as shown in Fig. 18
This figure shows it is possible to monitor energy

109uJ, AVR ATMegal28 consumes 498uJ, so a 4.5. rati@onsumed during states (from top to bottom on hafrgch
MRF24J40 consumes 848uJ, whereas CC2420 consumegliofrequency unit: sleep, idle, receive (RX) @rehsmit

1016uJ, so a 1.2 ratio. This testbed shows anestiag
combination of circuits that composes node 0, beeat
embeds the two most energy-aware circuits. Meaewtils
interesting to detail this big difference.

It is possible to have finer granularity and toaiethe
energy consumption of each block within hardwareiaiss.
Fig. 17 shows the microcontroller energy spentraufrom
top to bottom in bars) sleep, idle and SPI commatitos
states. It is to note that CC24220 radiofrequeray (with
no IEEE 802.15.4 hardware support) has an impadhen
active state duration of the microcontroller. Indlein that
example, the CC2420 transceiver just modulatep#oiet;
microcontroller implements the IEEE 802.15.4 stadday
software. For example, it has to check for freendeg to
respect delays (backoffs), to generate
compliant packets, to acknowledge if it is actidatetc.
More SPI communications are thus required. Thid fac
visible on Fig. 17: active and SPI communicatiorergy
consumptions are important on AVR ATMegal28.

500
450
400
350
300
250
200
150
100

50

Sleep
B Active
SPI

Energy (1)

PIC16LFS8 AVR ATMega128

Figure 17.Microcontroller energy consumption comparison

(TX). Although sleep mode is the less power consignit is
the longest state. Testbed is typical in WSN: deygle
(wake-up duration / application period) is low. GRR has
important energy consumption in sleep mode (conthtoe
MRF24J40) because its power consumption is 8.5stime
bigger. Sleep mode durations depend on activitpafes,
node 5 (AVR ATMEgal28 + CC2420) needs more
processing because of the basic radiofrequency, asit
discussed above. It is also meaningful to obtal® aatio on
energy consumption compared to node0. We can rethark
MRF24J40 has no idle state; default state is RX).(B).
While communicating or processing a packet, MRFQ434

in RX state, it is why RX state is so energy consignAs
CC2420 has a lower power consumption in TX mode

IEEE 802.15.(52.2mW at 0dBm) compared to MRF24J40 (69mW at

0dBm), CC2420 has a lower energy consumption testrat
the same amount of packets.

We can see it is possible to optimize total enexgi
such a deep exploration.

VI.

In this paper, heterogeneous support of IDEAL, our
system-level simulator for Wireless Sensor Networkas
presented. This simulator is written in SystemC &her.
SystemC combines advantages of being a widely-used
language in micro-electronic systems design flowmd a
permitting hardware and software co-modeling. Moezp
its kernel is efficient, and as our models are taze Finite
State Machines, less events appear and simulgbeedsis
fast compared to other simulators. The simulatapigical
user interface permits configure easily a networdt set the
sensor nodes characteristics Simulation gives &asyad
waveforms and easy-to-process output logs. IDEAdaty
contains many hardware devices and the whole IEEE
802.15.4 standard. We demonstrated that it is pless run

CONCLUSION
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quick and accurate simulations with different haadsv
devices on the nodes. Classical network simulatatputs
(packet delivery rate (PDR), packet latency) anepsuted;
as well as accurate timing, and detailed energgwiption
of hardware devices that are measurement validéted.
also possible to simulate and compare many scenarid
configurations in order to run design-space expiamnafor
the best-suited and lower power solution. Currefgase of
IDEAL is publicly available at http://www.ideal.fr.
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