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ABSTRACT 

This paper investigates an energy-conscious single machine scheduling problem to minimize total 
electricity cost under the time-of-use (TOU) electricity pricing scheme. In such a scheme, the 
electricity consumed in different periods of a day requires different prices. Each job to be 
processed on the machine is characterized by their processing time and electricity consumption per 
hour. The objective is to arrange the processing of the jobs under TOU electricity tariffs so as to 
minimize the total electricity cost. An improved mix-integer linear programming model with less 
number of constraints is formulated for the problem. Computational results demonstrate that our 
model can solve the problem more effectively. 

Keywords: single machine scheduling, time-of-use tariffs, mixed-integer linear programming model, 
total electricity cost 

1 INTRODUCTION 

With the mounting concern over the energy consumption in the manufacturing sector, energy 
efficiency has become another crucial criterion for production managers to consider when 
formulating production plans apart from production efficiency. Among a wide range of energy forms, 
the electricity is regarded as the main form utilized in production activities [1]. However, the 
process of generating electricity can take a heavy toll on environment protection. For example, 
generating 1 kwh of electricity means to release two pounds of carbon dioxide[2], which is the main 
contributor of the global warming process. On the other hand, with the increase in demand and 
price for fossil fuels and the decrease in their reserves [3], energy-saving has become increasingly 
urgent. Since the manufacturing sector is the main consumer of electricity in most countries around 
the world, for example, according to [4], manufacturing occupies about half of the total electricity 
generated each year in China, containing the usage of electricity in the manufacturing sector is of 
vital significance. 

To achieve the improvement of electricity efficiency in the manufacturing sector, there are mainly 
three strategies on different levels, which are called structure energy-saving, technical energy 
saving and management energy-saving[5], respectively. The first two strategies focus on bringing in 
more energy-efficient production equipment, while the third one tries to achieve the purpose via 
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scientific management, which is quite prevalent in many electricity companies nowadays. Since the 
demand of electricity may vary greatly in different periods during a day, extra pressure has been 
put on the electricity suppliers. To tackle the condition, several time-dependent electricity pricing 
schemes have been proposed and adopted, such as the time-of-use (TOU) pricing scheme. 

The TOU pricing scheme works by setting different prices for electricity in different periods during a 
day. Specifically, each day is divided into different types of periods according to the demand for 
electricity, such as on-peak periods, mid-peak periods and off-peak periods. In on-peak periods, the 
electricity prices are set at the highest level because the demands for electricity in these periods 
are the highest. Accordingly, the electricity prices in the mid-peak and off-peak periods are 
moderate and the lowest, respectively, because of the moderate and the lowest demand in these 
periods. Obviously, effective TOU pricing scheme will help shift the workloads from on-peak periods 
to mid-peak periods and off-peak periods [6]. Hence the demand for electricity during a day may be 
effectively balanced, thus reducing the burden on the electricity suppliers. 

To improve the efficiency of electricity as well as of production under the TOU tariffs, production 
managers may need the help of scheduling. According to [7], scheduling is to allocate resources to 
tasks with the goal of optimizing one or several objectives. A special case of scheduling is the single 
machine scheduling, which is the basis of more complicated machine environments and has been 
studied widely in the literature. For example, Hariri and Potts [8] developed a branch and bound 
algorithm to minimize the weighted number of tardy jobs. Boland, Clement and Waterer [9] 
presented a bucket indexed (BI) MILP model for non-preemptive single machine scheduling problems. 
Computational results demonstrate that the BI model outperforms significantly the classical time 
indexed model. 

Besides, single machine scheduling problems considering energy consumption have been a hot topic 
lately. Basically, there are two typical types of energy-saving mechanisms, which are the power-
down mechanism (e.g. [3, 10-12]) and the speed-scaling problems (e.g. [13-15]). For single machine 
scheduling under TOU tariffs,  Shrouf, Ordieres-Meré, García-Sánchez and Ortega-Mier [16] 
formulated a discrete-time integer programming model based on power-down mechanism with the 
objective of minimizing the total electricity cost. In their work, the processing sequence of jobs is 
assumed to be pre-determined and a genetic algorithm is proposed to obtain the approximate 
optimal solutions. Fang, Uhan, Fu and Sutherland [15] studied several speed-scaling versions of the 
single machine scheduling problem to minimize the total electricity cost. Another work was 
conducted by Che et al.[17], who proposed a continuous-time mixed-integer linear programming 
(MILP) model and an efficient greedy insertion heuristic. In this paper, we propose a new MILP 
model for single machine scheduling problem to minimize the total electricity cost under the TOU 
tariffs. We will also compare our model with that presented by Che et al.[17]. 

The remander of the paper is organized as follows. In section II, we give a clear description of the 
problem addressed and formulate a new MILP model for it. The computational results and the 
comparison with a previous model are presented in section III. Finally, we draw a conclusion in 
section IV. 

2 PROBLEM DESCRIPTION AND FORMULATION:  

2.1 Problem description 

This paper addresses a single machine scheduling problem with the objective of minimizing total 
electricity cost under the time-of-use tariffs. Its NP-hardness was proven by Fang, Uhan, Fu and 
Sutherland [15]. In this problem, a set of N jobs to be processed on the machine are specified by 

their own processing time ti and electricity consumption rate pi, 1 i N  . All the jobs are available 
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at the beginning of the processing course and so is the machine. No preemption is allowed, that is, 
once a job is processed on the machine, no interruption is permitted until the processing of this job 
comes to an end. The machine can only process one job each time and breakdowns are not 
considered. 

In terms of the TOU pricing scheme, the electricity prices vary in different periods during a day. 
Obviously, the same workload assigned to different periods leads to different amount of electricity 
cost. To better illustrate the problem addressed, without loss of generality, suppose that the whole 
processing horizon is divided into K periods. We use sj to denote the start time of period j, 

1 1j K   , and note that sK+1 represents the end time of the last period. The electricity price in 

period j is denoted by cj, 1 j K  . For simplicity, we assume that s1=0. To guarantee the 

feasibility of the problem addressed, the value of sK+1 should be larger than the sum of the 
processing times of all the jobs. 

To achieve the goal of minimizing the total electricity cost, the majority of efforts should be 
focused on the assignment of jobs among different periods of the machine. Hence we need to 
develop the decision variables to describe whether job i is handled in period j and further know how 
much processing time of job i is assigned to period j. Since the processing time of job i may be 
larger than the duration of period j or job i is assigned to be processed across two adjacent periods, 
we propose another decision variable to describe whether job i is processed across periods to better 
formulate the problem addressed. 

2.2 Problem formulation 

As is discussed above, the decision variables of the MILP model for the problem addressed are: 

xij: The assigned processing time of job i in period j, for 1 ,1i N j K   

yij: Binary variable. If job i is processed in period j, then 1
ij

y  ; otherwise, 0
ij

y  , for 

1 ,1i N j K   

zij: Binary variable. If job i is processed across period j and period j+1, then 1
ij

z  ; otherwise 

z 0
ij
 , for 1 ,1 1i N j K      

With the notations presented above, the MILP model can be written as follows: 

1 1

min
N K

i j ij

i j

p c x
 


s.t. 
1

K

ij i

j

x t


 , 1≤i≤N (1) 

1

1

N

ij j j

i

x s s


  , 1≤j≤K (2) 

ij i ij
x t y , 1≤i≤N, 1≤j≤K (3) 

, 1
1

ij ij i j
z y y    , 1≤i≤N, 1≤j≤K-1 (4) 

1

1
N

ij

i

z


 , 1≤j≤K-1 (5) 
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, 1

2

(1 )
K

il ij i j

l j

y K y y 
 

   , 1≤j≤K-2 (6) 

, 1 , 1 1
( 1)( )

ij i j i j j j
x y y s s      , 1≤i≤N, 2≤j≤K-1 (7) 

The objective is to minimize the total electricity cost represented by 
1 1

N K

i j ij

i j

p c x
 
 . Constraint (1) 

ensures that the sum of the assigned processing time of job i to different periods is equal to its 
total processing time. Constraint (2) states that the total processing time of all jobs assigned to 
period j should be no larger than its own duration 

1j j
s s  . Constraint (3) shows that if 0

ij
y  , then 

the processing time of job i assigned to period j should be zero as well. 

Constraint (4) tells that if job i is processed both in period j and period j+1 (i.e., 1
ij

y   and 

, 1
1

i j
y   ), then zij should take the value of 1. Constraint (5) ensures that at most one job can be 

processed across two adjacent periods. Constraint (6) is the processing continuity constraint 
ensuring that the processing of a job in different periods are continuous. To be more specific, if job 
i is processed in period j but not in period j+1 (i.e., 1

ij
y   and 

, 1
0

i j
y   ), then the end time of 

processing job i must be in period j, that is, job i cannot be processed in the periods afterwards 
anymore. We note that constraint (6) can also be equivalently written as: 

1

, 1

1

(1 )
j

il i j ij

l

y K y y





  + , 2 ≤ j ≤ K-1. 

Constraint (7) ensures that if job i is assigned to both period j1 and period j+1 (i.e., 
, 1

1
i j

y    and 

, 1
1

i j
y   ), namely it is processed across at least three periods, then the assigned processing time of 

job i to period j should be no less than the duration of this period. 

We note that Che et al.[17] only defined the first two groups of binary variables (i.e. xij and yij ) to 
formulate the single machine scheduling problem under TOU tariffs. In this work, the number of 
constraints is greatly reduced due to the use of the third group of binary variables (i.e. zij). We also 
note that similar definitions of the three groups of binary variables given above and their 
corresponding constraints can also be found in Ding et al. [18], who proposed an interesting MILP 
model for unrelated parallel machine scheduling problem under TOU Tariffs. In fact, they defined 
five groups of binary variables to formulate their problem. In this work, we need to define three 
groups of binary variables due to improvements of the formulation.  

It is worthwhile to note that we improve the processing continuity constraint given by Che et al. [17] 
and Ding et al. [18], which is a very key constraint for machine scheduling problems under TOU 
tariffs. In the work of Che et al. [17], the processing continuity constraints formulated as O(NK2) 
inequalities. However, in this work, it is formulated as O(NK) inequalities without introducing any 
additional binary variables. In Ding et al [18], for a given unrelated parallel machine, the processing 
continuity constraint is also formulated as O(NK) inequalities by introducing additional NK binary 
variables. From the above analysis, our formulation of the processing continuity constraint is more 
compact than Che et al.’s and Ding et al.’s, which speeds up the resolution of the model. It is 
worthwhile to point out that the formulation for processing continuity constraint developed in this 
work can also be applied to other machine scheduling problems under TOU tariffs. 

3 COMPUTATIONAL RESULTS 
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In this section, we compare the performance of our MILP model with a previous one developed by 
Che et al.[17] through randomly generated instances. The model formulations are coded and 
implemented in C++ and solved by the MILP solver of CPLEX (Version 12.6). All the experiments are 
performed on a Lenovo PC with 1.7 GHz quad-core Intel i5 CPU and 8GB RAM. 

The instances are generated in the following way. The processing time ti for job i follows a uniform 
distribution between 10 and 100 minutes, while the power consumption per hour pi between 30 and 
100kW/h. The TOU pricing scheme adopted in this paper is the one implemented in Shaanxi 
Province, whose parameters are shown in [16]. To test the performances of the two models, we 
utilize 8 groups of random instances with different number of jobs from 30 to 100 with an increment 
of 10. Note that the chosen processing horizon length (i.e., the makespan) can affect the 
performances of the two models as well as the feasibility of the problem. Obviously, when the 
processing time of each job in an instance takes the value of its upper bound (i.e., 100 minutes), we 
can obtain the least makespan needed to keep each problem of that scale feasible. Therefore, to 
better test the performances of the two models, we use different lengths of processing horizon. To 
achieve that, we test each problem under several given K periods, and in each setting the feasibility 
of the problem is guaranteed by the above rule. 

We test each setting of the problem with 10 instances, and the computational results are shown in 
Table I. To better demonstrate the performance of our model compared to the previous one under 
different settings, we propose the following measurement, which reflects how much our model is 
faster than the previous one under certain setting. Let 

, ,O N K
t  denotes the average computational 

time of our model to solve the problem with N jobs and K periods and 
, ,C N K

t  represents that of the 

previous model under the same setting. We define 

, ,

,

, ,

C N K

N K

O N K

t
F

t


. 

From Table I, we can see that our model outperforms the previous one in terms of computational 
time, especially for large-size problems. For example, when dealing with problems with 100 jobs 
and 48 periods, the previous model cannot find the optimal solutions for all the random instances 
within one hour, while our model find the optimal solution within about 230 seconds on average. 
Specifically, the previous model cannot solve two of the ten instances to optimality within one hour. 
But the gaps from the lower bounds when the two instances are solved for one hour are both below 
0.03%. Here we regard the computational time for the two instances both as 3600 seconds and 
calculate their mean. Even under such a circumstance, our model still runs nearly 5 times faster 
than the previous one. This is because the improved model is more compact in terms of the number 
of constraints. 

4 CONCLUSION 

This paper considers an energy-conscious single machine scheduling problem to minimize total 
electricity cost under the TOU tariffs. To tackle the problem, we formulate an improved mixed-
integer linear programming model and compare it with a previous one. The computational results on 
randomly generated instances demonstrate that our model is more efficient in dealing with the 
problems, especially for large-size problems. In the future, efficient heuristics shall be developed, 
which can increase the problem scale solved greatly. 
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Table 1. Comparison of the two models under different settings 

Problem CPU Time(s) 
FN,K 

N K Our Model Previous Model 

12 0.38 0.62 1.63 

30 14 0.25 0.38 1.52 

16 0.65 1.17 1.8 

16 1.95 2.19 1.12 

40 20 2.47 3.11 1.26 

24 0.48 1.17 2.44 

20 3.47 5.8 1.67 

50 24 0.62 1.54 2.48 

28 9.18 11.46 1.25 

24 4.39 12.85 2.93 

60 28 7.21 20.78 2.88 

32 17.44 31.03 1.78 

28 7.58 24.84 3.28 

70 32 22.94 44.55 1.94 

36 48 73.3 1.53 

32 17.2 64.1 3.73 

80 36 75.64 112.52 1.49 

40 91.47 167.01 1.83 

36 42.93 149.87 3.49 

90 40 79.18 242.05 3.06 

44 29.81 172.04 5.77 

40 107.9 278.08 2.58 

100 44 238.09 401.18 1.68 

48 229.97 1138.44* 4.95 

*: Two of ten instances cannot be solved to optimality within 3600 seconds. 
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