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Abstract

This paper studies coordination between firms in a multi-sectoral macroeconomic model 
with endogenous business cycles. Firms are both in competition and interdependent, and 
set their prices with a markup over unit costs. Markups are heterogeneous and evolve 
under market pressure. We observe a systematic coordination within firms in each sector, 
and between each sector. The resulting pattern of relative prices are consistent with the 
labor theory of value. Those emerging features are robust to technology shocks.
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The most important subjects which
economics seeks to investigate are
ones which concern systems of
many firms, or of all firms, which
require consideration not only of
how all firms, individually, behave,
but also of how their individual
activities interact and constrain
each other, in markets, broad
sectors and the whole economy.

(Wood 1971, p. 38)

1 Introduction

Markup, or cost-plus pricing, is a convenient pricing heuristic in making what would

otherwise be complex and difficult decisions in a world of uncertainty (Lavoie 1992,

p. 134). It is widely used in the industrial organization and macroeconomic litera-

ture, both in DSGE models and agent-based models (hereafter ABMs), and it finds

strong empirical support (starting from the early and most famous work of Hall &

Hitch (1939); see Fabiani et al. (2006) for a survey in the Euro area for instance).

In most macroeconomic models, markups are an exogenous constant set over the

marginal costs of firms under monopolistic competition, where market power stems

from the preferences of consumers over differentiated goods – see Dixit & Stiglitz

(1977), Rotemberg & Woodford (1999) who provide an extensive discussion of these

models. In ABMs, in line with the industrial organization literature, markups on

unit costs often evolve with the firms’ market shares (see e.g. Dosi et al. 2010).

However, the problem of the determination of the level of the markup is not really

solved, as the distribution law remains exogenous and supposes a centralized pricing

mechanism.

In this paper, we take up the view that the pricing problem faced by the firms is

non-trivial : increasing its markup allows the firm to increase its profit margins, but
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at the expense of its market share. Moreover, firms have to solve this trade-off in

a situation of strategic uncertainty, especially once firms’ heterogeneity is brought

into the picture, as relative prices are relevant to assess market shares. Indeed, in

a market economy, firms are both competitors and interdependent. Finally, firms’

pricing decisions as a whole feed back into the macroeconomic dynamics, as they

affect the distribution of income between the different sectors and agents, and there-

fore the level of aggregate demand. We do not hypothesize that there exists a simple

solution to this complex coordination problem. Fully in tune with the best ABM

approach, our solution is therefore not to guide the firms that populate our model,

but let them explore as widely as possible the space of pricing strategies, observe

whether market processes allow for a coordination and, if so, characterize which

collective solution emerges.

In this paper, we seek to answer the following questions : in a market economy,

which levels of markup can firms achieve? Do they differ between sectors and can

we identify forces that drive their evolution?

Those questions lie in a broader perspective. The coordination problem faced by

firms is a central question ever since A. Smith’s metaphor of the “invisible hand”. On

the one hand, the division of labor reinforces the interdependence between all sectors;

on the other, private ownership and individual initiative induce the fragmentation

of production between competing units:

Indeed we must not forget that if the division of labour joins interests

solidly together, it does not mix them together: it leaves them distinct,

and in competition with one another (Durkheim 1984, p. 160).

Given such a contradiction, are markets able to coordinate the activity of a large

number of interdependent and competing actors? Walrasian economics answers this

question with an auctioneer. Neoclassical macroeconomics envisions the question
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through a fixed point reasoning, by computing optimal reaction functions and solving

for equilibrium relative prices. In this paper, we contribute to this question without

these strong assumptions, but by the use of a framework that is suited for tackling

this problem in its complexity, namely an ABM.

ABMs are conceived to analyze out-of-equilibrium dynamics and adaptation pro-

cesses from heterogeneous and interacting entities (see, e.g., Caiani, Russo, Palestrini

& Gallegati (2016) for an introduction to the AB approach). On a more specific

note, we use a stock-flow consistent (hereafter, SFC) framework. Following Cin-

cotti et al. (2010), Kinsella et al. (2011) and Seppecher (2012), there has been a

multiplicity of macroeconomic models that combine two important features: the

principle of decentralization/disaggregation which is found in ABM and the princi-

ple of stock-flow consistency formalized by Godley & Lavoie (2007) (see Caverzasi &

Godin 2015 for a historical and theoretical account of the rapprochement between

those two strands of the macroeconomic literature). In an ABM, macroeconomic

variables are the result of a simple process of aggregation of individual data, as in

the real word (Cohen 1960), so that the accounting accuracy provided by the SFC

ensures the relevance of the aggregation process (Bruun 1999), as well as the inter-

connected nature of the balance sheets of all agents. Symmetrically, AB principles

could provide micro-foundations to SFC macroeconomics, that is, a way to logically

articulate and rigorously organize the interactions between the micro and the macro

levels

An SFC-ABM appears as a tailored tool for the study of our research question.

Disaggregation and heterogeneity are required to study coordination issues. Micro

interactions are necessary to model market mechanisms and the endogenous emer-

gence of aggregate patterns from those interactions. We model decentralization of

both the goods and labor markets, on both the supply and the demand sides, which

allows us to present a precise formalization of market competition and selection. For
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instance, firms set individually their prices and wages, so that the resulting wage

rate and income distribution in the economy are endogenous. We further introduce

evolutionary mechanisms that go hand in hand with heterogeneity and emerging

behaviors under selection pressure. On this aspect, we rely on the evolutionary pro-

cedure developed in Alchian (1950), as it is best-suited for modeling the emergence

of norms and customs under market competition. In our model, besides the standard

decisions that firms need to take with regards to production and the management of

their inventories, evolutionary mechanisms determine the markup levels and target

leverage ratios.1 The selection of better strategies operates through market com-

petition, so that strategies that lead to bankruptcy tend to be abandoned by the

firms, while strategies that lead the firms to stay in the market tend to get diffused.

Idiosyncratic shocks also constantly introduce innovations into firms’ strategies, and

provide them with adaptability in face of changes in the market conditions. We wish

to stress that we do not rely on any ad-hoc selection operators, such as replicator

dynamics, to emulate a selection pressure (see e.g. Dosi et al. 2016): in our model,

the market mechanisms directly and “naturally” eliminate the unfitted behaviors.

Furthermore, there is a macro closure which, besides modeling the financial and

banking sectors, takes into account the aggregate demand arising from the behavior

of households and resulting, at least partly, from the decisions taken by firms.

More precisely, we elaborate on the model of Seppecher et al. (2016) and its

“leverage engine”, which generates endogenous business cycles. We extend this model

to a multi-sector economy, in which production and consumption involve three types

of goods, in order to model an economy structured by strong interdependence rela-

tionships, both at the real and the monetary levels, between competing firms. While
1 Our approach has affinities with the work by Silverberg & Verspagen (1994), which has

been one of the first to make a strategy of the firms (namely the share of R&D expenditures)
endogenously evolve through a collective learning process. However, the selection mechanism is
more parsimonious in our paper, as less fit strategies are simply abandoned when the firms go
bankrupt.
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monetary interdependence, as explained above, is inspired by the works of Godley

& Lavoie (2007), real interdependence is inspired by Leontief (1936, 1937), Lowe

(1952, 1955), Sraffa (1960), and more recently by Lee (2011) who presents models

with several interdependent industrial sectors. Although there exists in the literature

a few ABMs that exhibit both radical decentralization and stock-flow consistency2,

we are not aware of any other ABM that also encompasses several interdependent

production sectors.3 Some macroeconomic ABMs include only two sectors, a capital

good sector and a consumption good sector, see e.g. Cincotti et al. (2010), Dosi

et al. (2010), Dawid et al. (2014), Assenza et al. (2015) or Caiani, Godin, Caverzasi,

Gallegati, Kinsella & Stiglitz (2016). However, in these models, the capital good

sector is oversimplified: it only employs labor and thus the production of capital

goods is never limited by capacities. Furthermore, the question of relative prices

and that of the emergence of an endogenous structure of sectoral markups are not

studied.

The exercise that we conduct brings three main results. First, the overall eco-

nomic system endogenously converges around a stationary state, average markups

and gross profits do not fall to zero, but systematically stabilize at a strictly positive

level.

Second, we observe intra-sectoral coordination between firms. The mechanism of

market selection gives rise to the formation and the evolution of social norms such

that firms are eventually constrained to use costing markups consistent with the

literature on normal-cost pricing (Hall & Hitch 1939, Lee & Irving-Lessmann 1992,

Coutts et al. 1978). According to this literature, prices are generically cost-plus

prices, that is, prices depend on some standardized unit cost to which is added a
2 See for instance (Seppecher 2012, Riccetti et al. 2015, Caiani, Godin, Caverzasi, Gallegati,

Kinsella & Stiglitz 2016).
3 Note one exception, that of Mandel et al. (2015); however, the main assumptions of that

model are such that it belongs to the tradition of neoclassical general equilibrium theory, and thus
has no other link with our own model.
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costing margin. Consequently, prices are not set so as to insure the equality between

supply and demand; instead they are perceived as reproduction prices, that is, prices

that insure the reproduction of the system:

. . . custom and competition are predominant among the determinants of

the mark-up for profit. . . whatever competitive factors affect the deter-

mination of the mark-up, the role of custom and convention is significant

enough to place the motivation of the price administrators outside the

simple description of maximizing profits. . . (Lee 1994, p. 325-326)

This post-Keynesian view is compatible with Simon’s (1979) satisficing hypothesis,

which denies that firms set prices in an attempt to maximize profits, but instead

follow simple rules of thumb, or routines (see also Nelson & Winter 1982 and the

discussion in Mazzoleni & Nelson 2013). Still, prices should cover unit labor and

material costs, and generate a profit rate on the value of the financial capital required

by firms. Our model shows that once the market competition and selection process

does its work, this is precisely what happens. However, short-run fluctuations in

prices and markups persist, as a result of the constant tension between seeking higher

market shares and increasing profitability, complicated by a context of ever-changing

market conditions.

Third, we observe inter-sectoral coordination: markup levels differ between sec-

tors in a systematic way. This hierarchy of markups is driven by the production

technology assumed in the model, insofar as the technology determines the real in-

terdependence between firms in each of the three sectors. Most importantly, we

found that the markups evolve so as to get relative prices in each sector to gravitate

around their labor values, as hypothesized by the Classical school of thought.

Finally, our contribution in this paper shows that ABM approach provides not

only useful tools to simulate macroeconomic dynamics with a high level of realism,

but also decisive contributions to highly debated theoretical issues, such as the
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question of relative prices/pricing behaviors in market economies. Our paper is

therefore also a proof-of-concept into that direction.

The rest of the paper is organized as follows: Section 2 describes the model, Sec-

tion 3 provides the simulation protocol and our main hypotheses, Section 4 presents

our results along our hypotheses, and Section 5 concludes.

2 The model

We now provide a general description of the model, focusing on the firms. Ap-

pendix B provides a detailed account of the timing of events within one period,

including the exact behavioral rules used by every category of agents for every de-

cision, as well as the initialization of all micro and macro variables.

2.1 Structure

The model is populated by a collection of heterogeneous firms, indexed by j and

heterogeneous households, indexed by i, as well as a bank. Figure 1 illustrates

the structure of the model. At the beginning of any simulation, the firms are dis-

tributed between three industrial sectors: the intermediate goods sector (denoted as

‘Sector 1’ or S1 ), the consumption goods sector (denoted as ‘Sector 2’ or S2 ) and

the investment goods sector (denoted as ‘Sector 3’ or S3 ).

There are two types of households: the ‘workers’ who supply labor to the firms,

and the ‘shareholders’ who hold shares of the firms and receive dividends. House-

holds, both workers when supplying labor or shareholders when buying shares, are

indifferent between industrial sectors. The distribution of firms between the three

sectors and households between the two types remains unchanged for the whole

simulation.

All sectors need to combine machines with labor under constant returns to scale
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Sector 2
(consumption

goods)

Sector 3
(capital
goods)

Sector 1
(intermediate

goods)

Workers

labor

consumption goods

intermediary goods

capital goods

capital goods

capital goods

labor

labor

Shareholders

consumption goods

Figure 1 – Structure of real interactions

to produce goods. In every period and in every sector, one unit of labor has to

be combined with one machine to result in production. All machines within a

sector have the same, exogenously fixed, productivity. A fixed amount of investment

goods (produced by S3) is required to be transformed into a machine. This amount

of investment goods varies across the different sectors (see Table 7 in Appendix

B.2), so as to allow for differentiated capital/workforce ratios across sectors. Thus,

despite each machine being operated by one worker, by construction, the technical

coefficients of each sector are different. Additionally, production in the consumption

goods sector requires intermediate goods (see Table 1). Production in the model then

consists of machines with labor producing investment goods (S3 ); machines with

labor producing intermediate goods (S1 ); and machines with labor and intermediate

goods producing consumption goods (S2 ).

One single bank stands for the whole banking and financial sector. This ‘super-
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Supply Demand
Intermediate goods S1 S2
Consumption goods S2 Workers, Shareholders
Capital goods S3 S1 , S2 , S3

Table 1 – Real interdependence links

bank’ provides loans to the firms to finance wages and investment, over an exoge-

nously given number of periods at a risk-free interest rate that is set by a Taylor rule

that targets consumer price inflation. It also hosts households’ and firms’ deposits

(at a zero interest rate), allocates shareholders’ excess cash to firms with excess

leverage, and implements the foreclosure procedure for bankrupted firms.

2.2 The firms

Unless otherwise stated, all firms in all sectors have the same behavioral rules.

2.2.1 Production plan

Firms set both prices and quantities. We assume that firms set prices according

to a markup over the unit cost of their goods. Unit costs include only the direct

production costs, i.e., the wages and the costs of the intermediate goods that have

been necessary to their production (it does not include the indirect costs such as

interest payments or depreciation costs). Since firms carry inventories of produced

but yet unsold products at each moment of time, one has to decide which unit cost

will be the basis of the pricing procedure. We use the average unit direct cost, that

is, the overall direct production cost of all the goods still in stock divided by the

number of goods in the stock of inventories4.

The quantities to produce, and conversely the demand for labor, are set by gradual

adjustments as a function of the firm’s past sales, its production capacities and the
4 Thus, here, what we have is the historic direct unit cost of the goods in inventories (Godley

& Lavoie 2007, p. 266).
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level of its inventories. Furthermore, we assume that the firms in S2 keep a buffer

stock of intermediate goods.

Additionally, the firms set their wage offer. The wage setting procedure is de-

signed to account for both an adjustment component to labor market tightness and

an ‘institutional’ component, that is an essential determinant of wage levels in devel-

oped countries. In the model, large firms tend to be wage makers, and adjust their

wage offer according to their observed level of vacancies and their past wage levels,

while small firms tend to be wage takers, and simply use the wage levels prevailing

in larger firms of their sector.

2.2.2 Investment decisions

Investment goods depreciate at an exogenous, fixed rate. In each period, firms may

consider to invest in new machines, both to renew their depreciated capital and to

expand their production capacities. Investment is financed with retained earnings

and bank loans. In this respect, we assume that firms have a leverage ratio target.

Only if their actual leverage lies below this target will the firms consider to invest.

If they do so, their investment goods demand will correspond to the number of in-

vestment goods that gives the highest net present value of the investment project.

This net present value is computed based upon the cost of intermediate goods com-

puted by starting from the cheapest suppliers, and the expected price, wage and

real interest rate levels estimated using past average levels.

2.2.3 Finance through bank loans

Firms borrow from the bank to finance their production and their investment.

Their anticipated wage bill and intermediate goods purchases are financed by non-

amortized and short-term loans. Those loans are automatically granted for an exo-

geneously fixed period of time at the risk-free interest rate. Investment is financed
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by amortized loans, granted for a longer period of time (corresponding to the ex-

pected lifetime of a machine). In every period, firms repay part of the capital and

the due interests on their loans. If a firm is unable to make its due payment, it is

downgraded to “doubtful”. It will then be given access to an overdraft facility, but

at a higher interest rate that includes a fixed risk premium.

2.2.4 Finance through emission of new shares

We introduce a stock market in a very rudimentary way by allowing firms with

excess indebtedness (compared to their targeted level) to get funds from shareholder-

households by issuing new shares. Those potential shareholders are all shareholder-

households with excess cash, i.e., whose money balances exceed a fraction of their

portfolio value. The price of the firms’ shares is set with a Tobin’s q ratio equal

to unity (i.e., the stock value of the firm is equal to its book value), and the firms

issue as many shares as needed to meet their financial needs. Potential shareholders

are randomly attributed those shares, in the limit of their available excess cash, but

we assume that Ponzi firms (i.e., those whose profits are lower than their interest

repayments) are excluded from the financial market, so that non-profitable firms

remain exposed to the risk of bankruptcy.

Indeed, if a firm becomes insolvent (i.e., its liabilities exceed its assets), it goes

bankrupt and the bank launches the foreclosure procedure. The failed firm’s losses

are erased and absorbed by the bank’s capital5, its book value drops to zero, the

current shareholders lose their shares, and the bank recapitalizes the bankrupted firm

with the excess cash of randomly drawn shareholders, together with new pricing and

debt strategies copied on a surviving firm (see below).

Shareholders receive dividends from the firms (and the bank). In each period,
5 In the case where the bank’s capital is insufficient to cover the bankrupted firms’ losses, the

bank goes bankrupt and the simulation breaks off. This remains a rare event, which happens once
over the 100 replications of the baseline scenario that we report below.
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the firms retain a constant fraction of their average past net profits, and distribute

the rest as dividends. The bank has an exogenously fixed target of net worth, and

simply distributes as dividends all its net worth beyond that target. The bank’s

shareholders are households randomly drawn at the beginning of each simulation.

2.2.5 Market adaptation and production of norms

The firms update their markup levels and leverage targets using an evolutionary al-

gorithm along the lines of Alchian (1950). In the simplest version of this evolutionary

learning process, two operators are essential: an exploration process that constantly

introduces new, potentially more profitable strategies into the population of exist-

ing strategies, and an exploitation process that propagates the profitable strategies

among the population of firms. A natural way to model the exploration process is

through idiosyncratic shocks. We assume that, in every period, the firms are subject

to small individual shocks that modify their markup and the leverage target, but

those shocks are on average zero. Possible economic interpretations of those shocks

include small-step innovations by a “trial-and-error” process, or control errors in the

implementation of the strategies.

As for the exploitation process, it simply goes hand in hand with the market

selection pressure, as the market determines what a profitable strategy is. Strategies

of bankrupted firms are considered to be non profitable, and are therefore replaced

by more profitable ones. We assume that when a firm goes bankrupt, it does not

disappear6 but its set of strategies (pricing and debt) is replaced and copied from

the strategies of another operating firm. This firm is randomly selected among the

non-bankrupted firms of the same sector. A scenario for this process could be the

following: an insolvent firm is always purchased by a group of shareholders that
6 This assumption avoids the complexities of modeling an entry process of firms, while remaining

in line with empirical evidence that suggests that a number of new firms replace a similar number of
obsolete firms, without significantly affecting the total number of firms in the market (see, notably,
Bartelsman et al. 2003).
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put in place a new management team that has been trained in one of the existing

operating firms in that sector, and the new managers bring with them the strategies

of their former employment.

Exploration and exploitation operate separately in each sector, so that different

norms between sectors may emerge from the market selection pressure.

2.3 The households

Both workers and shareholders consume the consumption goods. Workers’ income

comes from labor income (if employed) and shareholder’s income from dividends

(if any). To smooth their consumption in face of unanticipated income variations,

both types of households follow a buffer-stock rule and build precautionary savings.

Households cannot borrow and consumption is budget-constrained in every period.

We assume that the saving rate out of income from equity ownership is higher than

that out of labor income. This assumption has been common when studying income

distribution (Marglin 1984). It has found some support in behavioral theories of

consumption (see the so-called ‘mental accounting’ theory (Thaler 1990)).

On the labor market, workers have a reservation wage that they adjust down-

ward if unemployed. On the stock market, shareholders passively buy shares from

profitable firms.

2.4 Matching on markets

On the labor market, firms with vacancies send job offers to a randomly selected

pool of unemployed workers. An unemployed worker only accepts an offer if the

offered wage is higher than his reservation wage. The length of the contract is then

randomly drawn on a exogenously fixed support.

All goods markets operate on a principle of ‘loyalty to reliable suppliers’ (Kir-
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man & Vriend 2000). Buyers keep in memory a list of suppliers from which they

fulfill their demand schedule, starting by buying from the cheapest one. The most

expensive supplier as well as those who rationed the buyer in the previous period

are removed from its list of potential suppliers, and are replaced by randomly drawn

suppliers in every period. The selection of suppliers is first based on the capac-

ity to provide goods, which facilitates the creation of supplier-customer networks

despite the heterogeneity in firms’ sizes. The only difference between the differ-

ent goods markets is the demand schedule: households’ spending decisions are in

nominal terms and are budget-constrained, while firms schedule their intermediate

and investment good demand in real terms, and borrow from the bank if their cash

reserves are insufficient.

Aggregate variables are simply the result of the sum of individual ones across all

agents.

3 Simulation protocol

3.1 Calibration

We devoted some efforts to the calibration of the model. The purpose of this exercise

is to reach values for the main variables that are familiar to macroeconomists. In a

weak sense, this helps to provide validity to the model since we can find parameters

such that those variables reach reasonably realistic values. The successful calibration

does not prove that the model structure is right, in the sense that it would faithfully

reproduce the true structure of real economies. However, one could argue that if it

had been impossible to calibrate the model so as to reach any realistic value, this

would had implied a rejection of the model. This calibration exercise is not essential

for the dynamic simulations that will be performed and analyzed here. It just adds

some credibility to them. We now discuss the main variables we are interested in.
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By construction, in each period, the model respects the two following accounting

equations (subscripts t have been dropped for clarity):

r = m
u

v
(1)

ι = sfm+ sp(1− sf )m+ sw(1−m)⇔ m =
ι− sw

sf + sp(1− sf )− sw
(2)

where r is the gross profit rate, m the profit share, u the rate of capacity utilization,

v the capital to capacity output ratio, ι the investment to income ratio, sf the

retention rate of corporations (both firms and bank), sp the propensity to save of

the shareholders, sw the propensity to save of the workers.

The propensities to save sf , sp and sw can be derived from the different param-

eters fixing the behavior of the two types of agents (see Table 7 in Appendix B.2).

In the same way, we can approximately control the (long run) investment to income

ratio ι by modifying the technical coefficients for the production function of the ma-

chines in each sector. The capital to capacity output ratio is similarly determined

by those technical coefficients. As a consequence, we can fix, at least approximately,

the (long run) share of profits in our model. However, the utilization rate u and

the profit rate r seem to be essentially endogenous. Nonetheless, following a trial

and error process on the definition of both the saving behaviors and the production

technical coefficients, we succeeded in defining a scenario that exhibits plausible ex

post values for each of these variables, as shown in Table 2.

3.2 Hypotheses

With this model at hand, we are interested in testing a number of hypotheses. First

of all, we want to assess whether our model is viable, and provides a reasonable

approximation of a simple economic system. In that respect, ABMs allow us to
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Variables Baseline 100 simulations
Mean σ

Retention rate of corporations sf 0.4265 0.4088 0.0261
Propensity to save of shareholders sp 0.401 0.4382 0.0615

Propensity to save of workers sw 0.06083 0.07273 0.0112
Investment to income ratio ι 0.2376 0.2532 0.0169

Profit share m 0.2967 0.3040 0.0087
Utilization rate u 0.8161 0.8214 0.0099

Capital to capacity output ratio v 1.118 1.146 0.0243
Profit rate r 0.2166 0.2179 0.0027

Table 2 – Observed values of main endogenous variables (on average from t = 500
to t = 2000) in the baseline scenario and in 100 stochastic replications. See Franke
(2017) for the discussion of the empirical values of these variables.

separately and simultaneously establish the characteristics of the emerging micro

and macro behaviors. Simulation outcomes can then be compared to macro stylized

facts – such as co-movement, persistence and cross-correlation patterns in output,

debt, etc. – and to micro stylized facts – such as the distribution of the firms’

sizes. We refer the reader here to Dosi et al. (2010, 2015) for a state-of-the-art

demonstration of empirical validation of an ABM, that we will mostly follow here,

and, e.g. Stock & Watson (1999) for an account of major macroeconomic stylized

facts. Therefore, our first hypothesis is the following:

Hypothesis 1 (Validity) The model is able to reproduce itself from period to pe-

riod in a way that generates patterns that are in line, at least qualitatively, with

empirical regularities both at the microeconomic and the macroeconomic levels.

If Hypothesis 1 cannot be rejected by the simulations, then we are interested

more specifically in the pricing behaviors that emerge from the interaction between

the evolutionary mechanism and market competition:

Hypothesis 2 (Intra-sectoral coordination) Firms coordinate their markup around

steady, sector-specific values in a systematic way.
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Hypothesis 2 implies that the average level of the markup across firms of each sector

systematically reach the same order of magnitude in all the stochastic simulations,

while idiosyncratic shocks will maintain heterogeneity in firms’ strategies in every

period. If Hypothesis 2 cannot be rejected by the simulation data, we are then

interested in the determinants of the values reached by the markups. Given the

multi-sector structure of the model, an immediate research question relates to the

determinants of the relative levels of the markups, and therefore the relative prices

between sectors. Our next hypothesis is guided by a reading of Classical authors

and Pasinetti (1977, 1988): the determination of the relative prices has something

to do with the amount of labor directly and indirectly required to produce the

different goods. Appendix C derives these corresponding theoretical labor values of

the relative prices. Our next hypothesis is then:

Hypothesis 3 (Inter-sectoral hierarchy of markups) Firms set their markups

so that the relative prices between sectors ‘gravitate’ around the theoretical labor val-

ues implied by the technical coefficients of the production functions and the quantities

of labor required for the production of the goods.

If we cannot reject Hypothesis 3, an immediate corollary is the question of the

adaptability of pricing behaviors when facing exogenous technological shocks that

modify permanently the production function in one sector. We therefore come up

with the following hypothesis:

Hypothesis 4 (Adaptability) In case of a permanent technological change, the

theoretical values of the relative prices are modified, and the firms adjust their

markup so that the relative prices gravitate around those new values.

We now discuss the simulation results in Section 4 in light of those four hypothe-

ses.
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4 Simulation results

We first present some charts and statistics from a baseline simulation to give an

overview of the macroeconomic behavior of the model.

4.1 Overview

Delli Gatti et al. (2007) discuss three groups of stylized facts: industrial dynamics ,

financial facts and business cycles. We discuss the outcomes of our baseline scenario

along those three lines.

The model is able to create endogenous business cycles, i.e., fluctuations that

are common across sectors. Those fluctuations are persistent as illustrated by the

autocorrelation pattern of GDP in the baseline simulation (Figure 2a)7.

The observed business cycles display the characteristics of credit cycles as illus-

trated by Figure 2b: firms’ indebtedness leads GDP growth. Therefore, the “leverage

engine” induced by the leverage behavior of firms and detailed in Seppecher et al.

(2016) induces a pro-cyclical leverage and produces credit cycles in the present multi-

sectoral model as well (see also Figure 4e below). From Figures 3a and 3b as well,

S3 appears to be leading, which is in line with an investment multiplier effect. S1

and S2 seem to be coincident, which is easily explained by the mechanical interde-

pendence between the two: demand in S1 arises from the variations in the planned

production in S2 . Moreover, production in all three sectors appear strongly and

positively correlated, with investment (S3 ) being more volatile than GDP (sum of

the three sectors), and aggregate consumption (S1 and S2 ) being less volatile than

GDP.

These cycles impact the labor market (Figures 3c and 3d), and produce an
7 Note that we found similar autocorrelation patterns in alternative indicators of aggregate

activity, such as consumption or employment. It should also be recalled that our model abstracts
from demographic or technological growth, and is therefore a long-run stationary model, as is clear
from Figure 3b.
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Figure 2 – Statistics of the business cycles in the baseline simulation (time series
detrended from a drift).

alternating pattern of periods of unemployment and periods of full employment.

Figure 3e displays a downward-slopping Beveridge curve, linking unemployment

and vacancies, and Figure 3f a downward-sloping Phillips curve, inversely relating

CPI inflation (S2 ) and unemployment.

Taking a closer look at Figures 3a–3d, we can identify several upturns, associated

with a strong rise in potential production in each sector (after period 500, around

periods 900, 1300 and 1600, see Figure 3b), followed by downturns associated with

a strong increase in unemployment (Figure 3d)– around period 800, periods 1200,

1550 and 1900. Putting in parallel the set of Figures 3 and 4 allows us to shed more

light on the cross-correlation patterns between the real and financial variables along

those business cycles. For convenience, Figure 4a reports once again the production

time series of the baseline simulation next to the other financial indicators. Fig-

ure 4c displays the proportion of firms in each sector that become Ponzi firms, as

defined by Minsky (1982). Business cycles are closely connected to the fluctuations

in the proportion of Ponzi firms, which clearly shows the tight interplay between

the financial cycle and the cycle associated with real production (Minsky 1975). In

the present case, what we observe is a Minsky-type of cycle, with the number of

Ponzi firms and bankruptcy rising in the upturn (see also Figure 4d). Figure 4f

reports the returns on assets in each sector, as well as for the bank, and provides
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Figure 3 – Baseline scenario – real indicators

a similar interpretation. Profits in the banking sector are dictated by the interest

rates, that is set by the Taylor rule (Figure 4b), and are inversely related to the

profits of the firms. Interestingly, we point out that the returns on assets in each

of the three industrial sectors are closely connected to each other, which attests the

co-movement between all the sectors along the business cycles.

Furthermore, Figure 4g shows the target leverage ratios next to the actual lever-

age ratios of the firms in each sector. Their actual leverage ratio is systematically

higher than their target leverage ratio. This excess of debt matches almost perfectly
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Figure 4 – Baseline scenario – financial indicators

the amount of doubtful debts (see Figure 4h). We refer the reader here to Seppecher

et al. (2016) for an extensive discussion of the firms’ investment and debt behaviors
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Gross profit
rate

Net profit
rate

Bankruptcy
rate

Debt ratio

All industries 0.1875 0.1173 0.1137 0.5605
(0.0189) (0.0119) (0.0129) (0.0567)

S1 0.2133 0.059 0.1 0.5512
(0.0215) (0.0064) (0.0125) (0.0565)

S2 0.1711 -0.0003 0.1422 0.5948
(0.0174) (0.0068) (0.0177) (0.0613)

S3 0.1987 0.0515 0.0927 0.493
(0.0201) (0.0061) (0.011) (0.0508)

Table 3 – Average values (sd. in brackets) over 100 replications of the baseline
scenario, t ∈ [500, 2000], annualized values.
NB: profit rate figures for all industries include the bank.

in a closely related model. In a nutshell, when individual firms try to increase their

debt level in order to invest, they collectively create over-capacities and increase

their financial fragility, which eventually leads to a sudden downturn. To conclude

on the aggregate level of our simulations, Table 3 displays several statistics over 100

replications of the baseline scenario, and shows that they are broadly in line with

their empirical counterparts.

ABMs allow us to also look at the distribution of individual characteristics. We

then take a look at the microeconomic level of the simulation outcomes. Learning

of individual firms combined with market selection has been identified as a major

driver of the dynamics with the firms’ population (Dosi et al. 2016). Our model

turns out to be able to reproduce several stylized facts of this dynamics. Figure

5 reports the cross-sectional distributions of firms’ sizes (measured by assets) and

firms’ amounts of investment (measured as the number of new machines bought

divided by the number of existing machines). These distributions are measured

across all sectors and the indicators are averaged over the periods 989-1000 (i.e.,

equivalent to 12 months) of the baseline simulation. Figure 5a and normality tests

suggest that the cross-sectional distributions of the firm (log) sizes are positively

skewed (i.e., to the right) and not normal. These tests are carried out in period 1000,
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Figure 5 – Baseline scenario – microeconomic distributions

while firms are initialized with the same size in period 0. This reveals the strong

underlying heterogeneity within the firm population, that is a core mechanism of the

evolutionary adaptation processes in our model. Additionally, Figure 5b reports the

so-called “lumpiness in investment”, i.e., at the same time frame, some firms invest

a lot, while most (i.e., roughly 75%) do not.8

Those results indicate that, even though our exercise is not designed to repro-

duce quantitatively any stylized fact, the economy that we have modeled is broadly

in tune with empirical regularities. We cannot therefore reject our first hypothesis

1 about the viability of our model. But before we turn to the core analysis of the

paper, that of pricing decisions, a word of caution is in order. While the average

values and correlation patterns of our main variables are no doubt realistic, the

same cannot be said of the amplitude of our business cycles. In our view, this is

due to several features of the model, namely the absence of the government sector,

the very flexible nature of the labor market with only relatively short-term con-

tracts, and, to a lesser extent, the limited number of agents in the model. In the

current version of our model, for instance, when workers do not work they have no
8 We recall that the productivity of every machine is time-invariant in our model, therefore we

do not discuss cross-sectional differences and evolution in productivity.
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income whatsoever and can only spend on the basis of their accumulated savings.

The potential negative effect on consumption is strengthened by the relative short

work contracts that we have implemented on the labor market. Governments pro-

vide an autonomous component of aggregate demand, which stabilizes the economy

because this component is relatively independent of previous or current economic

activity. An autonomous public sector is indeed sometimes used in ABMs to mit-

igate aggregate fluctuations (Russo et al. 2014). On a different note, preliminary

simulations with a higher number of agents seem to indicate that bigger populations

tend to smooth out aggregate fluctuations. For computational time reasons, we use

a baseline scenario with a limited number of agents. However, the volatility of the

business cycles in the model does not seem to affect our main result about the level

and hierarchy of the markups.

4.2 Endogenous markups

Figure 6a shows that the simple arithmetic average markups evolve slowly over

time. By contrast, the weighted average markups, in which weights are based on

the sale values, display a much higher volatility (see Figure 6b). This observation

is related to the heterogeneity of firms: the arithmetic average markup levels reflect

the fact that individual adaptation through changes in individual markups is a slow

process, but abstracts from the crucial dimension of firm size heterogeneity. This

simple comparison exercise shows how heterogeneity is a strong vector of collective

adaptation of the pricing strategies among firms. For this reason, we will focus on

the analysis of weighted average markups, and explain their evolution.

When demand is high, firms with high markups can provide commodities at a

high price, and the average markup (weighted by sales) is boosted; conversely, when

demand is weak, firms with high markups do not manage to sell their production,
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Figure 6 – Evolution of markups per sector, arithmetic vs. weighted by sales aver-
ages.

and the average markup (weighted by sales) is brought down.9 This phenomenon

is exacerbated in the medium run by the fact that firms with the more adequate

markups will realize more profits than the others, and hence will grow faster, so that

their weight becomes more important in the following periods. This phenomenon

of collective adaptation does not require any individual adaptation, but only the

heterogeneity of the population of firms (the economic equivalent of bio-diversity).

The evolution of weighted average markups being driven by the increase in sale
9 It should be noted that this pro-cyclical pattern does not contradict the counter-cyclical

pattern of markups extensively discussed in Rotemberg & Woodford (1999). The latter envisions
a markup over an increasing marginal cost, caused by diminishing returns, while prices are sticky
in the short run, so that the real marginal cost is generally increasing with production. We
consider markups over unit costs that are also increasing with production, but this is not because
of diminishing returns but rather because nominal wages and the prices of intermediate goods
are rising in a boom. Our findings simply say that, in our model, firms are able to increase
their prices more than the increase in their unit costs, so that the markup over unit costs (the
ratio of the price to unit costs) actually increases with production. Moreover, the discussion in
Rotemberg & Woodford (1999) is set at the aggregate level, and is not incompatible with pro-
cyclical adjustments of the markup in individual firms and with the positive relationship between
the markup and market shares at the micro level, which our model also reproduces.
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volumes and size of successful firms, i.e., of firms whose pricing and debt strategies

allow them to gain market shares, we now take a look at what a “successful” strategy

looks like. Figure 7 plots the firms’ weighted average markup levels against their

return on assets in the baseline simulation in order to illustrate the trade-off that

the firms face when deciding upon a pricing strategy. This trade-off is materialized

by the emergence of two boundaries : a lower bound (squeeze of profit margins) and

an upper bound (loss of market shares). The lower bound (zero) is clearly common

to the three sectors, and shows that higher markups provide higher profitability.10

However, this relationship is non-monotonic, and the upper bound indicates that

increasing the markup comes at the expense of market shares. This upper bound

seems lower in S2 , and the scatter plot of markups is more “condensed” towards the

bottom than in S1 and S3 . This observation tends to indicate that firms in S2 have

less margins to increase their markups in face of increasing demand. In other words,

price competition seems stronger in S2 than in the other sectors. Figure 8 confirms

that intuition. It displays the level of the markups in each sector as a function

of market concentration, measured by the normalized Herfindhal-Hirschman index

(the higher the index, the higher the concentration). The level of competition is

higher in S2 , as proved by lower values of the index, while it is comparable in S1

and S3 (despite the same number of firms in S1 and in S2 and fewer firms in S3 ,

see Appendix B.2 for the calibration) As a result, the volatility of the markups is

lower in S2 than in S1 and S3 , and the scatterplot looks more ’compressed’ (the

same is true from Figure 8b).11

To sum up so far, we have seen how market competition solves the non-trivial

trade-off of pricing decisions. In the short-run, if the heterogeneity of firms and
10 Note that negative markups occasionally arise as a result of the blind idiosyncratic innovation

but do not propagate in the population of strategies. Using a strictly positive markup does not
affect the results.

11 Additional simulations, not displayed here but available upon request, show that varying the
number of firms does not affect the emerging hierarchy of markups.
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Figure 7 – Firms’ mark up distribution against their return on assets, in every 12
periods from t = 1000 to t = 2000 in the baseline scenario.

resulting markup strategies is large enough, the set contains the adapted behavior

when market conditions and the level of demand change along the business cycles.

In the medium run, those adapted behaviors lead to more profitable firms, that

grow faster and play a heavier role in the resulting macroeconomic dynamics. This

process is self-reinforcing. In the long run, the individual adaptation by selection

and imitation forces the firms that have less profitable strategies to adopt observed,

more profitable, behaviors or to disappear. It is worth emphasizing that, even though

the markups are determined in a quasi-unintentional way in the short-run, meaning

that prices are not set by firms in order to match supply and demand, they remain

driven by market conditions in the medium run. There is therefore a slow and “noisy”

reconciliation between the post-Keynesian theory of administered pricing and the

law of demand and supply in the classical theory of price determination.

From all the above observations, we conclude that Hypothesis 2 cannot be re-

jected: firms coordinate their markup around steady, sector-specific values in a sys-

tematic way. Let us emphasize that this outcome is quite remarkable. Indeed, in our

model, firms set their price independently from each other, while they are competing

for the demand. This competition is based both on their ability to supply the goods

(quantity) and their prices (as goods are homogeneous across sectors), as described

in Section 2.4. Hence, firms are in a situation of quantity and price competition,

without knowing or reacting to each other price levels. While we assume away an
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Figure 8 – Baseline scenario – Relationships between the weighted average markup
and the Herfindhal-Hirschmann concentration index in each sector between t = 1000
and t = 2000.The bottom panel is simply a zoomed representation of the upper
panel.

explicit coordination through market forces, we end up observing both intra- and

inter-sectoral coordination.

Finally, Figures 6a and 6b reveal a quick evolution towards a hierarchy of sec-

toral markups that we have not discussed yet. S1 and S3 seem to have compa-

rable levels of markup, while the consumption goods sector (S2 ) uses significantly

lower markups. This structure is a robust feature of the baseline simulation, and is

stable despite the business cycles variations (see Figures 6c-6d). This observation

reveals the existence of underlying forces driving the respective levels of the sectoral

markups. We can now discuss this emerging hierarchy between sectoral markups.

4.3 Structure of relative prices

While short-term variations in the markups can be related to the tension between

profit seeking and market-share chasing in changing market conditions, we are still

left without an explanation of the long-run average level reached by the markups in

all replications of the baseline scenario. We therefore test Hypothesis 3, and report
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the average distances over 100 replications of the relatives prices P1

P2
and P2

P3
to their

theoretical values implied by the production technology (see Appendix C). Despite

the volatility observed at short frequencies, their long run stability is remarkable,

and strikingly gravitates around zero. We observe that the relative prices “gravitate”

around the relative “labor values” of the goods, defined as the ratio of the quantities

of labor required for the production of these goods. We conclude that Hypothesis 3

cannot be rejected.

As an illustration, Figures 9a-9c display the evolution of the three relative prices

in the baseline simulation along with their theoretical relative labor values. It should

be noted that the higher volatility observed in P2

P3
and P3

P1
compared to P1

P2
is due to

the higher volatility displayed in S3 , the investment goods sector.
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Figure 9 – Relative prices compared to their theoretical labor values derived in Ap-
pendix C in the baseline simulation (upper panel), and distances to these benchmark
values over 100 replications (bottom panel).

4.4 Introducing an exogenous technological shock

Finally, we are interested in the reaction and the ability to adapt to technological

shocks by the ecology of firms.
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Starting from the baseline scenario, and using our model as a virtual laboratory,

we dramatically change one technical coefficient during the simulation to produce an

exogenous technological shock. The coefficient of the productivity of the machines

in the consumption goods sector – pr 2 – is doubled, from pr 2 = 100 to pr ′2 = 200 in

period 1000 (as shown in Figure 10a). It should be noted that this new technology

is incorporated only in the new machines produced from period 1000 on. As a

consequence, the diffusion of the productivity shock displays some inertia. The

new, more productive, machines gradually get to replace the old machines as the

latter progressively depreciate and disappear.

As S2 becomes more productive, we observe a reallocation of the workforce

among the sectors, with a transfer of workers from S2 to S1 and, to a lesser extent,

towards S3 (Figure 10b). If we are correct in our interpretation of the emergence of

the structure of relative prices, this shock will affect the relative prices of S1 to S2

and of S2 to S3, but not that of S3 to S1. An examination of Figures 10c, 10d

and 10e demonstrate that this is indeed the case. After the shock, relative prices

are modified and converge towards their new theoretical values. We conclude that

Hypothesis 4 cannot be rejected.

Since, by construction, at the micro-economic level, prices are determined through

a markup procedure, the change in relative prices consecutive to the technological

shock can be explained by a change in the markups. This is indeed what we observe

in Figures 10f (baseline simulation) and 10g (average over 100 replications of the

simulations). As the technology shock results in a lower theoretical relative price

of S2 with respect to S1 and S3 , firms in S2 revise downward their markup in the

wake of the shock. This result highlights why an ABM is an appealing tool to our

research question in particular, and a wide range of complex economic questions

in general. The evolution of the markups after the technological shock reveals two

causalities: the micro causality linking markups to prices, and the macro causality,
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Figure 10 – Effects of a technological shock (Sector 2)

from technical coefficients (productivity) to relative prices. Those two causalities

are intricate, and operate on different levels, but their interplay is essential to the

adaptation of the economic system after a shock.

For the sake of completeness, Figures 11 and 12 show the effects of a technology

shock on, respectively, S1 and S3 , of the same magnitude as the one on S2 first

considered. We only report the average distances of relative prices to their theoretical
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labor values before and after the shocks. We observe exactly the same pattern as

following a technological shock in S2 : the shock provokes a dramatic disturbance

in the system of relative prices but they gradually converge towards their modified

theoretical values after the shock, and gravitate around that new attractor (in the

sense of dynamical systems). Note that a shock on pr3 does not affect P1

P2
. Therefore,

those simulations do not allow us to reject Hypothesis 4.
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(c) Evolution of the markups

Figure 11 – Effects of a technological shock in S1 across 100 replications of the
baseline scenario (pr1 = 100, pr′1 = 200).
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Figure 12 – Effects of a technological shock in S3 across 100 replications of the
baseline scenario (pr3 = 100, pr′3 = 200).

5 Interpretation and lessons

Our model is a complex system. It includes three interrelated production sectors,

the households and the bank. These interdependencies are both real (labor and

commodities) and monetary (money and debts). Firms in each sector are also in

competition with each other for inputs and outlets. In such an environment, the

question of the allocation of resources and the relative prices is a non-trivial one.
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Thanks to the radical decentralization principle of ABM, and guided by the observa-

tions of Alchian (1950), we let the firms’ pricing strategies evolve in an evolutionary

manner in such a complex environment, and let the market answer this non-trivial

question: how to fix the markups to ensure the survival and the growth of the firms

in each sector, and what are the consequences for the relative price levels? The mar-

ket is a particular form of organization of collective intelligence. Its forces operate

like a process of massive and parallel trial-and-errors. Therefore, the market cannot

bring a fast and unambiguous reply to the above stated complex problem but, in

the long run, we can see the elements of the answer emerge.

We first observe the emergence of a long-run stable and systematic structure of

relative prices in the model, with considerable short-run volatility. Although firms

set their prices according to idiosyncratic and random innovations on the markup,

short-run movements in the markups within the sectors are associated with the per-

manent trade-off between profit seeking and market-share chasing, in a context of

ever-evolving market conditions. In the long run, relative prices appear to “gravi-

tate” around their “labor values”, that is, around the ratio of the quantities of labor

directly and indirectly required for the goods production in each sector. We there-

fore succeed in building a model of endogenous formation of markups, interpreted as

social norms constantly shaped by the market conditions. This method of endoge-

nous determination of behavioral parameters could be useful every time that the

agents in an ABM are confronted with non-trivial choices, resulting in trade-offs,

under radical and strategic uncertainty.

Of course, our model relies on restrictive assumptions. One of them is the purely

random innovation process and the blind imitation procedure (bankrupt firms im-

itate any of the surviving firms, independently of their relative level of profits).

Abstracting from the individual motivations of firms allows us to highlight the dy-

namics implied by the sole market competition. This surely constitutes an advantage
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of this approach, as such an observation seems impossible in the real world. How-

ever, this does not mean that agents actually behave in such a simple way, which is a

criticism of the neo-Schumeterian school towards the Classical evolutionist represen-

tation adopted here (Becker et al. 2006, Nelson 2016). Our results are therefore only

valid within the theoretical framework that we have considered here, and might be

modified if those radical behavioral assumptions have to be relaxed and made more

complex. Similarly, the model has a very simplified financial sector, and sharehold-

ers do not discriminate between firms, as long as they are profitable. If the model

were to be more realistic, capitalists would chose the destination of their excess cash

according to some measurements of expected risk and return. We should expect

that the most profitable firms and sectors would gather more funds, which could

either decrease their leverage or increase their investments and, hence, increase the

risk of developing excess capacity. This extension is left for future research.

Another restriction of our framework is the constant number of firms. Even

though we have been able to observe concentration or competition effects within

the population of firms, this simplification maintains by construction a minimum of

market competition, and limits the amount of market power that firms can acquire.

This is a deliberate assumption, as our study has focused on the effect of market

competition on firms’ pricing behavior. An extension of the model could develop a

model of entry, and allow for an endogenous dynamics of the population of firms

which could potentially lead to sectoral oligopolies. None of these limitations are

structural, and each of them are waiting to be pushed away.

Last but not least, it is worth noting that our model is definitively eclectic, fea-

turing ingredients from different and sometimes competing schools of thought. The

model includes the post-Keynesian theory of endogenous money and its stock-flow

consistent approach; it includes the concerns of Leontief for industrial interdepen-

dence; it is consistent with the classical idea that industrial prices gravitate towards
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values that are roughly proportional with the sum of the direct and indirect quan-

tities of necessary labor, as can be found in Sraffa, Pasinetti and Lee; it also relies

on Simon’s procedural rationality and on Alchian’s evolutionary behavior.

Yet, our model is not a chimera. Every ingredient is used because it plays a

judicious role in the construction of the model, and results in a coherent synthesis

that goes beyond the theoretical borders that fragment economics. This type of

models has then the strong advantage of (re)activating the dialog and the exchanges

between parallel and competing schools of thoughts in order to contribute to the

emergence of a new, alternative paradigm in (macro)economics.
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A Accounting matrices

Workers Shareholders Sector 1 Sector 2 Sector 3 Banks Σ
Consumables 5,088,339,886 5,088,339,886
Finished Goods 189,896,587 3,208,452,987 2,118,396,861 5,516,746,435
Equipment 17,539,891,653 23,803,229,388 16,035,750,779 57,378,871,820
Deposits 24,733,393,907 3,864,464,183 3,480,869,457 2,658,185,031 2,527,344,561 -37,264,257,139 0
Short Term Loans -3,403,282,657 -13,825,634,121 -4,866,357,263 22,095,274,041 0
Long Term Loans -7,768,021,626 -6,575,258,150 -5,531,840,139 19,875,119,915 0
Equities 39,386,100,051 -10,039,353,414 -14,357,315,021 -10,283,294,799 -4,706,136,817 0
Σ 24,733,393,907 43,250,564,234 0 0 0 0 67,983,958,141

Table 4 – Balance sheet, baseline scenario, t = 1000

into Sector 1 Sector 2 Sector 3 Workers Shareholders Σ
from
Sector 1

Intermediate Goods 14,522,923,058 14,522,923,058
Sector 2

Consumption Goods 25,954,145,254 2,656,983,706 28,611,128,960
Sector 3

Equipment Goods 3,241,516,505 5,072,360,731 3,635,299,389 11,949,176,625
Workers

Labor 9,930,466,516 10,133,161,640 9,235,772,298 29,299,400,454
Σ 13,171,983,021 29,728,445,429 12,871,071,687 25,954,145,254 2,656,983,706 84,382,629,097

Table 5 – Input-output matrix, baseline scenario, from t = 989 to t = 1000
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B Pseudo-code of Jamel

B.1 Initialization of the variables (all scenarios)

Variable Description Initial value
kj,0 capital (i.e., the number of machines per firm, which is also the

maximum number of jobs per firm and per period)
15

Wj,0 wage offer (monetary units) 50
`Tj,0 targeted leverage ↪→

U [0, 0.9]12

θj,0 mark-up ↪→ U [0, 1]1

Initial
shareholding

Ej,0 of each firm and of the bank are divided in ten equal shares, and
distributed to randomly drawn shareholder-households.

All other individual and macroeconomic variables incl. the initial money
balances of households and the total assets and liabilities of the firms and the

bank

0

1 Random draws are performed for each firm.

Table 6 – All scenarios, including the baseline.
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B.2 Parameter values

Unless otherwise stated, parameters are the same across households’ types (workers

and shareholders) and across firms (sector 1, 2 or 3).

Parameter Description Value (all scenarios)
Households

hc number of shareholders 1,000
hw number of workers 8,000
ηW wage adjustment parameter (workers) 0.01
g size of the market selection (same as firms) 20
κw targeted savings rate (workers) 0.85 (share)
κc targeted savings rate (shareholders) 5 (share)
sw propensity to save (workers) 0.1
sc propensity to save (shareholders) 0.8
l̄c liquidity preference (shareholders) 0.1

Firms
f1 number in Sector 1 (intermediate goods) 175
f2 number in Sector 2 (consumption goods) 175
f3 number in Sector 3 (investment goods) 130
ρ targeted proportion of inventories 3 (months of production at

full capacity,
dw length of employment contracts U [12, 36] (months13)
gL scope parameter of the labor market (wage observations, job

offers sent for each vacancy)
3

β production adjustement 6
δ depreciation rate of inventories 0.01
δW wage flexibility parameter 0.025
sf retention rate 0.5
σ size of individual innovations 0.015
ā financial threshold for seasoned issues 0.05

Parameters of the production functions (Technical coefficients)
dk lifetime of the machines N (200, 36) (months14)
q2 Quantity of intermediate goods to produce 1 unit of

consumption goods
1 (unit, per period)

k1 Quantity of investment goods to produce 1 machine in
Sector 1

4000 (units)

k2 Quantity of investment goods to produce 1 machine in
Sector 2

4000 (units)

k3 Quantity of investment goods to produce 1 machine in
Sector 3

2500 (units)

prn Productivity (per one pair worker-machine and period) 100 (units of goods of the
sector n)

Bank
κb capital adequacy ratio (Cooke ratio) 0.1
rp risk premium on doubtful debt 0.04 (monthly)
dl short-run credit length 12 (months)
dL long-run credit length (= average machine lifetime) 200 (months)
κ̄ price adjustement parameter if foreclosure 0.1
φπ reaction to inflation (Taylor rule) 1.5
πT inflation target 0.02/12 (monthly)

section:model
T length of the simulations 2,000 (months)

window memory parameter 12 (months)
1 Random draws performed at the creation of the each machine.

2 Random draws performed at the creation of each contract.

Table 7 – All scenarios, including the baseline.
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B.3 Timing of events within a period

In each period t, t = 1, ..., T :

1. Interest rate adjustment:

it = max
(
φπ(π̃t − πT ), 0

)
(3)

where π̃t is the price inflation in the consumption goods sector computed over

the past window periods.

2. Fixed capital stock depreciation (straight-line method):

In each firm j, each unit of capital/machine kj,t that is less than E(dk) month

old is depreciated by Pj,k
E(dk)

, where Pj,k is the purchasing price that firm j paid

for machine k.

Machines that are older than E(dk) months and machines that break down

before E(dk) periods are fully depreciated.

3. Inventories depreciation:

Each unit of inventories is depreciated at the exogenous rate δ. Its book value

is then equal to a fraction (1− δ) of its values in the previous period.

4. Lay-off:

Each worker whose contract ends in period t is laid off.

5. Individual experimentation:

For each firm j en each sector n:

• `j,t ↪→ N (0, σ) (unless `j,t /∈]0, 1[, then `j,t = `j,t−1),

• θj,t ↪→ N (0, σ) (unless θj,t < −1, then θj,t = θj,t−1).
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6. Payment of dividends:

• Each solvent firm j (i.e., with assets > liabilities)

(a) computes Π̃j,t, i.e., its average past profits Πj over window periods;

(b) distributes the amount Dj,t = max
(

min
(
sf · Π̃j,t,Mj,t

)
, 0
)
as divi-

dends.

• The bank:

(a) computes its targeted level of equities ET
B,t = (1 − κb) · AB,t where

AB,t represents the total amount of assets of the bank and κb is a

parameter.

(b) distributes all its excess equities as dividends: DB,t = max(EB,t −

ET
B,t, 0).

• The corporate (firm or bank) distributes the dividends to its shareholders

in proportion to their relative share holding (and, in the case of a firm,

within the limits of its available money balances).

7. Firms’ production plan:

(a) Price setting:

Each firm j sets its price as: pj,t = (1 + θj,t) · ucj,t, with ucj,t ≡ INV j,t

invj,t
the

unitary cost of firm j, computed as the ratio of the value and the volume

of firm j’s inventories.

(b) Wage offer:

Each firm j in each sector n observes a random sample of gL other firms

(regardless of the sector).
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• If the observed sample contains a firm l such that kl,t > kj,t, then:





Wj,t = Wl,t

W j,t = Wj,t(1 + δW )

W j,t = Wj,t(1− δW )

(4)

i.e., if firm j can observe a larger firm l than itself, it copies its wage

offer.

• Otherwise (i.e., if firm j is the largest firm in the sample), it ad-

justs its wage offer according to the labor market tightness it has

experienced:

– if
∑gL

τ=1 vj,t−τ > 0:





W j,t = Wj,t−1

Wj,t ↪→ U(Wj,t−1,W j,t)

W j,t = W j,t−1(1 + δW )

(5)

i.e., if the firm had at least one vacancy over the last gL periods,

it increases its wage offer;

– otherwise the firm cuts its wage:





W j,t = Wj,t−1

Wj,t ↪→ U(W j,t,Wj,t−1)

W j,t = W j,t−1(1− δW )

(6)

with W j,t the ceiling wage and W j,t the floor wage of firm j.

(c) Targeted level of production:

Each firm j in each sector n determines its objective of production yTj,t
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as:

yTj,t = s̃j,t −
inv j,t − invTj,t

β
(7)

with:

• s̃j,t, its average past sales (in volume, computed over the last window

periods),

• inv j,t, its effective inventory volume,

• invTj,t = ρ · prn · kj,t, its targeted inventory volume.

(d) Labor demand:

Each firm j in each sector n :

• Determines its workforce target :

jobsTj,t = max

(
0,min

(
yTj,t
prn

, kj,t−1

))
(8)

where yTj,t
pr

is the number of machines firm j aims to utilize to fulfill

its targeted level of production.

• If jobsj,t−1 > jobsTj,t (i.e., if firm j has an excess labor force) firm j

lays out the excess labor force according to the principle of last-in

first-out.

• Computes its expected wage bill WBT
j,t.

(e) Financing of the expected wage bill:

For each firm j in each sector n:

• If and only if Mj,t <WBT
j,t,

– firm j borrows from the bank the amount WBT
j,t −Mj,t over dl

periods at the risk-free interest rate of it (non-amortized short-

term loan).
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8. Reservation wages:

Each worker-household i updates its reservation wage W r
i,t :

• If i is unemployed:

W r
i,t = W r

i,t−1(1− αi,t · ηW ) (9)

where αi,t is U(0, 1), and ηW > 0 is a parameter.

• Otherwise:

W r
i,t = Wi,t−1 (10)

whereWi,t−1 is the wage earned by household i at the previous period t−1.

9. Labor market :

(a) Each firm j in each sector n with a labor demand (jobsTj,t > jobsj,t) sends

a job offer to a random sample of gL · jobsTj,t unemployed workers;

(b) Each unemployed worker considers the highest received wage offer and,

• if and only ifWj,t ≥ W r
i,t, accepts the job for a duration of dw months;

• otherwise, remains unemployed.

Firms’ vacancies for period t are then given by vj,t = jobsTj,t − jobsj,t ≥ 0,

where jobsj,t is the number of workers effectively employed in firm j for period t

after matching on the labor market.

10. Production:

Each firm j in each sector n:

(a) distributes uniformly the hired workers on its machines (one per ma-

chine);
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(b) in the sector 2 (consumption goods) only, consumes the corresponding

quantities of intermediary goods q2 · pr 2 · jobsj,t;

(c) adds jobsj,t · prn goods to firm j’s inventories inv j,t, whose value is then

incremented by the production costs (the wage bill and, if n = 2, the cost

of intermediary goods).

11. Saving/consumption plan of households:

Each household i in each household sector computes:

(a) its average monthly income over the last window periods, denoted by Ỹi,t;

(b) its actual wealth, composed by

(c) its effective savings Si,t = Mi,t + Ei,t − Ỹi,t, with Mi,t its cash-on-hand

and Ei,t its equities (Ei,t is always null if the household is a worker) ;

(d) its targeted savings STi,t = κh · Ỹi,t;

(e) and its targeted consumption expenditures (nominal demand) as:

CT
i,t =





(1− sh)Ỹi,t if Si,t ≤ STi,t ,

Ỹi,t + (Mi,t −MT
i,t) otherwise.

(11)

with κh and sh parameters and where h ∈ {w, c} (w stands for the workers

and c for the shareholders).

The non-borrowing budget constraint always ensures Ci,t ≤ min(CT
i,t,Mi,t).

12. Consumption goods market: The suppliers are all firms j of Sector 2

with inv j,t > 0 and the buyers are all households (workers and shareholders)

with CT
i,t > 0.

(a) Each buyer updates its network of suppliers:
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i. all suppliers with inv j,t = 0 are removed from its network;

ii. if there are less than g suppliers in its network, it randomly draws

the missing suppliers among the population of firms of Sector 2

with inv j,t > 0.

(b) Buyers intend to spend all their consumption budget CT
i,t by starting from

the cheapest supplier in their network. Once their consumption budget is

exhausted, buyers leave the consumption goods market. The same goes

for supplyier whose supply is exhausted.

(c) After exiting the consumption goods market, each buyer removes the

most expensive supplier from its network.

13. Intermediary goods demand of firms in Sector 2:

Each firm j of Sector 2 computes:

(a) its targeted level of input inventories inpTj,t = ρ · q2 · pr 2 · kj,t (i.e., the

amount of input required for ρ months of production at full capacity),

(b) its demand for intermediary goods (in quantity) icTj,t so as to always keep

a volume of intermediary goods necessary to this production:

icTj,t = max
(
inpTj,t − inpj,t, 0

)
. (12)

where inpj,t is the stock of intermediary goods of firm j after production

in period t.

14. Intermediary goods market:

The suppliers are all firms l of Sector 1 with inv l,t > 0 and the buyers are all

firms j of Sector 2 with icTj,t > 0.

(a) Each buyer j updates its network of suppliers:
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i. removes all suppliers with inv l,t = 0;

ii. if there are less than g suppliers in its network, randomly draws

the missing suppliers among the population of firms of Sector 1

with inv l,t > 0.

(b) Buyers intend to buy the total icTj,t volume of intermediate goods, by

starting from the cheapest supplier in their network.

(c) If, and only if, the cash-on-hand of the buyer is not enough to finance

these purchases, the firm borrows the missing amount from the bank

over dl periods at the risk-free interest rate of it (non-amortized short-

term loan).

(d) Once their demand of intermediate goods is exhausted, buyers leave the

intermediate goods market. The same goes for supplier whose supply is

exhausted.

(e) After exiting the intermediate goods market, each buyer removes the most

expensive supplier from its network.

15. Investment goods market : The suppliers are all firms i of Sector 3 with

inv i,t > 0 and the buyers are all firms j of all Sectors 1, 2 and 3 for which:

• kj,t = 0 (the firm j has no machine, it necessarily invests in one),

• OR Ej,t > ET
j,t, with ET

j,t, the equity target = (1−`Tj,t)·Aj,t (in other words,

if the effective leverage ratio of firm j is below its targeted ratio `Tj,t).

(a) Updating of supplier networks: Each buyer j updates its network of

suppliers:

i. removes all suppliers with inv i,t = 0;

ii. if there are less than g suppliers in its network, randomly draws

the missing suppliers among the population of firms of Sector 3
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with inv i,t > 0 and i 6= j (we assume that the firms of Sector 3

cannot buy from themselves).

(b) Investment decisions : Withm the number of new machines to acquire:

• If the buyer j has no machine (i.e., kj,t = 0):

– chooses the project m = 1, for a value Ij,t.

• Otherwise, the buyer i:

i. computes the vector of the prices of each investment project
−→
I =

{Ij,t(m = 1), Ij,t(m = 2), ...}, with m = 0, 1, 2, ...; (Each investing

firm computes the prices of its required investement goods by

reviewing the suppliers in its network, starting from the cheapest

one.)

ii. given its production target yTj,t, its current price Pj,t, its current

wage Wj,t, the real interest rate r, and the vector of prices
−→
I of

each investment project, computes the net present value NPVm

of each investment project m until NPV (m+ 1) < NPV (m);

iii. chooses the project m, for a value Ij,t.

(c) Financing of investment: Each investing firm follows the two-step

financing procedure:

i. Each firm j borrows from the bank a fraction `Tj,tIj,t of its investment

goods expenditures Ij,t over dL periods at a fixed interest rate of it

(amortized long-term loan).

ii. If, and only if, this loan is not enough to finance the investment (i.e.,

if `Tj,tIj,t + Mj,t < Ij,t), the firm borrows the missing amount (i.e.,

Ij,t− `Tj,tIj,t +Mj,t) with a short-term (amortized) loan (provide that

the firm generates enough cash-flow, the short-run loan will be reim-

bursed shortly and the firm will meet its long-run debt objective).
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(d) After exiting the investment goods market, each firm j removes the most

expensive supplier from its network.

16. Stock market (Seasoned issues):

(a) The demand side consists of every firm j of all Sectors 1, 2 and 3 that:

• is not Ponzi,

• AND has high enough financial needs (i.e., ET
j,t − Ej,t > āAj,t).

(b) The supply side consists of each shareholder-household i with excess

cash (i.e., with Mi,t > (Mi,t + Ei,t) · l̄c).

(c) Seasoned issues: each firm j in the demand side:

i. randomly selects g shareholders in the supply side of the market;

ii. computes the share price as psharej,t =
Ej,t

issued
, where issued is the current

number of issued shares,

iii. computes the number of new shares to be issued as ETj,t−Ej,t
psharej,t

.

iv. sells the new shares issued to the selected shareholders at the price

psharej,t in the limit of their available excess cash.

17. Reimbursement of loans: if the firms’ available cash-on-hand can cover

the due loans, they are paid back. Otherwise, the missing cash-on-hand is

borrowed with a short-term loan, at an increased interest rate.

18. Foreclosure (similar to the seasoned issue procedure) : If, and only

if, a firm j has become insolvent (Aj,t < Lj,t), the bank starts the foreclosure

procedure:

(a) The amount of debt Lj,t − Aj,t is erased, and deducted from the bank’s

capital, the failed firm’s new book value is therefore zero and its share-

holders lose their shares;
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(b) New management team: the failed firm copies a markup θj,t and

a leverage target ratio `j,t on a randomly drawn firm, among all the

operating firms in the same sector.

(c) The firm j updates ET
j,t on the base of its new `j,t. As Ej,t = 0, the new

financial needs of the firm are equal to ET
j,t.

(d) The firm j draws g potential shareholders among the shareholder-households

that have excess cash;

(e) Continuing as the seasoned issue procedure (step 16(c)).

19. Next period. Unless the bank’s capital becomes negative (i.e., bank failure

and systemic crisis) this process starts all over again for a given length of

T periods.
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C Assessing the labor values of the three types of

commodities

First we define the direct, indirect and indirect quantities of labor that are necessary

to produce a unit of commodity. Our definitions are inspired by those of Pasinetti

(1981):

• The direct labor is the amount of the labor that is used in the firm for the

production of the commodity;

• The indirect labor is the total amount of labor (direct, indirect and hyper-

indirect) that has been expended outside the firm, but which was necessary to

produce the intermediate goods that were used by the firm for the production

of its commodity.

• Hyper-indirect labor is the total amount of labor that was expended to produce

the machine that was used by the firm to produce its commodity.

Next, we calculate l1,t; l2,t; l3,t, the amounts of labor, as defined above, required

for the production of one unit of good in each sector S1 ; S2 ; S3 . Starting from the

technical coefficients (see Table 7), we obtain the following:

Sector 3 We start with Sector 3 because the production technology of this sector is

fully self-contained, since it produces investment goods with only labour and its own

machines. Thus it is possible to calculate the quantity of labour which is necessary

to produce one unit of commodity of this sector by only relying on the technical

coefficients of this sector.

We wish to calculate l3 the quantity of total labour which is necessary on average

for the production of one unit of investment good. A machine in Sector 3, the

average lifetime of which is E(dk) periods, during which its average rate of capacity
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utilization was equal to u3, will thus produce pr 3u3E(dk) units of investment goods

over its lifetime. During this same time period, this production has required the use

of u3E(dk) units of direct labour. To this direct labour one must add the quantity

of hyper-indirect labour that was necessary for the production of this machine. The

machine was produced with the help of k3 units of investment goods, fabricated by

the same Sector 3, through the use of k3l3 units of direct labour. Thus we have:

pr 3u3E(dk) · l3 = u3E(dk) + k3l3 (13)

(pr 3u3E(dk)− k3)l3 = u3E(dk) (14)

l3 =
u3E(dk)

pr 3u3E(dk)− k3

(15)

Sector 1 We move on to Sector 1, since this sector produces intermediate goods

with the help of labour and machines. But we now know the total quantity of labor

which is necessary to produce the machines coming out of Sector 3. We thus have

the elements that are needed to compute the quantity of labour that is necessary

for Sector 1 to produce one unit of intermediate good. Over its lifetime, a machine

in Sector 1 will normally produce pr 1u1E(dk) units of intermediate commodities,

while u1E(dk) will be the amount of direct labour necessary to produce this amount

of intermediate goods. With k1 the quantity of investment goods consumed for the

creation of this machine, we get:

pr 1u1E(dk) · l1 = u1E(dk) + k1l3 (16)

l1 =
1

pr 1

(
1 +

k1l3
u1E(dk)

)
(17)

Sector 2 This is the most difficult sector to deal with since it requires the use

of machines made in Sector 3 as well as intermediate inputs that are produced by
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Sector 1. Over its lifetime, a machine in Sector 2 will normally produce pr 2u2E(dk)

units of consumption goods; u2E(dk) will be the amount of direct labour necessary to

produce this amount of consumption goods; and pr 2u2E(dk)j2 will be the amount of

intermediate goods consumed to produce this same amount of consumption goods.

With k2 the amount of investment goods that are consumed for the creation of this

machine, we get:

pr 2u2E(dk) · l2 = u2E(dk) + pr 2u2E(dk)j2l1 + k2l3 (18)

l2 =
1

pr 2

(
1 +

k2l3
u2E(dk)

)
+ j2l1 (19)

Computation of relative labor values All the parameters that lead to the com-

putation of the l1, l2 and l3 values are exogenous, with the exception of the sectorial

rates of capacity utilization u1, u2 and u3. When examining whether prices gravitate

around the labour values as defined, we compute the average rate of utilization over

the last 1500 periods of the simulation, so as to avoid the first 500 periods which

are subjected to the initial shock. In this way, while the economy never reaches an

equilibrium, at least it hovers around the stationary state.

On average, from the period t = 500 to the period t = 2000 of the baseline

simulation, we found:

• u1 = 0.9037

• u2 = 0.8255

• u3 = 0.7062

With these values and those of the technical coefficients in the baseline scenario (see
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Table 7), we compute the relative labour values:

v1/2 =
l1
l2

=

1
pr1

(
1 + k1l3

u1E(dk)

)

1
pr2

(
1 + k2l3

u2E(dk)

)
+ j2l1

= 0.495031 (20)

v2/3 =
l2
l3

=

1
pr2

(
1 + k2l3

u2E(dk)

)
+ j2l1

u3E(dk)
pr3u3E(dk)−k3

= 2.109582 (21)

v3/1 =
l3
l1

=

u3E(dk)
pr3u3E(dk)−k3

1
pr1

(
1 + k1l3

u1E(dk)

) = 0.9575713 (22)

In the same way, we compute the new relative labor values v1/2, v2/3 and v3/1 after

each technological shock, using the new value of technical coefficients, and the new

average rates of utilization observed after the shocks (from t = 1500 to t = 2000).

Table 8 displays the results.

Baseline Shock on S1 Shock on S2 Shock on S3
(no schock) pr 1=200 pr 2=200 pr 3=200

v1/2 0.495031 0.331545 0.659901 0.498853
v2/3 2.109582 1.566221 1.572503 4.027636
v3/1 0.957571 1.925773 0.963674 0.497711

Table 8 – Relative labour values, baseline scenario and scenarios with technological
shocks

Gravitation Knowing l1, l2 et l3, at each period t, we can compute ε1,t and ε2,t,

distances from the relative price p1,t
p2,t

and p2,t
p3,t

to the respective labour values l1
l2
and l2

l3
:

ε1,t =
p1,t

p2,t

l2
l1
− 1 (23)

ε2,t =
p2,t

p3,t

l3
l2
− 1 (24)
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