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Stokes problems in irregular domains

with various boundary conditions

Sylvie Monniaux∗ † Zongwei Shen‡

Abstract

Different boundary conditions for the Navier-Stokes equations in bounded Lipschitz
domains in R

3, such as Dirichlet, Neumann, Hodge or Robin boundary conditions are
presented here. The situation is a little different from the case of smooth domains.
The analysis of the problem involves a good comprehension of the behaviour near the
boundary. The linear Stokes operator associated to the various boundary conditions is
first studied. Then a classical fixed point theorem is used to show how the properties
of the operator lead to local solutions or global solutions for small initial data.

Introduction

The aim of this chapter is to describe how to find solutions of the Navier-Stokes equations











∂tu−∆u+∇π + (u · ∇)u = 0 in (0, T )× Ω,

div u = 0 in (0, T )× Ω,

u(0) = u0 in Ω,

(NS)

in a bounded Lipschitz domain Ω ⊂ R
3, and a time interval (0, T ) (T ≤ ∞), for initial data

u0 in a critical space, with one of the following boundary conditions on ∂Ω:

1. Dirichlet boundary conditions:
u = 0, (Dbc)

also called “no-slip” boundary conditions, which can be also decomposed as a non
penetration condition ν · u = 0 and a tangential part ν × u = 0 which model the fact
that the fluid does not slip at the boundary; this is commonly used for a boundary
between a fluid and a rigid surface;

2. Neumann boundary conditions:

[λ(∇u) + (∇u)⊤]ν − πν = 0, λ ∈ (−1, 1], (Nbc)

which can be rewritten as Tλ(u, π)ν = 0 where Tλ(u, π) := λ(∇u) + (∇u)⊤ − π Id;
if λ = 0, (Nbc) becomes ∂νu = πν; if λ = 1, T1(u, π) is the Cauchy’s stress tensor
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so that (Nbc) can be viewed, for instance, as an absence of stress on the interface
separating two media in the case of a free boundary; (Nbc) can be decomposed into
its normal and tangential parts and can be rewritten in the following form

(1 + λ) ν · ∂νu = π,
[(

λ(∇u) + (∇u)⊤
)

ν
]

tan
= 0; (0.1)

3. Hodge boundary conditions:

ν · u = 0, ν × curlu = 0, (Hbc)

also called “absolute” boundary conditions (see [49, Section 9] or “perfect wall” con-
dition (see [1]); they have been studied in, e.g., [4] and [23]; they are related to the
more traditionally used “Navier’s slip” boundary condition

ν · u = 0,
[(

∇u)⊤ +∇u
)

ν
]

tan
= 0, (0.2)

see discussion below (see also a detailed discussion in [34, Section 2]);

4. Robin boundary conditions:

ν · u = 0, ν × curlu = αu, α > 0; (Rbc)

since ν · u = 0, u is a tangential vector field at the boundary, so it make sense to
compare it to the tangential part of the vorticity: it describes the fact that the fluid
slips with a friction proportional to the vorticity. Remark that (Hbc) is recovered if
α = 0 and (Dbc) if α = ∞.

In the boundary conditions above, ν(x) denotes the unit exterior normal vector at a point
x ∈ ∂Ω (defined almost everywhere when ∂Ω is a Lipschitz boundary).

As explained in [34, Section 2 and Section 6], the Hodge boundary conditions (Hbc) are
close to the Navier’s slip boundary conditions (0.2). Indeed, if Ω is assumed to be smooth
enough, say of class C 2, under the condition ν · u = 0, the following holds:

[(

∇u)⊤ +∇u
)

ν
]

tan
= −ν × curlu+ 2Wu

where W is the Weingarten map (also called the shape operator, see [43, Chapter 5]) on
∂Ω acting on tangential fields (see also [17, Section 3]). In particular, the term Wu is a
zero-order term, depending linearly on the velocity field u, and is equal to 0 on flat portions
of the boundary.

The strategy in this chapter to solve the Navier-Stokes equations with one of the bound-
ary conditions described above is to find a functional setting in which the Fujita-Kato scheme
applies, such as in their fundamental paper [20]. In all situations, the idea is to study the
linear problem to prove enough regularizing properties of the Stokes semigroup so that
the nonlinear problem can be treated via a fixed point method. For the last two types of
boundary conditions (Hbc) and (Rbc), the Navier-Stokes system is rewritten as follows:











∂tu−∆u+∇π − u× curlu = 0 in (0, T )× Ω,

div u = 0 in (0, T )× Ω,

u(0) = u0 in Ω.

(NS’)
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This is motivated by the form of the boundary conditions and the fact that, for a smooth
enough vector field u,

(u · ∇)u = 1
2∇|u|2 − u× curlu,

so that (NS) becomes (NS’) with the pressure π replaced by the so-called dynamical pressure
π + 1

2 |u|2 (see, e.g. [23] or [4]).
In this chapter, Ω ⊂ R

3 is a bounded, simply connected, Lipschitz domain. The chapter
is organized as follows. In Section 1, the Dirichlet-Stokes operator is defined in the L2

setting, and then in the Lp theory. Existence of a local solution of the system
{

(NS), (Dbc)
}

for initial values in a critical space in the L2-Stokes scale is then shown. In Section 2, the
previous proofs are adapted in the case of Neumann boundary conditions, i.e., for the system
{

(NS), (Nbc)
}

. In Section 3, the system
{

(NS’), (Hbc)
}

is studied for initial conditions in
the critical space

{

u ∈ L3(Ω;R3); div u = 0 in Ω, ν ·u = 0 on ∂Ω
}

whereas in Section 4, the
system

{

(NS’), (Rbc)
}

is considered in a C 1 domain.

1 Dirichlet boundary conditions

For a more complete exposition of the results in this section, as well as an extension to more
general domains, the reader can refer to [39], [33] and [48]. The case where Ω is smooth
was solved by Fujita and Kato in [20]. In [15], the case of bounded Lipschitz domains Ω
was studied for initial data not in a critical space.

1.1 The linear Dirichlet-Stokes operator

1.1.1 The L2 theory

The following remark about L2 vector fields on Ω will be used throughout this chapter.

Remark 1.1. For Ω ⊂ R
3 a bounded Lipschitz domain, let u ∈ L2(Ω;R3) such that

div u ∈ L2(Ω;R). Then ν ·u can be defined on ∂Ω in the following weak sense inH− 1
2 (∂Ω;R):

for φ ∈ H1(Ω;R),
〈u,∇φ〉Ω + 〈div u, φ〉Ω = 〈ν · u, ϕ〉∂Ω (1.1)

where ϕ = Tr
|∂Ω
φ, the right hand-side of (1.1) depends only on ϕ on ∂Ω and not on the

choice of φ, its extension to Ω. The notation 〈·, ·〉E stands for the L2-scalar product on E.

The following Hodge decomposition holds on vector fields: L2(Ω;R3) is equal to the

orthogonal direct sum HD

⊥
⊕ G where

HD =
{

u ∈ L2(Ω;R3); div u = 0 in Ω, ν · u = 0 on ∂Ω
}

(1.2)

and G = ∇H1(Ω;R). This follows from the following theorem due to Georges de Rham [12,
Chap.IV §22, Theorem 17’]; see also [51, Chap.I §1.4, Proposition 1.1].

Theorem 1.2 (de Rham). Let T be a distribution in C∞
c (Ω;R3)′ such that 〈T, φ〉 = 0 for

all φ ∈ C∞
c (Ω;R3) with div φ = 0 in Ω. Then there exists a distribution S ∈ C∞

c (Ω;R)′

such that T = ∇S. Conversely, if T = ∇S with S ∈ C∞
c (Ω;R)′, then 〈T, φ〉 = 0 for all

φ ∈ C∞
c (Ω;R3) with divφ = 0 in Ω.

Remark 1.3. In the case of a bounded Lipschitz domain Ω ⊂ R
3, the space HD coincides

with the closure in L2(Ω;R3) of the space of vector fields u ∈ C∞
c (Ω;R3) with div u = 0

in Ω.
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Denote by J : HD →֒ L2(Ω;R3) the canonical embedding and P : L2(Ω;R3) → HD the
orthogonal projection, called either Leray or Helmholtz projection. It is clear that PJ =
IdHD

. Define now the space VD = H1
0 (Ω;R

3)∩HD: it is a closed subspace ofH1
0 (Ω;R

3). The
embedding J restricted to VD maps VD to H1

0 (Ω;R
3): denote it by J0 : VD →֒ H1

0 (Ω;R
3).

Its adjoint J ′
0 = P1 : H

−1(Ω;R3) → V ′
D is then an extension of the orthogonal projection P.

The space HD is endowed with the norm u 7→ ‖u‖2 and VD with the norm u 7→ ‖∇u‖2.
The definition of the Dirichlet-Stokes operator then follows.

Definition 1.4. The Dirichlet-Stokes operator is defined as being the associated operator
of the bilinear form

a : VD × VD → R, a(u, v) =

3
∑

i=1

〈∂iJ0u, ∂iJ0v〉.

Proposition 1.5. The Dirichlet-Stokes operator AD is the part in HD of the bounded
operator A0,D : VD → V ′

D defined by A0,Du : Vd → R, (A0,Du)(v) = a(u, v), and satisfies

D(AD) =
{

u ∈ VD;P1(−∆Ω
D)J0u ∈ HD

}

,

ADu = P1(−∆Ω
D)J0u u ∈ D(AD),

where ∆Ω
D denotes the weak vector-valued Dirichlet-Laplacian in L2(Ω;R3). The operator

AD is self-adjoint, invertible, −AD generates an analytic semigroup of contractions on HD,

D(A
1
2
D) = VD and for all u ∈ D(AD), there exists π ∈ L2(Ω;R) such that

JADu = −∆J0u+∇π (1.3)

and D(AD) admits the following description

D(AD) =
{

u ∈ VD;∃π ∈ L2(Ω;R) : −∆J0u+∇π ∈ HD

}

.

Proof. By definition, for u ∈ D(AD) and for all v ∈ VD,

〈ADu, v〉 =a(u, v) =

n
∑

j=1

〈∂jJ0u, ∂jJ0v〉

=−
n
∑

j=1

H−1〈∂2j J0u, J0v〉H1
0
= H−1〈(−∆)J0u, J0v〉H1

0

= V ′
D
〈P1(−∆)J0u, v〉VD

.

The third equality comes from the definition of weak derivatives in L2, the fourth equality
comes from the fact that

∑n
j=1 ∂

2
j = ∆. The last equality is due to the fact that J ′

0 = P1.
Therefore, ADu and P1(−∆)J0u are two linear forms which coincide on VD, they are then
equal, which proves that A0,D = P1(−∆)J0 : VD → V ′

D. Moreover, the fact that u ∈ D(AD)
implies that ADu is a linear form on HD, so that the linear form P1(−∆)J0u, originally
defined on VD, extends to a linear form on HD (since VD is dense in HD by de Rham’s
theorem). The fact that AD is self-adjoint and −AD generates an analytic semigroup of
contractions comes from the properties of the form a: a is bilinear, symmetric, sectorial of

angle 0, coercive on VD × VD. The property that D(A
1
2
D) = VD is due to the fact that AD

is self-adjoint, applying a result by J.L. Lions [28, Théorème 5.3].
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To prove the last assertions of this proposition, let u ∈ D(AD). Then ADu ∈ HD and
P1J(ADu) = PJ(ADu) = u. Moreover, if u ∈ D(AD), u belongs, in particular, to VD.
Therefore, J0u ∈ H1

0 (Ω;R
3) and (−∆)J0u ∈ H−1(Ω;R3). The following identities take

place in V ′
D,

P1

(

J(ADu)− (−∆)J0u
)

= P1J(ADu)− P1(−∆)J0u = ADu−ADu = 0.

By de Rham’s theorem, this implies that there exists p ∈ C∞
c (Ω;R)′ such that J(ADu) −

(−∆)J̃u = ∇p: ∇p ∈ H−1(Ω;R3), which implies that p ∈ L2(Ω;R).

The relations between the spaces and the operators described above are summarized in
the following commutative diagram:

VD

A0,D

��

� _

d

��

� � J0 // H1
0� _

d
��

(−∆Ω
D)

��

HD� _

d
��

� � J // L2

P=J ′
oo � _

d
��

V ′
D H−1

P1=J ′
0

oo

In the case of a bounded Lipschitz domain Ω ⊂ R
3, the following property of D(A

3
4
D)

also holds; see [33, Corollary 5.5].

Proposition 1.6. The domain of A
3
4
D is continuously embedded into W 1,3

0 (Ω;R3).

It has been proved by R.Brown and Z. Shen [7] that the domain of AD is embedded

into W 1,p
0 (Ω;R3) ∩W 3

2
,2(Ω,R3) for some p > 3. The proof Proposition 1.6 uses the well

posedness result for the Poisson problem of the Stokes system [16, Theorem 5.6], similar to
the corresponding result proved in [25] for the Laplacian.

1.1.2 The Lp theory

P.Deuring provided in [14] an example of a domain with one conical singularity such that
the Dirichlet-Stokes semigroup does not extend to an analytic semigroup in Lp for p large,
away from 2. M.E. Taylor in [50], however, conjectured that this should be true for p in an
interval containing

[

3
2 , 3

]

, which was indeed proved 12 years later by the second author in
[48].

Let C∞
c,σ(Ω) denote the space of vector fields u ∈ C∞

c (Ω;R3) with div u = 0 in Ω, and

Lp
σ(Ω) = the closure of C

∞
c,σ(Ω) in L

p(Ω;R3). (1.4)

Note that if Ω is Lipschitz and p = 2, L2
σ(Ω) = HD. In view of Proposition 1.5, the

Dirichlet-Stokes operator in the Lp setting for 1 < p <∞ is defined by

AD,p = −∆u+∇π, (1.5)

with the domain

D(AD,p) =
{

u ∈W 1,p
0 (Ω;R3); div u = 0 in Ω and

−∆u+∇π ∈ Lp
σ(Ω) for some π ∈ Lp(Ω)

}

.
(1.6)
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Since C∞
c,σ(Ω) ⊂ D(AD,p), the operator AD,p is densely defined in Lp

σ(Ω) and AD,p(u) =
P(−∆)u for u ∈ C∞

c,σ(Ω). If p = 2, AD,p agrees with the Dirichlet-Stokes operator AD

defined in the previous subsection.
The following theorem was proved in [48].

Theorem 1.7. Let Ω be a bounded Lipschitz domain in R
3. Then there exists ε > 0, de-

pending only on the Lipschitz character of Ω, such that −AD,p generates a bounded analytic
semigroup in Lp

σ(Ω) for (3/2) − ε < p < 3 + ε.

It was in fact proved in [48] that if Ω is a bounded Lipschitz domain in R
d, d ≥ 3, then

−AD,p generates a bounded analytic semigroup in Lp
σ(Ω) for

2d

d+ 1
− ε < p <

2d

d− 1
+ ε, (1.7)

where ε > 0 depends only on d and the Lipschitz character of Ω. This was done by
establishing the following resolvent estimate in Lp,

‖(AD,p + λ)−1f‖Lp(Ω;Cd) ≤ Cp |λ|−1‖f‖Lp(Ω;Cd) (1.8)

for any f ∈ C∞
c (Ω;Cd) with div f = 0 in Ω, where p satisfies (1.7),

λ ∈ Σθ :=
{

z ∈ C : λ 6= 0 and | arg(z)| < π − θ
}

,

and θ ∈ (0, π/2). The constant Cp in (1.8) depends only on d, θ, p, and Ω. It has long
been known that if Ω is a bounded C 2 domain in R

d, the resolvent estimate (1.8) holds for
λ ∈ Σθ and 1 < p < ∞ (see [21]). Consequently, the operator AD,p generates a bounded
analytic semigroup in Lp for any 1 < p < ∞, if Ω is C 2. The case of nonsmooth domains
is much more delicate. As mentioned earlier, P. Deuring constructed a three-dimensional
Lipschitz domain for which the Lp resolvent estimate (1.8) fails for p sufficiently large. This
was somewhat unexpected. Indeed it was proved in [45] that the Lp resolvent estimate
holds for 1 < p < ∞ in bounded Lipschitz domains in R

3 for any second-order elliptic
systems with constant coefficients satisfying the Legendre-Hadamard conditions (the range
is 2d

d+3 − ε < p < 2d
d−3 + ε for d ≥ 4). It is worth mentioning that it is not known whether

the range of p in Theorem 1.7 is sharp.
The approach used in [48] to the proof of (1.8) is described below. Consider the operator

Tλ on L2(Ω;Cd), defined by Tλ(f) = λu, where λ ∈ Σθ and u ∈ H1
0 (Ω;C

d) is the unique
solution to the Stokes system











−∆u+∇π + λu = f in Ω,

div u = 0 in Ω,

u = 0 on ∂Ω.

(1.9)

Note that Tλ is bounded on L2(Ω;Cd) and ‖Tλ‖L2→L2 ≤ C. To show that Tλ is bounded
on Lp(Ω;Cd) and ‖Tλ‖Lp→Lp ≤ C for 2 < p < 2d

d−1 + ε, a real variable argument is used,
which may be regarded as a refined (and dual) version of the celebrated Calderón-Zygmund
Lemma. According to this argument, which originated from [8] and further developed in
[46, 47], one only needs to establish the weak reverse Hölder estimate,

(

 

B(x0,r)∩Ω
|u|pd

)1/pd ≤ C
(

 

B(x0,2r)∩Ω
|u|2

)1/2
(1.10)
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for pd = 2d
d−1 , whenever u ∈ H1

0 (Ω;C
d) is a (local) solution of the Stokes system

{

−∆u+∇π + λu = 0,

divu = 0
(1.11)

in B(x0, 3r)∩Ω for some x0 ∈ Ω and 0 < r < cdiam(Ω). The extra ε in the range of p is due
to the self-improvement property of the weak reverse Hölder inequalities (see, e.g., [24]).

To prove the estimate (1.10), the Dirichlet problem for the Stokes system (1.11) is
considered in a bounded Lipschitz domain Ω in R

d, with boundary data u = f on ∂Ω,
where f ∈ L2(∂Ω;Cd) and

´

∂Ω f · ν = 0. The goal is to show that

‖(u)∗‖L2(∂Ω) ≤ C ‖f‖L2(∂Ω), (1.12)

where (u)∗ denotes the nontangential maximal function of u and is defined by

(u)∗(Q) := sup
{

|u(x)| : x ∈ Ω and |x−Q| < C0 dist(x, ∂Ω)
}

for any Q ∈ ∂Ω (C0 > 1 is a large fixed constant depending on d and Ω). This, together
with the inequality

(

ˆ

Ω
|u|pd

)1/pd ≤ C
(

ˆ

∂Ω
|(u)∗|2

)1/2
,

which holds for any continuous function u in Ω, leads to

(

ˆ

Ω
|u|pd

)1/pd ≤ C
(

ˆ

∂Ω
|u|2

)1/2
. (1.13)

The desired estimate (1.10) follows by applying (1.13) in the domain B(x0, tr) ∩ Ω for
t ∈ (1, 2) and then integrating the resulting inequality with respect to t over (1, 2).

Finally, the nontangential-maximal-function estimate (1.12) is established by the method
of layer potentials. The case λ = 0 was studied in [11, 18], where the L2 Dirichlet problem
as well as the Neumann type boundary value problems with boundary data in L2 for the
system −∆u+∇π = 0 and div u = 0 in a Lipschitz domain Ω was solved by the method of
layer potentials, using the Rellich type estimates

∥

∥

∥

∂u

∂ρ

∥

∥

∥

L2(∂Ω)
≈ ‖∇tanu‖L2(∂Ω).

Here ∂u
∂ρ is a conormal derivative and ∇tanu denotes the tangential derivative of u on ∂Ω.

The reader is referred to the book [26] by C.Kenig for references on related work on Lp

boundary value problems for elliptic and parabolic equations in nonsmooth domains. In an
effort to solve the L2 initial boundary value problems for the nonstationary Stokes equations
∂tu − ∆u + ∇π = 0 and div u = 0 in a Lipschitz cylinder (0, T ) × Ω, the Stokes system
(1.11) for λ = iτ with τ ∈ R was considered by the second author in [44]. One of the key
observations in [44] is that if λ = iτ and τ ∈ R is large, the Rellich estimates for the system
(1.11) involve two extra terms |τ |1/2‖u‖L2(∂Ω) and |τ |‖u·ν‖H−1(∂Ω), whereH

−1(∂Ω) denotes

the dual of H1(∂Ω). While the first term |τ |1/2‖u‖L2(∂Ω) was expected in view of the Rellich
estimates for the Helmholtz equation −∆+ iτ in [6], the second term |τ |‖u · ν‖H−1(∂Ω) was
not. Let

∂u

∂ρ
=
∂u

∂ν
− πν.
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By following the general approach in [44], it was proved in [48] that if (u, π) is a suitable
solution of (1.11) in Ω, then

‖∂u
∂ρ

‖L2(∂Ω) ≈ ‖∇tanu‖L2(∂Ω) + |λ|1/2‖u‖L2(∂Ω) + |λ|‖u · ν‖H−1(∂Ω) (1.14)

holds uniformly in λ for λ ∈ Σθ with |λ| ≥ c > 0. As in the case of Laplace’s equation
[52], the estimate (1.12) follows from (1.14) by the method of layer potentials. The reader
is referred to [48] for the details.

1.2 The nonlinear Dirichlet-Navier-Stokes equations

The system
{

(NS), (Dbc)
}

is invariant under the scaling uλ(t, x) = λu(λ2t, λx), (λ2t, λx) ∈
(0, T )×Ω (λ > 0): if u is a solution of

{

(NS), (Dbc)
}

in (0, T )×Ω for the initial value u0,

then uλ is a solution of
{

(NS), (Dbc)
}

in
(

0, T
λ2

)

× 1
λ Ω for the initial value x 7→ λu0(λx).

The goal here is to find the so-called mild solutions of the system
{

(NS), (Dbc)
}

for
initial values u0 in a critical space, in the same spirit as in [20].

Lemma 1.8. The space D(A
1
4
D) is a critical space for the Navier-Stokes equations.

Proof. The space D(A
1
4
D) is invariant under the scaling uλ(x) = λu0(λx) for x ∈ 1

λ Ω, λ > 0.

Indeed, it suffices to check that ‖uλ‖2 = λ−
1
2 ‖u‖2 and ‖∇uλ‖2 = λ

1
2 ‖∇u‖2 and apply the

fact that D(A
1
4
D) is the interpolation space (with coefficient 1

2) between HD, closed subspace

of L2(Ω;R3), and VD = D(A
1
2
D), closed subspace of H1

0 (Ω;R
3).

For T > 0, define the space ET by

ET =
{

u ∈ Cb([0, T ];D(A
1
4
D));u(t) ∈ D(A

3
4
D), u

′(t) ∈ D(A
1
4
D) for all t ∈ (0, T ]

and sup
t∈(0,T )

‖t 12A
3
4
Du(t)‖2 + sup

t∈(0,T )
‖tA

1
4
Du

′(t)‖2 <∞
}

endowed with the norm

‖u‖ET
= sup

t∈(0,T )
‖A

1
4
Du(t)‖2 + sup

t∈(0,T )
‖t 12A

3
4
Du(t)‖2 + sup

t∈(0,T )
‖tA

1
4
Du

′(t)‖2.

The fact that ET is a Banach space is straightforward. Assume now that u ∈ ET , and
that (J0u, p) (with p ∈ L2(Ω;R)) satisfy

{

(NS), (Dbc)
}

in H−1(Ω;R3): indeed, every term
∇p, ∂tJ0u, −∆J0u and (J0u · ∇)J0u independently belong to H−1(Ω;R3). Apply P1 to the
equations and obtain

u′(t) +ADu(t) = −P1

(

(J0u · ∇)J0u
)

since P1∇p = 0 and P1(−∆)J0u = A0,Du. The problem
{

(NS), (Dbc)
}

is then reduced to
the abstract Cauchy problem

u′(t) +A0,Du(t) = −P1

(

(J0u · ∇)J0u
)

u(0) = u0, u ∈ ET ,
(1.15)

for which a mild solution is given by the Duhamel formula:

u = α+ φ(u, u), (1.16)
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where α(t) = e−tADu0 and

φ(u, v)(t) =

ˆ t

0
e−(t−s)AD

(

−1
2P1

(

(J0u(s) · ∇)J0v(s) + (J0v(s) · ∇)J0u(s)
)

)

ds. (1.17)

The strategy to find u ∈ ET satisfying u = α + φ(u, u) is to apply a fixed point theorem.
For that, ET needs to be a “good” space for the problem, i.e., α ∈ ET and φ(u, u) ∈ ET .
The fact that α ∈ ET follows directly from the properties of the Stokes operator AD and
the semigroup (e−tAD)t≥0.

Proposition 1.9. The mapping φ : ET × ET → ET is bilinear, continuous and symmetric.

Proof. The fact that φ is bilinear and symmetric is immediate, once it is proved that it is
well-defined. For u, v ∈ ET , let

f(t) = −1
2P1

(

(J0u(t) · ∇)J0v(t) + (J0v(t) · ∇)J0u(t)
)

, t ∈ (0, T ). (1.18)

By the definition of ET and Sobolev embeddings, it is easy to see that

(J0u(t) · ∇)J0v(t) + (J0v(t) · ∇)J0u(t) ∈ L2(Ω;R3)

and
∥

∥(J0u(t) · ∇)J0v(t) + (J0v(t) · ∇)J0u(t)
∥

∥

2
≤ C t−

3
4 ‖u‖ET

‖v‖ET

where C is a constant independent from t, which gives the following estimate

∥

∥f(t)
∥

∥

2
≤ C t−

3
4 ‖u‖ET

‖v‖ET
(1.19)

Therefore,

‖A
1
4
Dφ(u, v)(t)‖2 ≤

ˆ t

0
‖A

1
4
De

−(t−s)AD‖L (HD)C s
− 3

4 ‖u‖ET
‖v‖ET

ds

≤C
(

ˆ t

0
(t− s)−

1
4 s−

3
4 ds

)

‖u‖ET
‖v‖ET

,

and since
´ t
0 (t−s)−

1
4 s−

3
4 ds =

´ 1
0 (1−s)−

1
4 s−

3
4 ds, the following estimate is finally obtained:

‖A
1
4
Dφ(u, v)(t)‖2 ≤ C ‖u‖ET

‖v‖ET
. (1.20)

The proof of the continuity of t 7→ A
1
4
Dφ(u, v)(t) on HD is straightforward once the estimate

(1.20) is established. The proof of the fact that

‖
√
tA

3
4
Dφ(u, v)(t)‖2 ≤ C ‖u‖ET

‖v‖ET
(1.21)

is proved the same way, replacing A
1
4
D by A

3
4
D and using the fact that

‖A
3
4
De

−(t−s)AD‖L (HD) ≤ C (t− s)−
3
4

and
ˆ t

0
(t− s)−

3
4 s−

3
4 ds = t−

1
2

ˆ 1

0
(1− s)−

3
4 s−

3
4 ds.

9



It remains to prove the estimate on the derivative with respect to t of φ(u, v). Rewrite f
as defined in (1.18) as follows:

f(s) = −1
2P1∇ ·

(

J0u(s)⊗ J0v(s) + J0v(s)⊗ J0u(s)
)

(1.22)

where u⊗v denotes the matrix (uivj)1≤i,j≤3 and the differential operator ∇· acts on matrices
M = (mi,j)1≤i,j≤3 the following way:

∇ ·M =
(

3
∑

i=1

∂imi,j

)

1≤j≤3
.

For u, v ∈ ET and s ∈ (0, T ),

f ′(s) =−1
2P1∇ ·

(

Ju′(s)⊗ J0v(s) + J0u(s)⊗ Jv′(s)

+ Jv′(s)⊗ J0u(s) + J0v(s)⊗ Ju′(s)
)

For all s ∈ (0, T )

s
5
4 ‖Ju′(s)⊗ J0v(s)‖2 ≤‖sJu′(s)‖3‖s

1
4J0v(s)‖6

≤‖sA
1
4
Du

′(s)‖2‖s
1
4A

1
2
Dv(s)‖2

≤‖u‖ET
‖v‖ET

,

where the first inequality comes from the fact that L3 ·L6 →֒ L2, the second comes from the

Sobolev embeddings D(A
1
4
D) →֒ L3(Ω;R3) and D(A

1
2
D) →֒ L6(Ω;R3) and the third inequality

follows directly from the definition of the space ET . Of course the same occurs for the other

three terms J0u(s) ⊗ Jv′(s), Jv′(s) ⊗ J0u(s) and J0v(s) ⊗ Ju′(s). Therefore, since A
− 1

2
D

maps V ′
d to HD,

sup
0<s<T

‖s 5
4A

− 1
2

D f ′(s)‖2 ≤ c ‖u‖ET
‖v‖ET

. (1.23)

It is straightforward that

φ(u, v)(t) =

ˆ t
2

0
e−sADf(t− s)ds+

ˆ t
2

0
e−(t−s)ADf(s) ds t ∈ (0, T ),

and therefore

φ(u, v)′(t) = e−
t
2
ADf

(

t
2

)

+

ˆ t
2

0
A

1
2
De

−sADA
− 1

2
0,Df

′(t− s) ds

+

ˆ t
2

0
−ADe

−(t−s)ADf(s) ds,

which yields

‖A
1
4
Dφ(u, v)

′(t)‖2 ≤
c

t
1
4

∥

∥f
(

t
2

)
∥

∥

2
+ c

(

ˆ t
2

0

1

s
3
4

1

(t− s)
5
4

ds
)

‖u‖ET
‖v‖ET

+ c
(

ˆ t
2

0

1

(t− s)
5
4

1

s
3
4

ds
)

‖u‖ET
‖v‖ET

≤ c

t

(

1 +

ˆ 1
2

0

dσ

(1− σ)
5
4σ

3
4

)

‖u‖ET
‖v‖ET

,
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where the estimates (1.19), (1.23), and the fact that −AD generates a bounded analytic
semigroup (so that ‖Aα

De
−tAD‖L (HD) ≤ C t−α) were used. This last inequality together

with (1.20) and (1.21) ensure that φ(u, v) ∈ ET whenever u, v ∈ ET .

This section is concludedby applying Picard’s fixed point theorem (see, e.g., [27, The-
orem 13.2] or [40, Theorem A.1]) to obtain the following existence result for the system
{

(NS), (Dbc)
}

.

Theorem 1.10 (Existence). Let Ω ⊂ R
3 be a bounded Lipschitz domain and let u0 ∈

D(A
1
4
D). Let α and φ be defined as above.

(i) If ‖A
1
4
Du0‖2 is small enough, then there exists a unique u ∈ E∞ solution of u =

α+ φ(u, u).

(ii) For all u0 ∈ D(A
1
4
D), there exists T > 0 and a unique u ∈ ET solution of u = α+φ(u, u).

Uniqueness in the larger space Cb([0, T );D(A
1
4
D)) can be obtained, applying [38, Theo-

rem 1.1]. The argument there is somewhat stronger though, since uniqueness in Cb([0, T );L
3)

is proved, using a maximal regularity result by Z. Shen [44, Theorem 5.1.2].

Theorem 1.11 (Uniqueness). Let u, v ∈ Cb([0, T );D(A
1
4
D)) both be mild solutions of the

system
{

(NS), (Dbc)
}

, i.e., they both satisfy (1.16). Then u = v on [0, T ).

Before proving this theorem, the following lemma is shown, similar to [37, Proposition 2].

Lemma 1.12. Let p ∈ (1,∞) and τ ∈ (0, T ]: φ defined by (1.17) maps Lp(0, τ ;D(A
1
4
D)) ×

L∞(0, τ ;D(A
1
4
D)) to Lp(0, τ ;D(A

1
4
D)). Moreover, there exists a constant Cp > 0 independent

of τ such that

‖φ(u, v)‖
Lp(0,τ ;D(A

1/4
D ))

≤ Cp ‖u‖Lp(0,τ ;D(A
1/4
D ))

‖v‖
L∞(0,τ ;D(A

1/4
D ))

. (1.24)

If v ∈ L∞(0, τ ;VD), the following improved estimate holds

‖φ(u, v)‖
Lp(0,τ ;D(A

1
4
D))

≤ Kp τ
1
4 ‖u‖

Lp(0,τ ;D(A
1/4
D ))

‖v‖L∞(0,τ ;VD), (1.25)

where Kp > 0 is a constant independent of τ .

Proof. First, let M the maximal regularity operator on HD: for all ϕ ∈ Lp(0, τ ;HD), Mϕ
is defined by

Mϕ(t) :=

ˆ t

0
ADe

−(t−s)ADϕ(s) ds, t ∈ (0, τ).

Since HD is a Hilbert space and −AD generates an analytic semigroup in HD, the operator
M is bounded on Lp(0, τ ;HD) for all p ∈ (1,∞) and all τ > 0; see,e.g., [13]. Moreover,
‖M‖L (Lp(0,τ ;HD)) is independent of τ . Then

A
1
4
Dφ(u, v) = M

(

A
− 3

4
D f

)

11



where f is defined by (1.22). For u ∈ Lp(0, τ ;D(A
1
4
D) and v ∈ L∞(0, τ ;D(A

1
4
D), by Sobolev

embeddings, Ju⊗ Jv + Jv ⊗ Ju ∈ Lp(0, τ ;L3/2(Ω;R3)), with the estimate

‖Ju⊗ Jv + Jv ⊗ Ju‖Lp(0,τ ;L3/2(Ω;R3)) ≤ C ‖u‖
Lp(0,τ ;D(A

1/4
D ))

‖v‖
L∞(0,τ ;D(A

1/4
D ))

,

where the constant C depends only on the constant of the embedding D(A
1
4
D) →֒ L3(Ω;R3).

This implies that f ∈ Lp
(

0, τ ;P1(W
−1,3/2)

)

. Since D(A
3
4
D) →֒ W 1,3

0 (Ω;R3) (see Proposi-

tion 1.6), the embedding P1

(

W−1,3/2(Ω;R3)
)

→֒
(

D(A
3
4
D)

)′
holds and therefore A

− 3
4

D f ∈
Lp(0, τ ;HD) with

‖A− 3
4

D f‖Lp(0,τ ;HD) ≤ C ‖u‖
Lp(0,τ ;D(A

1/4
D ))

‖v‖
L∞(0,τ ;D(A

1/4
D ))

.

Using the Lp maximal regularity result in HD gives (1.24).

To prove (1.25), let u ∈ Lp(0, τ ;D(A
1
4
D)) and v ∈ L∞(0, τ ;VD). Using the embeddings

D(A
1
4
D) →֒ L3(Ω;R3) and VD →֒ L6(Ω;R3),

‖Ju⊗ Jv + Jv ⊗ Ju‖Lp(0,τ ;L2(Ω,R3)) ≤ C ‖u‖
Lp(0,τ ;D(A

1/4
D ))

‖v‖L∞(0,τ ;VD).

As before, this implies that f ∈ Lp(0, τ ;V ′
D) and therefore

A
1
4
Dφ(u, v)(t) =

ˆ t

0
A

3
4
De

(t−s)AD
(

A
− 1

2
D f(s)

)

ds, t ∈ (0, τ).

Using the analyticity of the semigroup (e−tAD )t≥0 in HD and Young’s inequality,

‖A
1
4
Dφ(u, v)‖Lp(0,τ ;HD) ≤ C ‖t 7→ t−

3
4 ‖L1(0,τ)‖u‖Lp(0,τ ;D(A

1/4
D ))

‖v‖L∞(0,τ ;VD).

Proof of Theorem 1.11. The proof is inspired by the method described in [37] (see also [2,

Section 8]). Let p ∈ (1,∞), ε > 0 to be chosen later and w := u − v ∈ Cb(0, T ;D(A
1
4
D)) ⊂

Lp(0, T ;D(A
1
4
D)): w satisfies

w =φ(u,w) + φ(w, v) = φ(w, u + v − 2α) + 2φ(w,α)

=φ(w, u + v − 2α) + 2φ(w,α − αε) + 2φ(w,αε)

where αε(t) = e−tADu0,ε, with u0,ε ∈ VD satisfying ‖u0,ε−u0‖
D(A

1/4
D )

≤ ε. Using Lemma 1.12,

w is estimated in Lp(0, τ ;D(A
1
4 )) as follows

‖w‖Lp(0,τ ;D(A1/4)) ≤‖w‖Lp(0,τ ;D(A1/4))

(

Cp(‖u+ v − 2α‖
L∞(0,τ ;D(A

1/4
D ))

+ ε) +Kp τ
1
4 ‖u0,ε‖VD

)

≤κp
(

ε+ gε(τ)
)

‖w‖Lp(0,τ ;D(A1/4)),

where gε(τ) = ‖u + v − 2α‖
L∞(0,τ ;D(A

1/4
D ))

+ τ
1
4 ‖u0,ε‖VD

−−→
t→0

0. This shows that choosing

ε > 0 small enough, there exists τ > 0 such that ‖w‖Lp(0,τ ;D(A1/4)) ≤ 1
2 ‖w‖Lp(0,τ ;D(A1/4)); in

other terms, w = 0 on [0, τ) (recall that w is continuous on [0, T )). If τ = T , then it was
proved that u = v on [0, T ). If τ < T , by continuity, w(τ) = 0 also holds. The previous
reasoning can be iterated on intervals of the form [kτ, (k + 1)τ) to prove ultimately that
w = 0 on [0, T ) (remark again that all constants Cp,Kp, κp appearing in the estimates above
are independent of τ).
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2 Neumann boundary conditions

In this section, the system
{

(NS), (Nbc)
}

is studied. The results proved in [36] will be only
surveyed, the method to prove existence of solutions being similar to what has been done
in Section 1.

2.1 The linear Neumann-Stokes operator

Before defining the Neumann-Stokes operator, the following integration by parts formula
will be useful.

Lemma 2.1. Let λ ∈ R, u,w : Ω → R
3, π, ρ : Ω → R sufficiently nice functions defined

on the Lipschitz domain Ω ⊂ R
3. Let Lλu = ∆u + λ∇(div u) and define the conormal

derivative
∂λν (u, π) =

(

λ∇u+ (∇u)⊤
)

ν − πν on ∂Ω. (2.1)

Then the following integration by parts formula hold
ˆ

Ω
(Lλu−∇π) · w dx =−

ˆ

Ω

[

Iλ(∇u,∇w) − π divw
]

dx+

ˆ

∂Ω
∂λν (u, π) · w dσ (2.2)

=

ˆ

Ω
(Lλw −∇ρ) · udx+

ˆ

Ω

[

π divw − ρdiv u
]

dx

+

ˆ

∂Ω

[

∂λν (u, π) · w − ∂λν (w, ρ) · u
]

dσ, (2.3)

where

Iλ(ξ, ζ) =
3

∑

i,j=1

(ξi,jζi,j + λξi,jζj,i), for ξ = (ξi,j)1≤i,j≤3 and ζ = (ζi,j)1≤i,j≤3.

Recall that ∇u = (∂iuj)1≤i,j≤3.

The space L2(Ω;R3) admits the following Hodge decomposition, dual to the one shown

in Section 1: HN

⊥
⊕ G0, where G0 :=

{

∇π;π ∈ H1
0 (Ω;R)

}

and

HN :=
{

u ∈ L2(Ω;R3); div u = 0
}

. (2.4)

Following the steps of the previous section, define VN = H1(Ω;R3) ∩HN and JN : HN →֒
L2(Ω;R3) the canonical embedding, PN = J ′

N : L2(Ω;R3) → HN the orthogonal projection,
J̃N : VN →֒ H1(Ω;R3) the restriction of JN on VN and J̃ ′

N = P̃N : (H1(Ω;R3))′ → V ′
N ,

extension of PN to (H1(Ω;R3))′. The Neumann-Stokes operator is defined as follows.

Definition 2.2. Let λ ∈ R. The Neumann-Stokes operator Aλ is defined as being the
associated operator of the bilinear form

aλ : VN × VN → R, aλ(u, v) =

ˆ

Ω
Iλ(∇J̃Nu,∇J̃Nv) dx

In the case where λ ∈ (−1, 1], the bilinear form aλ is continuous, symmetric, coercive
and sectorial. So its associated operator is self-adjoint, invertible and the negative generator
of an analytic semigroup of contractions on HN .

The following proposition is a consequence of the integration by parts formula (2.2), [36,
Theorem 6.8] and [28, Théorème 5.3].
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Proposition 2.3. Let λ ∈ (−1, 1]. The Neumann-Stokes operator Aλ is the part in HN

of the bounded operator A0,λ : VN → V ′
N defined by (A0,λu)(v) = aλ(u, v). The operator

Aλ is self-adjoint, invertible, −Aλ generates an analytic semigroup of contractions on HN ,

D(A
1
2
λ ) = VN and for all u ∈ D(Aλ), there exists π ∈ L2(Ω;R) such that

JNAλu = −∆J̃Nu+∇π (2.5)

and D(Aλ) admits the following description

D(Aλ) =
{

u ∈ VN ;∃π ∈ L2(Ω;R) : f = −∆J̃Nu+∇π ∈ HN and ∂λν (u, π)f = 0
}

,

where ∂λν (u, π)f is defined in a weak sense for all f ∈ (H1(Ω;R3))′ by

〈∂λν (u, π)f , ψ〉∂Ω = (H1)′〈f,Ψ〉H1 +

ˆ

Ω
Iλ(∇J̃nu,∇Ψ)dx− L2〈π,div Ψ〉L2

for Ψ ∈ H1(Ω) and ψ = Tr∂ΩΨ.

Remark 2.4. If f ∈ (H1(Ω;R3))′, the quantity ∂λν (u, π)f exists on ∂Ω in the Besov space

B2,2

− 1
2

(∂Ω;R3) = H− 1
2 (∂Ω,R3) according to [36, Proposition 3.6].

Thanks to [36, Sections 9 & 10], a good description of the domain of fractional powers
of the Neumann-Stokes operator Aλ can be given. In particular, in [36, Corollary 10.6] it
was established that

D(A
3
4
λ ) is continuously embedded into W 1,3(Ω;R3). (2.6)

2.2 The nonlinear Neumann-Navier-Stokes equations

The results in 2.1 allow to prove a result similar to Theorem 1.10 for the system
{

(NS), (Nbc)
}

.

As in the previous section, it is not difficult to see that D(A
1
4
λ ) →֒ L3(Ω;R3) is a critical

space for the system. For T ∈ (0,∞], following the definition of ET in Section 1, define

FT =
{

u ∈ Cb([0, T ];D(A
1
4
λ ));u(t) ∈ D(A

3
4
λ ), u

′(t) ∈ D(A
1
4
λ ) for all t ∈ (0, T ]

and sup
t∈(0,T )

‖t 12A
3
4
λu(t)‖2 + sup

t∈(0,T )
‖tA

1
4
λu

′(t)‖2 <∞
}

endowed with the norm

‖u‖FT
= sup

t∈(0,T )
‖A

1
4
λu(t)‖2 + sup

t∈(0,T )
‖t 12A

3
4
λu(t)‖2 + sup

t∈(0,T )
‖tA

1
4
λu

′(t)‖2.

The same tools as in 1.2 apply, so the following result can be proved (see [36, Theorem 11.3]).

Theorem 2.5. Let Ω ⊂ R
3 be a bounded Lipschitz domain and let u0 ∈ D(A

1
4
λ ). Let β and

ψ be defined by
β(t) = e−tAλu0, t ≥ 0,

and for u, v ∈ FT and t ∈ (0, T ),

ψ(u, v)(t) =

ˆ t

0
e−(t−s)Aλ(−1

2PN )
(

(JNu(s) · ∇)J̃Nv(s) + JNv(s) · ∇)J̃Mu(s)
)

ds.
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(i) If ‖A
1
4
λu0‖2 is small enough, then there exists a unique u ∈ F∞ solution of u =

β + ψ(u, u).

(ii) For all u0 ∈ D(A
1
4
λ ), there exists T > 0 and a unique u ∈ FT solution of u =

β + ψ(u, u).

A comment here may be necessary to link the solution u obtained in Theorem 2.5 and
a solution of the system

{

(NS), (Nbc)
}

. If u ∈ FT , then u′ ∈ HN and (JNu · ∇)J̃Nu ∈
L2(Ω;Rn). Moreover, if u satisfies the equation u = β + ψ(u, u), then u is a mild solution
of

Aλu = −u′ − PN

(

(JNu · ∇)J̃Nu
)

∈ HN .

Going further,
JNPN

(

(JNu · ∇)J̃Nu
)

= (JNu · ∇)J̃Nu−∇q
where q ∈ H1

0 (Ω;R) satisfies

∆q = div (JNu · ∇)J̃Nu) ∈ H−1(Ω;Rn).

Therefore, by definition of Aλ, there exists π ∈ L2(Ω,R) such that

−∆J̃nu+∇π = JN (Aλu) = −JNu′ − (JNu · ∇)J̃Nu+∇q

and at the boundary, (u, π) satisfies (Nbc) in the weak sense as in Proposition 2.3. Since
q ∈ H1

0 (Ω;R), (u, π − q) satisfies also (Nbc). This proves that (u, π − q) is a solution of the
system

{

(NS), (Nbc)
}

.

The uniqueness is true in a larger space than FT : for each u0 ∈ D(A
1
4 ), there is at most

one u ∈ Cb([0, T );D(A
1
4 )), mild solution of the system

{

(NS), (Nbc)
}

. For a more precise
statement, see [36, Theorem 11.8].

3 Hodge boundary conditions

Most of the results presented here are proved thoroughly in [35] for the linear theory and
[34] for the nonlinear system. The linear Hodge-Laplacian on Lp-spaces is first studied and
then the Hodge-Stokes operator before applying the properties of this operator to prove
the existence of mild solutions of the Hodge-Navier-Stokes system in L3. Some recent
developments/improvements can be found in [29].

3.1 The Hodge-Laplacian and the Hodge-Stokes operators

We denote by H the space L2(Ω;R3). Let

WT :=
{

u ∈ H; curl u ∈ H,div u ∈ L2(Ω;R) and ν · u = 0 on ∂Ω
}

,

and WN :=
{

u ∈ H; curl u ∈ H,div u ∈ L2(Ω;R) and ν × u = 0 on ∂Ω
}

,

(subscript T is for “tangential” and N for “normal”) both endowed with the scalar product

〈〈u, v〉〉W := 〈curlu, curl v〉Ω + 〈div u,div v〉Ω + 〈u, v〉Ω,

where 〈·, ·〉E denotes the L2(E)-pairing.
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Remark 3.1. As in Remark 1.1 for a bounded Lipschitz domain Ω and a vector field w ∈ H
satisfying curlw ∈ H, define ν × w on ∂Ω in the following weak sense in H− 1

2 (∂Ω;R3): for
φ ∈ H1(Ω;R3),

〈curlw,φ〉Ω − 〈w, curlφ〉Ω = 〈ν × w,φ〉∂Ω (3.1)

where ϕ = Tr
|∂Ω
φ, the right hand-side of (3.1) depends only on ϕ on ∂Ω and not on the

choice of φ, its extension to Ω.

Remark 3.2. In the case of smooth bounded domains, i.e., with a C 1,1 boundary or
convex, the spaces WT and WN are contained in H1(Ω;R3) (see, e.g., [3, Theorems 2.9,
2.12 and 2.17]).

This is not the case if Ω is only Lipschitz. The Sobolev embedding associated to the
spaces WT,N is as follows: WT,N →֒ H

1
2 (Ω;R3) with the estimate

‖u‖H1/2 ≤ C
[

‖u‖2 + ‖curlu‖2 + ‖div u‖2
]

, u ∈WT,N ; (3.2)

see for instance [9] or [31, Theorem 11.2] where it was proved moreover that

if u ∈WT,N , then u has an L2 trace at the boundary ∂Ω :

u
|∂Ω

= (ν · u)ν + (ν × u)× ν ∈ L2(∂Ω;R3), (3.3)

and ‖u
|∂Ω

‖L2(∂Ω;R3) ≤ C
[

‖u‖2 + ‖curlu‖2 + ‖div u‖2
]

. (3.4)

Remark 3.3. If Ω is of class C 1, the previous result applies also if u ∈ Lp(Ω;R3) with
curlu ∈ Lp(Ω;R3), div u ∈ Lp(Ω;R), and ν · u = 0 on ∂Ω (or ν×u = 0 on ∂Ω) if p ∈ (1,∞)
(see [31, Theorem 11.2], where it was proved that if Ω is only Lipschitz, it is also true for p
in a range around 2).

Remark 3.4. The Helmholtz projection P : L2(Ω;R3) → HD defined in Section 1 (after
Remark 1.3) maps also WT to the space

{

u ∈WT ; div u = 0
}

=: VT .
The projection PN : L2(Ω;R3) → HN defined in Section 2 (before Definition 2.2) maps

also WN to the space
{

u ∈WN ; div u = 0
}

=: VN .

On WT ×WT , we define the following form

bT : WT ×WT → R, bT (u, v) = 〈curlu, curl v〉+ 〈div u,div v〉,

where 〈·, ·〉 denotes either the scalar or the vector-valued L2-pairing. Similarly, we define

bN :WN ×WN → R, bN (u, v) = 〈curlu, curl v〉+ 〈div u,div v〉.

Proposition 3.5. The Hodge-Laplacian operators BT and BN , defined as the associated
operators in H of the forms bT and bN , satisfy

D(BT,N ) =
{

u ∈WT,N ;∇div u ∈ H, curl curlu ∈ H and

∣

∣

∣

∣

ν × curlu
(div u)ν

= 0 on ∂Ω
}

BT,Nu =−∆u, u ∈ D(BT,N ). (3.5)

Proof. Let u ∈WT,N and v ∈ H1
0 (Ω;R

3) ⊂WT,N . Then

bT,N (u, v) = H−1〈−∇div u+ curl curlu, v〉H1
0
= H−1〈−∆u, v〉H1

0
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so that BT,Nu = −∆u in H−1(Ω;R3).

The proof of Proposition 3.5 is described now in the case of bT defined on WT ×WT .
The case of bN defined on WN ×WN can be proved with the same arguments (using PN

instead of P in what follows). Let D be the space

D :=
{

u ∈WT ;∇div u ∈ H, curl curlu ∈ H and ν × curlu = 0 on ∂Ω
}

.

If u ∈ D, then BTu = −∆u ∈ H and therefore u ∈ D(BT ).

Conversely, assume that u ∈ D(BT ). Then (Id − P)BTu ∈ H satisfies for all v ∈WT

〈(Id − P)BTu, v〉 =〈BTu, (Id − P)v〉 = bT (u, v) − bT (u,Pv)

=〈div u,div v〉 = W ′
T
〈−∇div u, v〉WT

,

so that −∇div u = (Id − P)BTu ∈ H. Then curl curlu = BTu+∇div u ∈ H. It remains to
prove that ν×curlu = 0 on ∂Ω. Remark that it makes sense to consider the tangential part
of w := curlu on the boundary ∂Ω since it was just proved that curlw ∈ H and therefore,
thanks to (3.1), ν ×w ∈ H− 1

2 (∂Ω;R3). For all ϕ ∈ H
1
2 (∂Ω;R3)∩L2

tan(∂Ω;R
3), there exists

φ ∈ H1(Ω;R3) such that φ
|∂Ω

= ϕ. In that case, φ ∈WT and therefore

〈−∇div u+ curl curlu, φ〉 =〈BTu, φ〉 = bT (u, φ)

=〈div u,divφ〉+ 〈curlu, curlφ〉
=〈−∇div u+ curl curlu, φ〉 − H−1/2(∂Ω)〈ν × curlu, ϕ〉H1/2(∂Ω).

It proves that H−1/2(∂Ω)〈ν × curlu, ϕ〉H1/2(∂Ω) = 0 for all ϕ ∈ H
1
2 (∂Ω;R3) ∩ L2

tan(∂Ω;R
3),

and then ν × curlu = 0 on ∂Ω.

Since the forms bT,N are continuous, bilinear, symmetric, coercive and sectorial, the
operators −BT,N generate analytic semigroups of contractions on H, BT,N is self-adjoint

and D(B
1/2
T,N ) = WT,N . The following property will be useful in next Section; it links BT

and BN , as shown in [41, Proposition 2.2].

Lemma 3.6. For u ∈ H such that curlu ∈ H, the following commutator property occurs
for all ε > 0

curl (1 + εBT )
−1u = (1 + εBN )−1curlu. (3.6)

Proof. Let u ∈ H such that curlu ∈ H. Let uε = (1+εBT )
−1u and wε = (1+εBN )−1curlu.

Step 1: curluε ∈ D(BN ).

By (3.5), it holds curluε ∈ H, curl curluε ∈ H, div (curluε) = 0 ∈ H1(Ω), ν × curluε = 0
on ∂Ω and div (curluε) = 0 on ∂Ω. To prove that curluε ∈ D(BT ), it remains to show,
thanks to (3.5), that curl curl (curl uε) ∈ H. This is due to the fact that

curl curl (curluε) = curl (−∆uε) in H−1(Ω,R3).

Since

−∆uε = BT (1 + εBT )
−1u =

1

ε

(

u− uε
)

and curluε, curl u ∈ H, the claim follows.

Step 2: curluε = wε.
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By Step 1, curluε ∈ D(BN ). Moreover, in the sense of distributions

(1 + εBN )(curluε) = curluε − ε∆curluε = curl
(

uε − ε∆uε

)

= curlu

since uε − ε∆uε = (1 + εBT )(1 + εBT )
−1u = u. Therefore,

curluε = (1 + εBN )−1curlu = wε

which proves the claim.

To prove that the operators BT,N extend to Lp-spaces, it suffices to prove that their
resolvents admit L2 − L2 off-diagonal estimates. This was proved in, e.g., [35, Section 6]
(see also [29]).

Proposition 3.7. There exist two constants C, c > 0 such that for any open sets E,F ⊂ R
3

such that dist (E,F ) > 0 and for all t > 0, f ∈ H and

u = (Id + t2BT,N )−1(1lF f),

it holds
‖1lEu‖2 + t‖1lEdiv u‖2 + t‖1lEcurlu‖2 ≤ Ce−c

dist (E,F )
t ‖1lF f‖2. (3.7)

Proof. Start by choosing a smooth cut-off function ξ : R3 → R satisfying ξ = 1 on E, ξ = 0
on F and ‖∇ξ‖∞ ≤ k

dist (E,F ) . Then define η = eδξ where δ > 0 is to be chosen later. Next,
take the scalar product of the equation

u− t2∆u = 1lF f, u ∈ D(BT,N)

with the function v = η2u. Since η = 1 on F and ‖u‖2 ≤ ‖1lF f‖2, it is easy to check then
that

‖η u‖22 + t2‖η div u‖22 + t2‖η curlu‖22
≤‖1lF f‖22 + 2α‖∇ξ‖∞t2‖η u‖2

(

‖η div u‖2 + ‖η curlu‖2
)

and therefore, using the estimate on ‖∇ξ‖∞ and choosing δ = dist (E,F )
4kt ,

‖η u‖22 + t2‖η div u‖22 + t2‖η curlu‖22 ≤ 2‖1lF f‖22.

Using now the fact that η = eδ on E,

‖1lEu‖2 + t‖1lEdiv u‖2 + t‖1lEcurlu‖2 ≤
√
2e−

dist (E,F )
4kt ‖1lF f‖2,

which gives (3.7) with C =
√
2 and c = 1

4k .

With a slight modification of the proof, it can be shown that for all θ ∈ (0, π) there exist
two constants C, c > 0 such that for any open sets E,F ⊂ R

3 such that dist (E,F ) > 0 and
for all z ∈ Σπ−θ =

{

ω ∈ C \ {0}; | arg z| < π − θ
}

, f ∈ H and

u = (zId +BT,N )−1(1lF f),

it holds

|z|‖1lEu‖2 + |z| 12 ‖1lEdiv u‖2 + |z| 12 ‖1lEcurlu‖2 ≤ C e−c dist(E,F )|z|
1
2 ‖1lF f‖2. (3.8)
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Following [30] and [10] (see also [29]), there exist Bogovskĭı type operators Ri, Ti, i = 1, 2, 3,
and K1,2, L1,2 such that for all p ∈ (1,∞),

R1 : L
p(Ω;R3) →W 1,p(Ω;R), T1 : L

p(Ω;R3) →W 1,p
0 (Ω;R),

R2 : L
p(Ω;R3) →W 1,p(Ω;R3), T2 : L

p(Ω;R3) →W 1,p
0 (Ω;R3),

R3 : L
p(Ω;R) →W 1,p(Ω;R3), T3 : L

p(Ω;R) → W 1,p
0 (Ω;R3),

K1,2 : L
p(Ω;R3) →W 1,p(Ω;R3), and L1,2 : L

p(Ω;R3) →W 1,p
0 (Ω;R3)

satisfying

R2curlu+∇R1u = u−K1u ∀u ∈ Lp(Ω;R3) with curlu ∈ Lp(Ω;R)

and curlK1u = 0 if curlu = 0, (3.9)

R3div u+ curlR2u = u−K2u, ∀u ∈ Lp(Ω;R3) with div u ∈ Lp(Ω;R)

and divK2u = 0 if div u = 0, (3.10)

T2curlu+∇T1u = u− L1u, ∀u ∈ Lp(Ω;R3) with curlu ∈ Lp(Ω;R),

ν × u = 0 on ∂Ω and curlL1u = 0 if curlu = 0, (3.11)

T3div u+ curlT2u = u− L2u, ∀u ∈ Lp(Ω;R3) with div u ∈ Lp(Ω;R),

ν · u = 0 on ∂Ω and divL2u = 0 if div u = 0. (3.12)

With these potential operators (at this point, only the relations (3.10) and (3.12) are needed)
and (3.8), it is easy to prove that (see, e.g., [29])

z(zId +BT )
−1 is bounded in Hp

D and in Gp for p ∈
[

6
5 , 2

]

uniformly in z ∈ Σπ−θ (3.13)

where Hp
D :=

{

u ∈ Lp(Ω;R3) s.t. div u = 0 and ν · u = 0 on ∂Ω
}

and Gp := ∇W 1,p(Ω;R)
are defined for p ∈ (1,∞); if p = 2, then H2

D = HD and G2 = G defined in Section 1. With
the same reasoning, one can prove that

z(zId +BN )−1 is bounded in Hp
N and in Gp,0 for p ∈

[

6
5 , 2

]

uniformly in z ∈ Σπ−θ (3.14)

where Hp
N :=

{

u ∈ Lp(Ω;R3) s.t. div u = 0
}

and Gp,0 := ∇W 1,p
0 (Ω;R) are defined for

p ∈ (1,∞); if p = 2, then H2
N = HN and G2,0 = G0 defined in Section 2.

Proposition 3.8. The resolvents
{

z(zId + BT,N )−1, z ∈ Σπ−θ

}

are uniformly bounded in
Lp(Ω;R3) for all p ∈

(

q′0, q0
)

, where q0 := min
{

6, 3 + ε
}

(ε > 0 depends on ∂Ω).

Proof. By [19, Theorems 11.1 and 11.2], the projections defined in Section 1 and Section 2

P and PN extend to bounded projections on Lp(Ω;R3) for p ∈
(

(3 + ε)′, 3 + ε
)

, (3.15)

where ε > 0 depends on ∂Ω (and (3 + ε)′ = 3+ε
2+ε <

3
2); if Ω is of class C 1, then ε = ∞.

This means in particular that Hp
D coincides with the space Lp

σ(Ω) defined in (1.4) for all
p ∈

(

(3+ε)′, 3+ε
)

. Therefore for all p ∈
(

q′0, 2
]

, the resolvents
{

z(zId+BT,N )−1, z ∈ Σπ−θ

}

are uniformly bounded in Lp(Ω;R3). The same result for all p ∈
[

2, q0
)

is obtained by
duality.
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Corollary 3.9. The semigroups (e−tBT,N )t≥0 extend to bounded analytic semigroups on
Lp(Ω;R3) for p ∈

(

q′0, q0
)

and satisfy

∥

∥

√
t div (e−tBT,N f)

∥

∥

p
≤ Cp‖f‖p

∥

∥

√
t curl (e−tBT,N f)

∥

∥

p
≤ C ′

p‖f‖p (3.16)
∥

∥t∇div (e−tBT,N f)
∥

∥

p
≤ Kp‖f‖p

∥

∥t curl curl (e−tBT,N f)
∥

∥

p
≤ K ′

p‖f‖p (3.17)

for all f ∈ Lp(Ω;R3).

Proof. The estimates (3.16) and (3.17) in the corollary above come from the fact that for
p ∈

(

q′0, q0
)

, the negative generators Bp
T,N of the semigroups (e−tBT,N )t≥0 satisfy

D(Bp
T,N ) =

{

u ∈ Lp(Ω;R3); div u ∈W 1,p(Ω;R3), curlu ∈ Lp(Ω;R3),

curl curlu ∈ Lp(Ω;R3), ν · u = 0 and ν × curlu = 0 on ∂Ω
}

(3.18)

Bp
T,Nu =−∆u, u ∈ D(Bp

T,N ).

This can be proved the same way we proved Proposition 3.5, (case p = 2) using the fact
that P and PN are bounded in Lp(Ω;R).

Remark 3.10. Let w ∈ L2(Ω;R3) such that curlw ∈ L2(Ω;R3) and ν × w = 0 on ∂Ω.

Then ν · curlw = 0 in H− 1
2 (∂Ω).

If the operator BT is restriced on HD and the operator BN on HN , the following Hodge-
Stokes operators AT and AN defined by

D(AT ) =
{

u ∈ HD ∩WT ; curl curlu ∈ L2(Ω;R3) and ν × curlu = 0 on ∂Ω
}

ATu =curl curlu for u ∈ D(AT )

and

D(AN ) =
{

u ∈ HN ∩WN ; curl curlu ∈ L2(Ω;R3)
}

, ANu = curl curlu for u ∈ D(AN )

are obtained. Remark 3.10 ensures that if u ∈ D(AT ) as defined above, ν · curl curlu = 0
on ∂Ω, so that curl curlu ∈ HD.

The properties (3.13) and (3.14), together with a duality argument and the fact that
the projections P and PN are bounded on Lp(Ω;R3) for p ∈

(

(3 + ε)′, 3 + ε
)

prove that
(e−tAT )t≥0 extends to an analytic semigroup on Hp

D (its generator is denoted by −AT,p)
and (e−tAN )t≥0 extends to an analytic semigroup on Hp

N (its generator is denoted by −AN,p)
for all p ∈

[

6
5 , q0

)

. Moreover, the estimates (3.16) and (3.17) are valid if BT,N is replaced
by AT,N for all p ∈

[

6
5 , q0

)

.

Lemma 3.11. If u ∈ H3
D and curlu ∈ L3(Ω;R3), then u ∈ Hp

D for all p ∈
[

3, q0
)

.

Proof. Thanks to the relation (3.9),

u = Pu = P
(

R2curlu+K1u
)

since P∇R1u = 0. The mapping properties of R2 and K1 show that R2curlu + K1u ∈
L3(Ω,R3) ∩ L6(Ω,R3), which proves the claim of the Lemma. This has been done in, e.g.,
[34, Sections 3 and 4].
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Remark 3.12. One can actually prove that the operator −AT,p generates an analytic
semigroup in Hp

D for all p ∈ (1, 3 + ε). The same holds for −AN,p on Hp
N . See [29] for more

details.

Remark 3.13. In [50], M.E. Taylor conjectured that the Dirichlet-Stokes operator generates
an analytic semigroup in Hp

D for p ∈
(

(3+ε)′, 3+ε
)

, which was proved in [48]. The question
of optimality of this range is still open, the counterexample provided by P.Deuring in [14] is
for p > 6. We see here that, for the Hodge-Stokes operator, one can allow all p ∈ (1, 3 + ε).

3.2 The nonlinear Hodge-Navier-Stokes equations

The nonlinear Hodge-Navier-Stokes system
(

(NS’), (Hbc)
)























∂tu−∆u+∇π − u× curlu = 0 in (0, T )× Ω,

div u = 0 in (0, T )× Ω,

ν · u = 0, ν × curlu = 0 on (0, T )× ∂Ω,

u(0) = u0 in Ω,

is considered for initial data u0 in the critical space H3
D in the abstract form

u′(t) +AT,pu(t)− P
(

u(t)× curlu(t)
)

= 0, u0 ∈ H3
D. (3.19)

The idea to solve (3.19) is to apply the same method as in Sections 1 and 2.
With the properties of the Hodge-Stokes semigroup listed in the previous subsection

(and more particularly Lemma 3.11), the following existence result for (3.19) is almost
immediate. For T ∈ (0,∞], define the space GT by

GT =
{

u ∈ Cb([0, T );H
3
D) ∩ C ((0, T );H

3(1+δ)
D ); curl u ∈ C ((0, T );L3(Ω,R3))

with sup
0<s<T

(

‖s
δ

2(1+δ)u(s)‖3(1+δ) + ‖
√
s curlu(s)‖3

)

<∞
}

endowed with the norm

‖u‖GT
= sup

0<s<T

(

‖u(s)‖3 + ‖s
δ

2(1+δ)u(s)‖3(1+δ) + ‖
√
s curlu(s)‖3

)

,

where 0 < δ < ε
3 (ε > 0 coming from (3.15)).

Theorem 3.14. Let Ω ⊂ R
3 be a bounded Lipschitz domain and let u0 ∈ H3

D. Let γ and Φ
be defined by

γ(t) = e−tAT,pu0, t ≥ 0,

and for u, v ∈ GT , and t ∈ (0, T ),

Φ(u, v)(t) =

ˆ t

0
e−(t−s)AT,3/2(12P)

(

(u(s)× curl v(s) + v(s)× curlu(s)
)

ds.

(i) If ‖u0‖3 is small enough, then there exists a unique u ∈ G∞ solution of u = γ+Φ(u, u).

(ii) For all u0 ∈ H3
D, there exists T > 0 and a unique u ∈ GT solution of u = γ +Φ(u, u).

For a complete proof of this theorem, we refer to [34, Section 5].
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4 Robin boundary conditions

As studied in [5], the system
(

(NS’), (Rbc)
)

can also be considered. Recently, this has also
been investigated in an L2-setting for smooth domains Ω but with the friction coefficient
α replaced by a (time-dependent) matrix [0, T ] × ∂Ω ∋ (t, x) 7→ β(t, x) ∈ M3(R) with
L∞
t,x coefficients, admitting ν(x) as eigenvector for almost every (t, x); see [41]. It is also

worth mentioning that the material here is part of a project with Jürgen Saal [42]. In the
following, consider α ≥ 0 a constant. Note that the proofs in this section go through if
α : ∂Ω → [0,∞) is an L∞-function.

4.1 The Robin-Hodge-Laplacian

Recall the notations at the beginning of Subsection 3.1: H = L2(Ω;R3) and

WT :=
{

u ∈ H; curl u ∈ H,div u ∈ L2(Ω;R) and ν · u = 0 on ∂Ω
}

.

On WT ×WT , define the form

bα : WT ×WT → R, bα(u, v) = 〈curl u, curl v〉Ω + 〈div u,div v〉Ω + 〈αu, v〉∂Ω.
Recall that according to (3.3), any u ∈ WT admits an L2-trace on ∂Ω, so that 〈αu, v〉∂Ω
makes sense for every u, v ∈WT .

Remark 4.1. The previous property holds also in Lp, 1 < p <∞, provided Ω is of class C 1.
More precisely, any u ∈ Lp(Ω,R3) with curlu ∈ Lp(Ω,R3), div u ∈ Lp(Ω,R) and ν · u = 0
on ∂Ω admits an Lp-trace on ∂Ω which satisfies

‖u|∂Ω‖Lp(∂Ω;R3) ≤ C
(

‖u‖p + ‖curlu‖p + ‖div u‖p
)

.

See, e.g., [32, Proposition 6.2]: in the case of a C 1 domain Ω, the exponent qΩ in that
result (related to the solvability of the Poisson problem for Neumann boundary data and
the regularity of the Poisson problem for Dirichlet boundary data) is equal to ∞.

The form bα is continuous, bilinear, symmetric, coercive and sectorial, so that the associ-
ated operator Bα on H is self-adjoint, −Bα generates an analytic semigroup of contractions

and D(B
1/2
α ) = WT . The operator Bα is called the Hodge-Robin-Laplacian. It has the

following description:

D(Bα) =
{

u ∈WT ;∇div u ∈ H, curl curlu ∈ H and ν × curlu = αu on ∂Ω
}

Bαu =−∆u, u ∈ D(Bα). (4.1)

Remark that for u ∈WT , u|∂Ω ∈ L2(∂Ω;R3) and if moreover curl curlu ∈ H, the tangential

vector field ν × curlu belongs to H− 1
2 (∂Ω;R3). Therefore, the identity ν × curlu = αu

above holds in H− 1
2 (∂Ω;R3). The proof of (4.1) follows the lines of the proof of Proposi-

tion 3.5, thanks to the following result (see, e.g., [41, Lemma 2.3], inspired by [32, Proof of
Proposition 2.4 (iii)]) of which we also give the proof.

Lemma 4.2. 1. Let g ∈ L2(∂Ω,R3). Then there exists w ∈ H with curlw ∈ H such
that for all φ ∈WT

〈g, φ〉∂Ω = 〈curlw,φ〉Ω − 〈w, curlφ〉Ω. (4.2)

Moreover, there exists C > 0 such that

‖w‖H + ‖curlw‖H ≤ C‖g‖L2(∂Ω,R3). (4.3)
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2. If in addition g ∈ L2
tan(∂Ω;R

3) (which means that g ∈ L2(∂Ω;R3) and ν · g = 0 on
∂Ω), then there exists w ∈ H such that curlw ∈ H and (4.2) holds for all φ ∈ H1(Ω).
And in that case g = ν × w in H−1/2(∂Ω;R3).

Proof. 1. Define the space X := {(φ, curl φ);φ ∈ WT }. It is a closed subspace of H × H.
As already mentioned, every φ ∈WT admits an L2-trace at the boundary ∂Ω and therefore
ν × φ ∈ L2(∂Ω;R3) for all φ ∈ WT . Since g ∈ L2(∂Ω;R3), it is immediate that ν × g ∈
L2(∂Ω;R3) =

(

L2(∂Ω;R3)
)′
. Thus, ν × g acts as a linear functional on X as follows:

(ν × g)(φ, curl φ) := 〈ν × g, ν × φ〉∂Ω for all φ ∈WT .

By the Hahn-Banach theorem, there exist (v1, v2) ∈ H ×H such that

(ν × g)(φ, curl φ) = 〈v1, curlφ〉Ω + 〈v2, φ〉Ω for all φ ∈WT ,

where
(

H ×H
)′

has been identified with H ×H. Choose φ ∈ H1
0 (Ω;R

3) ⊂WT and obtain
that

0 = H−1〈curl v1 + v2, φ〉H1
0
.

This gives that curl v1+ v2 = 0 in H−1(Ω;R3). Set w := −v1 ∈ H, so that curlw = v2 ∈ H.
Moreover,

〈ν × g, ν × φ〉∂Ω = −〈w, curlφ〉Ω + 〈curlw,φ〉Ω for all φ ∈WT . (4.4)

Since φ ∈WT , φ|∂Ω ∈ L2
tan(∂Ω,R

3) and it is clear that φ = (ν×φ)×ν, so that the left-hand
side of (4.4) coincides with

〈g, φ〉∂Ω for all φ ∈WT , (4.5)

which proves (4.2).
The existence of C > 0 such that (4.3) holds follows from the Closed Graph Theorem

since {u ∈ H; curl u ∈ H} is complete for the norm ‖u‖2 + ‖curlu‖2.
2. Assume now that g ∈ L2

tan(∂Ω;R
3). Let w ∈ H such that curlw ∈ H and (4.2) holds.

Since ν×g ∈ L2(∂Ω;R3), we can approach it in L2(∂Ω;R3) by a sequence (ϕn)n∈N of vector
fields ϕn ∈ H1/2(∂Ω,R3). In particular,

ϕn × ν −→ (ν × g)× ν = g in L2(∂Ω;R3) as n→ ∞.

By assertion 1, for each n ∈ N there exists wn ∈ H such that curlwn ∈ H satisfying

〈ϕn × ν, φ〉∂Ω = 〈curlwn, φ〉Ω − 〈wn, curlφ〉Ω for all φ ∈WT .

Thanks to the estimate (4.3), it is immediate that

wn −−−→
n→∞

w and curlwn −−−→
n→∞

curlw in H.

Let now φ ∈ H1(Ω;R3). For ε > 0, let φε = (1 + εBT )
−1φ. Then φε ∈ WT and thanks to

Lemma 3.6,

φε −−−→
ε→0

φ and curlφε = (1 + εBN )−1curlφ −−−→
ε→0

curlφ in H.

This implies also that

ν × φε −−−→
ε→0

ν × φ in H−1/2(∂Ω;R3).
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Therefore, for all ε > 0 and n ∈ N

〈ν × φε, ϕn〉∂Ω = 〈ϕn × ν, φε〉∂Ω = 〈curlwn, φε〉Ω − 〈wn, curlφε〉Ω.
First take the limit as ε goes to 0 and obtain (recall that ϕn ∈ H1/2(∂Ω;R3))

H−1/2〈ν × φ,ϕn〉H1/2 = 〈curlwn, φ〉Ω − 〈wn, curlφ〉Ω.
Since φ ∈ H1(Ω,R3), the first term of the latter equation is also equal to 〈ϕn × ν, φ〉∂Ω.
Taking the limit as n goes to ∞ yields

〈g, φ〉∂Ω = 〈curlw,φ〉Ω − 〈w, curlφ〉Ω
which proves the claim made in 2.

Remark 4.3. If Ω is of class C 1, one can prove that Lemma 4.2 is also valid in Lp instead
of L2 for all p ∈ (1,∞), identifying the dual of Lp with Lp′ (noting that q0 defined in
Proposition 3.8 is equal to ∞).

Proof of (4.1). For the time being, denote by Dα the set on the right-hand side of (4.1).
Let u ∈ Dα: ∆u = −curl curlu+∇div u ∈ H and for all v ∈WT ∩H1(Ω;R3),

〈−∆u, v〉Ω =〈curl curlu, v〉Ω − 〈∇div u, v〉Ω
=〈curlu, curl v〉Ω + 〈ν × curlu, v〉∂Ω + 〈div u,div v〉Ω
=〈curlu, curl v〉Ω + 〈div u,div v〉Ω + α〈u, v〉∂Ω
=bα(u, v).

The second equality comes from the integration by parts formula. In the third equality the
characterization of elements in Dα has been used. Thanks to the density of WT ∩H1(Ω;R3)
in WT , this proves the inclusion Dα ⊆ D(Bα) and that Bαu = −∆u for u ∈ Dα.

Conversely, let u ∈ D(Bα). Let η = −Bαu ∈ H, g = αu. Since u|∂Ω ∈ L2
tan(∂Ω;R

3),
Lemma 4.2 shows the existence of w ∈ H with curlw ∈ H such that αu = ν × w on ∂Ω.
Therefore, the boundary value g = αu satisfies the conditions of [32, Theorem 1.2] with
p = 2. Then there exists a unique ũ satisfying







ũ ∈WT , curl curl ũ ∈ H,div ũ ∈ H1(Ω),
∆ũ = η ∈ H,

ν × curl ũ = g ∈ H−1/2(∂Ω;R3),

(4.6)

For all v ∈WT , integrating by parts,

〈curl ũ, curl v〉Ω + 〈div ũ,div v〉Ω =〈−∆ũ, v〉Ω − 〈ν × curl ũ, v〉∂Ω
=〈−η, v〉Ω − 〈g, v〉∂Ω
=〈Bαu, v〉Ω − 〈αu, v〉∂Ω
=bα(u, v) − α〈u, v〉∂Ω
=〈curl u, curl v〉Ω + 〈div u,div v〉Ω.

The second equality comes from the fact that ũ is the solution of (4.6). The third equality is
a simple reformulation of the previous line using the notations introduced before. The fourth
equality uses the fact that Bα is the operator associated with the form bα. Finally, the last
equality comes directly from the definition of bα. Therefore, we proved that v = u− ũ ∈WT

and satisfies curl v = 0 and div v = 0. Since Ω is simply connected, this proves that v = 0,
or equivalently u = ũ, and then that u ∈ Dα from which follows the inclusion D(Bα) ⊆ Dα.

Ultimately, it has been proved that D(Bα) = Dα.
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As in the case of Proposition 3.7, Gaffney-type estimates hold:

Proposition 4.4. There exist two constants C, c > 0 such that for any open sets E,F ⊂ R
3

such that dist (E,F ) > 0 and for all t > 0, f ∈ H and

u = (Id + t2Bα)
−1(1lF f),

it holds

‖1lEu‖2 + t‖1lEdiv u‖2 + t‖1lEcurlu‖2 + t
√
α ‖1lEu‖L2(∂Ω;R3) ≤ Ce−c

dist (E,F )
t ‖1lF f‖2. (4.7)

Proof. The proof goes as in the case α = 0 (Proposition 3.7 for BT ). Choose a smooth
cut-off function ξ : R3 → R satisfying ξ = 1 on E, ξ = 0 on F and ‖∇ξ‖∞ ≤ k

dist (E,F ) .

Then define η = eδξ where δ > 0 is to be chosen later. Next, take the scalar product of the
equation

u− t2∆u = 1lF f, u ∈ D(Bα)

with the function v = η2u. Since η = 1 on F and ‖u‖2 ≤ ‖1lF f‖2, it is easy to check then
that

‖η u‖22 + t2‖η div u‖22 + t2‖η curlu‖22 + t2α‖η u‖2L2(∂Ω;R3)

≤‖1lF f‖22 + 2α‖∇ξ‖∞t2‖η u‖2
(

‖η div u‖2 + ‖η curlu‖2
)

and therefore, using the estimate on ‖∇ξ‖∞ and choosing δ = dist (E,F )
4kt ,

‖η u‖22 + t2‖η div u‖22 + t2‖η curlu‖22 + t2α‖η u‖2L2(∂Ω;R3) ≤ 2‖1lF f‖22.

Using now the fact that η = eδ on E,

‖1lEu‖2 + t‖1lEdiv u‖2 + t‖1lEcurlu‖2 + t
√
α ‖1lEu‖L2(∂Ω;R3) ≤

√
2e−

dist (E,F )
4kt ‖1lF f‖2,

which gives (4.7) with C =
√
2 and c = 1

4k .

As before, with a slight modification of the proof, it can be shown that for all θ ∈
(0, π) there exist two constants C, c > 0 such that for any open sets E,F ⊂ R

3 such that
dist (E,F ) > 0 and for all z ∈ Σπ−θ =

{

ω ∈ C \ {0}; | arg z| < π − θ
}

, f ∈ H and

u = (zId +Bα)
−1(1lF f),

it holds

|z|‖1lEu‖2 + |z| 12 ‖1lEdiv u‖2 + |z| 12‖1lEcurlu‖2

+ |z| 12
√
α ‖1lEu‖L2(∂Ω;R3) ≤ C e−c dist(E,F )|z|

1
2 ‖1lF f‖2. (4.8)

With the same arguments as for the Hodge-Laplacian, the analogue of Proposition 3.8 and
Corollary 3.9 can be obtained, as well as (3.18) for Bα: for all p ∈

(

q′0, q0
)

,
{

z(zId +Bα)
−1, z ∈ Σπ−θ

}

is uniformly bounded in Lp(Ω;R3); (4.9)

(e−tBα)t≥0 extends to a bounded analytic semigroup on Lp(Ω;R3); (4.10)
∥

∥

√
t div (e−tBαf)

∥

∥

p
≤ Cp‖f‖p,

∥

∥

√
t curl (e−tBαf)

∥

∥

p
≤ C ′

p‖f‖p; (4.11)

∥

∥t∇div (e−tBαf)
∥

∥

p
≤ Kp‖f‖p,

∥

∥t curl curl (e−tBαf)
∥

∥

p
≤ K ′

p‖f‖p. (4.12)
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Moreover, if Ω is of class C 1, the following description of Bα,p, the negative generator of
(e−tBα)t≥0 in Lp(Ω;R3) holds:

D(Bα,p) =
{

u ∈ Lp(Ω;R3); div u ∈W 1,p(Ω;R3), curlu ∈ Lp(Ω;R3),

curl curlu ∈ Lp(Ω;R3), ν · u = 0 and ν × curlu = αu on ∂Ω
}

(4.13)

Bα,pu = −∆u, u ∈ D(Bα,p),

To prove that, the result in Remark 4.3 has been used, as well as the solvability of (4.6) in
Lp for p in the interval

(

(3+ ε)′, 3+ ε
)

= (1,∞) in that case ([32, Theorem 1.2] is also valid
in this range of p).

4.2 The Robin-Hodge-Stokes operator

From now on, assume that Ω is of class C 1. Let p ∈ (1,∞). Let g ∈ Lp(Ω;R3), with
div g = 0. By Remark 1.1 (also valid for p ∈ (1,∞) with the obvious changes), it holds

ν · g ∈ B
−1/p
p,p (∂Ω) and also ν · g satisfies the condition

B
−1/p
p,p (∂Ω)

〈ν · g, 1l〉
B

1/p

p′ ,p′
(∂Ω)

= 0. By

[19, Corollary 9.3], the problem

q ∈W 1,p(Ω), ∆q = 0 in Ω, ∂νq = ν · g on ∂Ω (4.14)

has a unique (modulo constants) solution satisfying moreover

‖∇q‖p . ‖ν · g‖
B

−1/p
p,p (∂Ω)

. (4.15)

Consider the operator

Γp : D(Bα,p) −→W 1,p(Ω), u 7−→ q

where q is the solution of (4.14) with g = −curl curlu.

Lemma 4.5. For p ∈ (1,∞), u ∈ D(Bα,p), the following estimate holds

‖∇Γpu‖p . α
(

‖curlu‖p + ‖div u‖p
)

. (4.16)

Proof. Let p ∈ (1,∞) and u ∈ D(Bα,p). Let ϕ ∈ B
1/p
p′,p′(∂Ω). Let Φ ∈ W 1,p′(Ω), so that

Φ|∂Ω = ϕ (recall that 1
p = 1− 1

p′ ). Thanks to the description of D(Bα,p) given by (4.13) and
the formula (3.1) (also valid in Lp), there holds

B
−1/p
p,p (∂Ω)

〈ν · curl curlu, ϕ〉
B

1/p

p′ ,p′
(∂Ω)

=〈curl curlu,∇Φ〉Ω = 〈ν × curlu,∇Φ〉∂Ω

=α 〈u,∇Φ〉∂Ω = α 〈curlw,∇Φ〉Ω,

where w ∈ Lp(Ω;R3) with curlw ∈ Lp(Ω;R3) is determined by Lemma 4.2, 2 (for g = u;
see Remark 4.3). Therefore by Remark 4.1

‖ν · curl curlu‖
B

−1/p
p,p (∂Ω)

≤ C‖curlw‖p ≤ C‖u‖Lp(∂Ω;R3) ≤ C
(

‖u‖p + ‖curlu‖p + div u‖p
)

.

Since Ω is bounded, ‖u‖p can be estimated in terms of ‖curlu‖p and ‖div u‖p, which gives
(4.16).
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Next result links the operator Γp and Bα,p with the Robin-Hodge-Stokes resolvent prob-
lem for z ∈ Σπ−θ:







zu−∆u+∇q = f in Ω,
div u = 0 in Ω,

ν · u = 0, ν × curlu = αu on ∂Ω.
(4.17)

Proposition 4.6. Let p ∈ (1,∞). Let z ∈ Σπ−θ and f ∈ Hp
D. Then (u, q) ∈ D(Bα,p) ×

W 1,p(Ω) is a solution of (4.17) if, and only if, u ∈ D(Bα,p)∩Hp
D satisfies zu−∆u+∇Γpu = f

and in that case q = Γpu.

Proof. ⇒: Assume that (u, q) ∈ D(Bα,p)×W 1,p(Ω) is a solution of (4.17). Applying the
divergence to the first equation of (4.17) and using the fact that div u = 0, there
holds ∆π = 0. Moreover, taking the normal component at the boundary of the same
equation, ∂νq = ν ·∆u = −ν · curl curlu (recall that, since f ∈ Hp

D, ν · f = 0 on ∂Ω)
and therefore q satisfies (4.14) with g = −curl curlu, which implies by definition of Γp

that q = Γpu. This shows that u ∈ D(Bα,p) ∩Hp
D and satisfies zu−∆u+∇Γpu = f .

⇐: Conversely, let u ∈ D(Bα,p)∩Hp
D satisfying zu−∆u+∇Γpu = f and define v := div u ∈

W 1,p(Ω). Then v satisfies zv−∆v = 0 in Ω: apply the divergence to zu−∆u+∇Γpu =
f and remark that div f = 0 and div∇Γpu = ∆Γpu = 0. Moreover, taking the normal
component of zu−∆u+∇Γpu = f at the boundary, −∂νv+ν ·curl curlu+∂νΓpu = 0
on ∂Ω (we wrote −∆u = −∇v+curl curlu), and therefore ∂νv = 0 on ∂Ω. Uniqueness
of the Neumann problem for the Laplacian,

(

zv −∆v = 0 in Ω and ∂νv = 0 on ∂Ω
)

=⇒
(

v = 0
)

,

shows that v = div u = 0. Therefore, (u,Γpu) ∈ D(Bα,p) ×W 1,p(Ω) is a solution of
(4.17).

Proposition 4.6 allows to define the part of Bα,p in Hp
D as follows.

Definition 4.7. Let p ∈ (1,∞). The Robin-Hodge-Stokes operator denoted by Aα,p is an
unbounded operator in Hp

D defined by

D(Aα,p) = D(Bα,p) ∩Hp
D, Aα,pu = −∆u+∇Γpu, u ∈ D(Aα,p). (4.18)

Remark 4.8. If p = 2, it is easy to see that Aα,2 is the operator associated with the
continuous, bilinear, symmetric, coercive form aα defined as follows

aα : (WT ∩HD)× (WT ∩HD) → R, aα(u, v) := 〈curlu, curl v〉Ω + 〈αu, v〉∂Ω.

Therefore, Aα,2 is self adjoint and −Aα,2 is the generator of an analytic semigroup of
contractions in HD.

Lemma 4.9. Let p ∈ [2,∞) and u ∈ D(Aα,p). Then u ∈ L
9p
4 (Ω;R3).

Proof. By definition, if u ∈ D(Aα,p), then u, curlu ∈ Lp(Ω;R3), div u = 0 ∈ Lp(Ω) and

ν · u = 0 on ∂Ω. By [31, Theorem 11.2] (note that B
1/p
p,p →֒ L

3p
2 in dimension 3), there

holds u ∈ L
3p
2 (Ω;R3). Apply the same reasoning to curlu: curlu, curl curlu ∈ Lp(Ω;R3),

div curlu = 0 ∈ Lp(Ω) and ν × curlu = αu ∈ Lp(∂Ω;R3), so that curlu ∈ L
3p
2 (Ω;R3).

Using again that ν · u = 0 on ∂Ω, there holds u ∈ L
9p
4 (Ω;R3).
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Theorem 4.10. For all p ∈ (1,∞), the operator −Aα,p generates an analytic semigroup in
Hp

D satisfying the estimates

∥

∥

√
t curl (e−tAα,pf)

∥

∥

p
≤ Cp‖f‖p and

∥

∥t curl curl (e−tAα,pf)
∥

∥

p
≤ Kp‖f‖p, (4.19)

for all f ∈ Hp
D if p ≥ 2.

Proof. Let z ∈ Σπ−θ. By Proposition 4.6,

(zId +Aα,p) =
(

Id−∇Γp(zId +Bα,p)
−1

)

(zId +Bα,p).

Lemma 4.5 and (4.11) imply that for all f ∈ Lp(Ω;R3),

‖∇Γp(zId+Bα,p)
−1f‖p . α

(

‖curl (zId+Bα,p)
−1f‖p+‖div (zId+Bα,p)

−1f‖p
)

≤ C
α

√

|z|
‖f‖p.

This proves that, for |z| large enough (|z| ≥ 4C2α2), zId+Aα,p : D(Aα,p) → Hp
D is invertible

with

(zId +Aα,p)
−1 = (zId +Bα,p)

−1
(

Id−∇Γp(zId +Bα,p)
−1

)−1

and
∥

∥z(zId +Aα,p)
−1

∥

∥

L (Hp
D)

≤ 2
∥

∥z(zId +Bα,p)
−1

∥

∥

L (Lp(Ω;R3))
. 1.

Moreover, the same reasoning gives

∥

∥

√

|z| curl (zId +Aα,p)
−1

∥

∥

L (Hp
D ;Lp(Ω;R3))

≤ 2
∥

∥

√

|z| curl (zId +Bα,p)
−1

∥

∥

L (Lp(Ω;R3))
. 1

(4.20)
and

∥

∥curl curl (zId+Aα,p)
−1

∥

∥

L (Hp
D ;Lp(Ω;R3))

≤ 2
∥

∥curl curl (zId+Bα,p)
−1

∥

∥

L (Lp(Ω;R3))
. 1 (4.21)

To prove that zId+Aα,p : D(Aα,p) → Hp
D is invertible if z ∈ Σπ−θ with |z| ≤ 4C2α2, proceed

by induction. The assertion is proved for p ≥ 2 (the range is obtained 1 < p ≤ 2 by duality
since Aα,2 is self adjoint in HD). Assume first that p ∈

[

2, 92
]

, so that D(Aα,2) →֒ Hp
D by

Lemma 4.9. Let z ∈ Σπ−θ with |z| ≤ 4C2α2 and let ω = z + 8C2α2. There holds ω ∈ Σπ−θ

and |ω| ≥ 8C2α2 − |z| ≥ 4C2α2. Therefore, for f ∈ Hp
D →֒ HD,

(zId +Aα,2)
−1f = (ωId +Aα,p)

−1f + 8C2α2(ωId +Aα,p)
−1(zId +Aα,2)

−1f,

which gives
∥

∥(zId +Aα,2)
−1f

∥

∥

p
≤ Cα‖f‖p,

and this proves that zId + Aα,p : D(Aα,p) → Hp
D is invertible with the norm of its inverse

controlled by a constant depending on α. For any p ≥ 2, the previous procedure can be
iterated using again Lemma 4.9 valid for all p ≥ 2. Estimates of the form (4.20) and (4.21)
are straightforward. Eventually, the result claimed in Theorem 4.10 is obtained for p ≥ 2.
As mentioned earlier, the case 1 < p ≤ 2 is obtained by duality.
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4.3 The nonlinear Robin-Hodge-Navier-Stokes equations

The nonlinear Robin-Hodge-Navier-Stokes system
(

(NS’), (Rbc)
)























∂tu−∆u+∇π − u× curlu = 0 in (0, T )× Ω,

div u = 0 in (0, T )× Ω,

ν · u = 0, ν × curlu = αu on (0, T )× ∂Ω,

u(0) = u0 in Ω,

for initial data u0 is considered in the critical space H3
D in the abstract form

u′(t) +Aα,pu(t)− P
(

u(t)× curlu(t)
)

= 0, u0 ∈ H3
D. (4.22)

Recall that C 1 domains Ω are considered here. The idea to solve (4.22) is to apply the same
method as in previous Sections.

With the properties of the Robin-Hodge-Stokes semigroup listed in particular in The-
orem 4.10, the following existence result for (4.22) is almost immediate. For T ∈ (0,∞],
define the space HT by

HT =
{

u ∈ Cb([0, T );H
3
D); curl u ∈ C ((0, T );L3(Ω,R3))

with sup
0<s<T

‖
√
s curlu(s)‖3 <∞

}

endowed with the norm

‖u‖HT
= sup

0<s<T

(

‖u(s)‖3 + ‖
√
s curlu(s)‖3

)

.

Theorem 4.11. Let Ω ⊂ R
3 be a bounded Lipschitz domain and let u0 ∈ H3

D. Let γ and Φ
be defined by

γ(t) = e−tAα,3u0, t ≥ 0,

and for u, v ∈ HT , and t ∈ (0, T ),

Φ(u, v)(t) =

ˆ t

0
e−(t−s)Aα,2(12P)

(

(u(s)× curl v(s) + v(s)× curlu(s)
)

ds.

(i) If ‖u0‖3 is small enough, then there exists a unique u ∈ H∞ solution of u = γ+Φ(u, u).

(ii) For all u0 ∈ H3
D, there exists T > 0 and a unique u ∈ HT solution of u = γ+Φ(u, u).

Elements of the proof. Remark that, as in Lemma 3.11, for u ∈ HT , (thanks to (3.9)) there
holds u = P(R2curlu + K1u) ∈ C ((0, T );H6

D) with sup
0<s<T

√
s‖u(s)‖6 ≤ ‖u‖HT

. The proof

goes as in the previous sections.

Conclusion

In the case of a smooth bounded domain in R
n, it was proved by Y.Giga and T.Miyakawa

in [22] that the Dirichlet-Navier-Stokes system admits a local mild solution for initial values
in Ln (critical space for the system in dimension n). Their method relies on the fact that
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the Dirichlet-Stokes operator, as defined in Section 1, extends to all Lp spaces and is the
negative generator of an analytic semigroup there, which was proved in [21]. The situation
in Lipschitz domains is different. For instance, P.Deuring provided in [14] an example of
a domain with one conical singularity such that the Dirichlet-Stokes semigroup does not
extend to an analytic semigroup in Lp for p large, away from 2 (in this example, p > 6).

As already mentioned, E. Fabes, O.Mendez and M.Mitrea proved in [19] that the or-
thogonal projection P defined in Section 1 on L2(Ω;R3) extends to a bounded projection
on Lp(Ω;R3) for p in an open interval containing

[

3
2 , 3

]

(if Ω is C 1, then this interval is
(1,∞)). This led M.Taylor in [50] to formulate the conjecture that the Dirichlet-Stokes
semigroup defined originally on HD extends to an analytic semigroup on Lp for p in the
same interval as in [19]. This is actually true as shown in Subsection 1.1.2. It is not known
whether this range is optimal, i.e., for any p > 3 (or any p < 3

2), is there a bounded Lipschitz
domain such that the Dirichlet-Stokes semigroup (e−tAD)t≥0 does not extend to a bounded
analytic semigroup in Hp

D? When considering Hodge boundary conditions (Hbc), the range
where (e−tAT )t≥0 extends to a bounded analytic semigroup in Hp

D is however larger (see
Remark 3.12, based on results in [29]).

To apply the Fujita-Kato scheme as in Subsection 1.2, proving that the Dirichlet-Stokes
semigroup (e−tAD )t≥0 extends to an analytic semigroup in H3

D seems to be the first step
to obtain mild solutions of the Navier-Stokes system with Dirichlet boundary conditions.
Next step is to be able to estimate ∇e−tAD in the L3 norm, which is not as straightforward

as in the L2 case where ‖∇e−tADf‖2 = ‖A1/2
D e−tADf‖2.

Finally, it would be very satisfactory to obtain a theory for Robin boundary conditions
(Rbc) in Lipschitz domains as studied in Section 4 for C 1 domains.
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