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Romuald Elie ∗ Ludovic Moreau † Dylan Possamaï ‡

February 1, 2017

Abstract

This paper studies a class of non-Markovian singular stochastic control problems, for which we
provide a novel probabilistic representation. The solution of such control problem is proved to
identify with the solution of a Z-constrained BSDE, with dynamics associated to a non singular
underlying forward process. Due to the non-Markovian environment, our main argumentation relies
on the use of comparison arguments for path dependent PDEs. Our representation allows in par-
ticular to quantify the regularity of the solution to the singular stochastic control problem in terms
of the space and time initial data. Our framework also extends to the consideration of degenerate
diffusions, leading to the representation of the solution as the infimum of solutions to Z-constrained
BSDEs. As an application, we study the utility maximization problem with transaction costs for
non-Markovian dynamics.

Keywords: singular control, constrained BSDEs, path-dependent PDEs, viscosity solutions,
transaction costs, regularity.

1 Introduction

The study of singular stochastic problems initiated by Chernoff [11] and Bather and Chernoff [2, 1]

gave rise to a large literature, mostly motivated by its large scope of applications in economics or

mathematics. This includes in particular the well-known monotone follower problem, see for instance

Karatzas [27], real options decision modeling related to optimal investment issues, see Davis, Dempster,

Sethi and Vermes [14], Dynkin games, see Karatzas and Wang [30] or Boetius [4], optimal stopping

problems, see Karatzas and Shreve [28, 29], Boetius and Kohlmann [5], or Benth and Reikvam [3], as

well as optimal switching problems, see Guo and Tomecek [22]. For all these questions, the problem

of interest is naturally modeled under the form of a singular control of finite variation problem. In

this abundant literature, it is quite striking that very few studies take into consideration this type of

questions in a non-Markovian framework. One of the purpose of his paper is to try to fill this gap1.

In a Markovian environment, the solution to nice singular stochastic control problems characterizes typ-

ically as the unique weak solution to a variational inequality, where the linear part of the dynamics is

combined with a constraint on the gradient of the solution. For example, when modeling the optimiza-

tion of dividend flow for a firm, as initiated in continuous time by Jeanblanc-Picqué and Shiryaev [25],

the optimal singular actions identify to paying dividends as soon as the underlying wealth process hits a

free boundary, where the gradient of the value function reaches its upper-bound value 1. This example
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†EY, ludovic.moreau@fr.ey.com.
‡Université Paris–Dauphine, PSL Research University, CNRS, CEREMADE, 75016 Paris, France, possamai@cere-

made.dauphine.fr. This author gratefully acknowledges the support of the ANR project Pacman, ANR-16-CE05-0027.
1We learned while finishing this paper that Bouchard, Cheridito and Hu [6] were working on similar questions. Their

work in preparation will deal with more general controlled SDEs, where the f term in (2.1) below will be allowed to depend

on the state process. However, their method of proof will be purely probabilistic and thus of a completely different nature

compared to ours. Furthermore, their approach will not, a priori, allow for degenerate diffusions
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naturally suggests a connection between singular stochastic control problems and stochastic processes

with gradient constraints, and more precisely backward stochastic differential equations (BSDEs) with

constraints on the gain process, as introduced by Cvitanić, Karatzas and Soner [13]. The main initial

motivation for the introduction of such type of equation was the super-hedging of claims with portfolio

constraint. We establish in this paper that the solution to such BSDEs provides a nice probabilistic

representation for solution to singular stochastic control problems.

More precisely, the class of non-Markovian stochastic control problem of interest is of the form

vsing : (t,x) 7−→ sup
K∈Ut

sing

EPt
0

[
U
(
x⊗t X

t,x,K
)]
, 0 ≤ t ≤ T,

where U t
sing denotes the set of multidimensional càdlàg non decreasing Ft-adapted process stating from

0 and in Lp, for p ≥ 1. The controlled underlying process X has the following non-Markovian singular

dynamics

Xt,x,K = x(t) +

∫ ·

t
µt,x
s

(
Xt,x,K

)
ds +

∫ ·

t
fsdKs +

∫ ·

t
σt,x
s

(
Xt,x,K

)
dBt

s,

where µ and σ are functional maps satisfying usual conditions, as detailed in Assumption 2.1 below.

By density argument, it is worth noticing that we may also reduce to taking the supremum over the

subset of absolutely continuous controls. We can also consider a weak version of such control problem.

After a well suited Girsanov type probability transform, we rewrite vsing(t,x) in a form that looks similar

to a a face-lift type transformation of the terminal reward. Hereby, this provides the intuition behind

the representation of vsing(t,x) as the solution to a BSDE with Z-constraint. The convex constraints

imposed on the integrand process Z are induced by the directions f and represented via the convex set

Kt :=
{
q ∈ Rd s.t. (f⊤

t q) · ei ≤ 0 for all i ∈ {1, . . . , d}
}

.

For any time t, we verify that vsing(t,x) identifies to Yt,x where (Yt,x,Zt,x) is the minimal solution to

the constrained BSDE

Yt,x
· ≥ U t,x

(
Xt,x

)
−
∫ T

·
Zt,x
s · dBt

s, ((σ
t,x
s )⊤)−1

(
Xt,x

)
Zt,x
s ∈ Ks.

The line of proof relies on the observation that penalized versions of both the singular problem and

BSDE are solutions of the same path-dependent partial differential equation (PPDE for short), for

which we are able to provide a comparison theorem. As far as we know, it is the first time that the

newly introduced theory of viscosity solutions of path-dependent PDEs (see the works of Ekren, Keller,

Ren, Touzi and Zhang [16, 17, 18, 34, 35, 36]) is used to prove such a representation. Even though the

ideas are reminiscent of the approach that one could have used in the Markovian case (see for instance

Peng and Xu [33] for probabilistic interpretation of classical variational inequalities through BSDEs

with constraints), we believe that using it successfully in a non-Markovian setting will open the door

to many new potential applications of the PPDE theory.

Our main motivation for investigating such singular stochastic control problem, was the problem of

utility maximization faced by an investor in a market presenting both transaction costs and non-

Markovian dynamics. From the point of view of applications, having non-Markovian dynamics can

be seen as a very desirable effect, as this case encompasses stochastic volatility models for instance.

However, in such a framework our previous representation does not apply directly, since it requires non-

degeneracy of the diffusion matrix of X, and due to transaction costs, the dynamics of wealth needs

to be viewed as a bi-dimensional stochastic process driven by a one dimensional noise. We therefore

extend our representation in order to include degenerate volatility coefficients. Our line of proof relies

on compactness properties together with convex order ordering arguments as in Pagès [31]. In such
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degenerate context, the solution to the singular control problem identifies with the infimum of a family

of constrained BSDEs.

As a by-product, the probabilistic representation of vsing in terms of a BSDE solution allows to derive

insightful properties on the singular stochastic control problem. First, it automatically provides a

dynamic programming principle for such problem. Second, this representation allows us to quantify the

regularity of vsing in terms of the initial data points. We observe that vsing is Lipschitz in space as well

as 1/2-Holder in time. Obtaining such results for singular control problems is in general a very hard

task (see the discussion in [10, Section 4.2] for instance), and our approach could be one potential and

promising solution.

The paper is organized as follows: Section 2 presents the class of singular control problems of interest

and derives alternative mathematical representations. Section 3 presents the corresponding constrained

BSDE representation. The connection is derived in Section 4 via Path-dependent PDE arguments.

The consideration of degenerate volatility together with the example on transaction costs example are

discussed in Section 5. Finally Section 6 provides the applications of such representation in terms of

dynamic programming and regularity of the solution.

Notations: For any d ∈ N\{0}, and for every vector x ∈ Rd, we will denote its entries by xi, 1 ≤
i ≤ d. For any p ≥ l and (xl, xl+1, . . . , xp) ∈ (Rd)p−l+1, we will also sometimes use the notation

xl:p := (xl, xl+1, . . . , xp).

2 The singular control problem

2.1 Preliminaries

We fix throughout the paper a time horizon T > 0. For any (t, x) ∈ [0, T ] × Rd, we denote by Λt,x the

space of continuous functions x on [0, T ], satisfying xt = x, Bt,x the corresponding canonical process

and Ft,x,o := (F t,x,o
s )t≤s≤T the (raw) natural filtration of Bt,x. It is classical result that the σ-algebra

F t,x,o
T coincides with the Borel σ-algebra on Λt,x, for the topology of uniform convergence. We will

simplify notations when x = 0 by setting Ωt := Λt,0, Ω := Ω0, Bt := Bt,0, B := B0, Ft,o := Ft,0,o and

Fo := F0,o. Besides, we will denote generically by Ct the space of continuous functions on [t, T ], without

any reference to their values at time t. Moreover, Pt
x will denote the Wiener measure on (Λt,x,F t,x,o

T ),

that is the unique measure on this space which makes the canonical process Bt,x a Brownian motion

on [t, T ], starting from x at time t. We will often make use of the completed natural filtration of Ft,x,o

under the measure Pt
x, which we denote Ft,x := (F t,x

s )t≤s≤T . Again we simplify notations by setting

Ft := Ft,0 and F := F0, and we emphasize that all these filtrations satisfy the usual assumptions of

completeness and right-continuity. For any t ∈ [0, T ], any s ∈ [t, T ] and any x ∈ Ct, we will abuse

notations and denote

‖x‖∞,s := sup
t≤u≤s

‖xu‖ ,

where ‖·‖ is the usual Euclidean norm on Rd, which we denote simply by |·| when d = 1. Furthermore,

the usual inner product on Rd is denoted by x · y, for any (x, y) ∈ Rd × Rd.

For any (t, s) ∈ [0, T ]× [t, T ] and any x ∈ Ct, we define xs ∈ Cs by

xs(r) := x(r), r ∈ [s, T ].

We also define the following concatenation operation on continuous paths. For any 0 ≤ t < t′ ≤ s ≤ T ,

for any (x, x′) ∈ Rd × Rd and any (x,x′) ∈ Λt,x ×Λt′,x′
, we let x⊗s x

′ ∈ Λt,x be defined as

(x⊗s x
′)(r) := x(r)1t≤r≤s +

(
x′(r) + x(s)− x′(s)

)
1s<r≤T .

3



Let us consider some (t, x, s,x) ∈ [0, T ]×Rd × [t, T ]×Ct. We will also denote, for simplicity, by x⊗s x

the concatenation between the constant path equal to x on [0, T ] and x. That being said, for any map

g : [0, T ]×C0 and for any (t,x) ∈ [0, T ]×C0, we will denote by gt,x the map from [t, T ]×Ct defined by

gt,x(s,x′) := g(s,x⊗t x
′).

Furthermore, we also use the following (pseudo)distance, defined for any (t, t′, s, s′) ∈ [0, T ]4, any

(x, x′) ∈ Rd ×Rd and any (x,x′) ∈ Λs,x ×Λs′,x′
by

d∞
(
(t,x), (t′,x′)

)
:=
√

|t′ − t|+ sup
0≤r≤T

∥∥(x⊗s x)(r ∧ t)− (x′ ⊗s′ x
′)(r ∧ t′)

∥∥ .

2.2 A first version of the control problem

The first set of control processes that we will consider will be typical of singular stochastic control.

More precisely, we define

U t
sing :=

{
(Ks)t≤s≤T , which are càdlàg, Rd-valued, Ft-adapted, null at t,

with non-decreasing entries and s.t. for any p ≥ 1, E
[
Kp

T

]
< +∞

}
.

We next consider the following maps

µ : [0, T ]× C0 7−→ Rd and σ : [0, T ]× C0 7−→ Sd,

where Sd is the set of d× d matrices (which we endow with the operator norm associated to ‖·‖, which

we still denote ‖·‖ for simplicity) as well as a bounded map f : [0, T ] 7−→ Sd.

The following assumption will be in force throughout the paper

Assumption 2.1. (i) The maps µ and σ are progressively measurable, in the sense that for any

(x,x′) ∈ C0 × C0 and any t ∈ [0, T ], we have for ϕ = µ, σ

x(s) = x′(s), for all s ∈ [0, t] ⇒ ϕ(s,x) = ϕ(s,x′), for all s ∈ [0, t].

(ii) µ and σ have linear growth in x, uniformly in t, that is there exists a constant C > 0 such that

for every (t,x) ∈ [0, T ]× C0

‖µt(x)‖+ ‖σt(x)‖ ≤ C
(
1 + ‖x‖∞,t

)
.

(iii) µ and σ are uniformly Lipschitz continuous in x, that is there exists a constant C > 0 such that

for any (t,x,x′) ∈ [0, T ]× C0 × C0 we have

∥∥µt(x)− µt(x
′)
∥∥ +

∥∥σt(x)− σt(x
′)
∥∥ ≤ C

∥∥x− x′
∥∥
∞,t

.

(iv) For any (t,x) ∈ [0, T ] × C, σt(x) is an invertible matrix and the matrix σ−1
t (x)f is uniformly

bounded in (t,x).

For any (t,x) ∈ [0, T ]×C0 and K ∈ U t
sing, we denote respectively by Xt,x and Xt,x,K the unique strong

solutions on (Ωt,F t,o
T ,Pt

0) of the following SDEs (existence and uniqueness under Assumption 2.1 are

classical results which can be found for instance in [24], see Theorems 14.18 and 14.21)

Xt,x = x(t) +

∫ ·

t
µt,x
s

(
Xt,x

)
ds+

∫ ·

t
σt,x
s

(
Xt,x

)
dBt

s, P
t
0-a.s., (2.1)

Xt,x,K = x(t) +

∫ ·

t
µt,x
s

(
Xt,x,K

)
ds+

∫ ·

t
fsdKs +

∫ ·

t
σt,x
s

(
Xt,x,K

)
dBt

s, P
t
0-a.s.

By Assumption 2.1, and standard estimates on non-Markovian SDEs, we have the following lemma
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Lemma 2.2. For all p ≥ 2, there is Cp > 0, depending only on p, T and the constant C in Assumption

2.1, such that for all (t, t′;x,x′;K,K ′) ∈ [0, T ] × [t, T ]×Λ2 × (U t
sing)

2

EPt
0

[
sup

t≤s≤t′

∥∥Xt,x,K
s − x(t)

∥∥p
]
≤ Cp

(
(t′ − t)

1
2

(
1 + ‖x‖p∞,t

)
+
(
1 + (t′ − t)

1
2

)
EPt

0

[
‖Kt′ −Kt‖p

])
, (2.2)

EPt
0

[
sup

t≤s≤T

∥∥Xt,x,K
s

∥∥p
]
≤ Cp

(
1 + ‖x‖p∞,t + EPt

0

[
‖KT −Kt‖p

])
, (2.3)

EPt
0

[
sup

t≤s≤T

∥∥∥Xt,x,K
s −Xt,x′,K ′

s

∥∥∥
p
]
≤ Cp

(∥∥x− x′
∥∥p
∞,t

+ EPt
0

[∥∥∥∥
∫ T

t
d
(
Ks −K ′

s

)∥∥∥∥
p])

. (2.4)

The stochastic control problem we are interested in is then

vsing(t,x) := sup
K∈Ut

sing

EPt
0

[
U
(
x⊗t X

t,x,K
)]
, (2.5)

where the reward function U : C0 −→ R is assumed to satisfy

Assumption 2.3. For any (x,x′) ∈ C0 × C0, we have for some C > 0 and some r ≥ 0

∣∣U(x)− U(x′)
∣∣ ≤ C

∥∥x− x′
∥∥
∞,T

(
1 + ‖x‖r∞,T +

∥∥x′
∥∥r
∞,T

)
.

Notice that it is clear from (2.3) that under Assumption 2.3, we have

∣∣vsing(t,x)
∣∣ < +∞, for any (t,x) ∈ [0, T ]× C0.

2.3 A first simplification

Let us consider for any t ∈ [0, T ] the following subset U t of U t
sing consisting of controls which are

absolutely continuous with respect to the Lebesgue measure on [t, T ]

U t
:=
{
K ∈ U t

sing, Ks =

∫ s

t
νrdr, P

t
0 − a.s., with (νs)t≤s≤T , Ft-predictable and (R+)

d-valued
}
.

For any K ∈ U t
, it will be simpler for us to consider the corresponding process ν, so that we define

U t :=

{
(νs)t≤s≤T , (R+)

d-valued, Ft-predictable, and s.t. EPt
0

[∥∥∥∥
∫ T

t
νsds

∥∥∥∥
p]

< +∞, ∀p ≥ 1

}
.

Then, for any (t,x) ∈ [0, T ] × C0 and ν ∈ U t, we denote by Xt,x,ν the unique strong solution on

(Ωt,F t,o
T ,Pt

0) of the following SDE

Xt,x,ν = x(t) +

∫ ·

t
µt,x
s

(
Xt,x,ν

)
ds+

∫ ·

t
fsνsds+

∫ ·

t
σt,x
s

(
Xt,x,ν

)
dBt

s, P
t
0-a.s. (2.6)

We can then define

v(t,x) := sup
ν∈Ut

EPt
0

[
U
(
x⊗t X

t,x,ν
)]
. (2.7)

Our first result is that the maximization under U t
sing and U t actually lead to the same value function.

Notice that for such a result to hold, the continuity assumptions that we made on the functions interven-

ing in our problem are crucial. Indeed, as shown by Heinricher and Mizel [23], such an approximation

result does not always hold.

Proposition 2.4. Under Assumptions 2.1 and 2.3, we have for any (t,x) ∈ [0, T ]× C0

vsing(t,x) = v(t,x).
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Proof. First of all, it is a classical result that U t is dense in U t
sing in the sense that for any K ∈ U t

sing,

there is some sequence (νn)n≥0 ⊂ U t such that

EPt
0

[
sup

t≤s≤T

∥∥∥∥Ks −
∫ s

t
νnr dr

∥∥∥∥
2
]

−→
n→+∞

0. (2.8)

It is also clear from Assumption 2.3, (2.3) and (2.4) with x = x′ that for any (t,x;K,K ′) ∈ [0, T ] ×
C0 × (U t

sing)
2, we have for some constant C0 > 0 which may vary from line to line

∣∣∣EPt
0

[
U
(
x⊗t X

t,x,K
)]

− EPt
0

[
U
(
x⊗t X

t,x,K ′)]∣∣∣

≤ C0E
Pt
0

[∥∥x⊗t

(
Xt,x,K −Xt,x,K ′)∥∥2

∞,T

]1
2
(
1 + EPt

0

[∥∥x⊗t X
t,x,K

∥∥2r
∞,T

] 1
2
+ EPt

0

[∥∥x⊗t X
t,x,K ′∥∥2r

∞,T

] 1
2
)

≤ C0E
Pt
0

[∥∥∥∥
∫ T

t
d
(
Ks −K ′

s

)∥∥∥∥
2
] 1

2
(
1 + ‖x‖r∞,t + EPt

0

[∥∥∥∥
∫ T

t
dKs

∥∥∥∥
2r
] 1

2

+ EPt
0

[∥∥∥∥
∫ T

t
dK ′

s

∥∥∥∥
2r
] 1

2
)
.

We thus deduce immediately that the map K 7−→ EPt
0

[
U
(
x⊗t X

t,x,K
)]

is continuous with respect to

the convergence in (2.8). Hence the result. ✷

In the rest of the paper, we will therefore focus on the value function v instead of vsing.

2.4 Weak formulation for v

For any (t,x) ∈ [0, T ]× C0 and ν ∈ U t, we now define the following Pt
0-equivalent measure

dPt,x,ν

dPt
0

= E
(∫ ·

t
(σt,x

s )−1
(
Xt,x

)
fsνs · dBt

s

)
.

The weak formulation of the control problem (2.7) is defined as

vweak(t,x) := sup
ν∈Ut

EPt,x,ν[
U t,x

(
Xt,x

)]
, for any (t,x) ∈ [0, T ]× C0. (2.9)

The following result gives the equivalence between the two formulations of the control problem. It is a

classical result and we refer the reader to Proposition 4.1 in [7] or Theorem 4.5 of [20].

Proposition 2.5. Under Assumptions 2.1 and 2.3, we have for any (t,x) ∈ [0, T ]× C0

vweak(t,x) = v(t,x).

2.5 A canonical weak formulation

In this section we introduce yet another interpretation of the value function v, which will be particularly

well suited when we will use the theory of viscosity solutions for path-dependent PDEs.

For any (t,x) ∈ [0, T ]× C0, let us define the following probability measure on (Λt,xt ,F t,xt,o
T )

P
t,x
0 := Pt

0 ◦
(
Xt,x

)−1
.

Since σ is assumed to be invertible, it is a classical result that we have

Ft,o = FX
t,x

, and Ft = FXt,x
Pt
0
, (2.10)

where FX
t,x

denotes the raw natural filtration of Xt,x and FXt,x
Pt
0

its completion under Pt
0. As an

immediate consequence, all these filtrations satisfy the Blumenthal 0− 1 law as well as the predictable

martingale representation property.
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This implies that the process below is a Brownian motion on (Λt,xt ,F t,xt,o
T ,Ft,xt ,Pt,x

0 )

W t,x :=

∫ ·

t

(
σt,x
s

)−1(
Bt,xt

)(
dBt,xt

s − µt,x
s

(
Bt,xt

)
ds
)
, Pt,x

0 -a.s.

Indeed, by definition of Pt,x
0 , we know that

the law of Bt,xt under P
t,x
0 = the law of Xt,x under Pt

0. (2.11)

Hence, since we do have

Bt =

∫ ·

t

(
σt,x
s

)−1(
Xt,x

)(
dXt,x

s − µt,x
s

(
Xt,x

)
ds
)
, Pt

0-a.s.,

the result follows immediately by the Lévy characterization of Brownian motion and (2.10). Moreover,

we clearly also have that

the law of W t,x under P
t,x
0 = the law of Bt under Pt

0. (2.12)

Next, for any ν ∈ U t, we define the following probability measure P
t,x
ν on (Λt,xt ,F t,xt,o

T )

dPt,x
ν

dPt,x
0

:= E
(∫ ·

t

(
σt,x
s

)−1(
Bt,xt

)
fsνs

(
W t,x

)
dW t,x

s

)

T

,

where it is understood that we interpret ν as a (Borel) map from Ct to Rd. We have the following simple

result

Lemma 2.6. We have for all t ∈ [0, T ]

EPt,x,ν[
U t,x

(
Xt,x

)]
= EP

t,x
ν
[
U t,x

(
Bt,x

)]
, for every ν ∈ U t.

Proof. Fix some t ∈ [0, T ] and some ν ∈ U t. We have, using successively the definition of Pt,x
ν , (2.11),

(2.12) and the definition of Pt,x,ν

EP
t,x
ν
[
U t,x

(
Bt,xt

)]
= EP

t,x
0

[
E
(∫ ·

t

(
σt,x
s

)−1(
Bt,xt

)
fsνs

(
W t,x

)
dW t,x

s

)

T

U t,x
(
Bt,xt

)]

= EPt
0

[
E
(∫ ·

t

(
σt,x
s

)−1(
Xt,x

)
fsνs

(
Bt
)
dBt

s

)

T

U t,x
(
Xt,x

)]

= EPt,x,ν[
U t,x

(
Xt,x

)]
.

✷

As a consequence of Lemma 2.6, we deduce immediately that for any (t,x) ∈ [0, T ] × C0

v(t,x) = sup
ν∈Ut

EP
t,x
ν
[
U t,x

(
Bt,xt

)]
. (2.13)

2.6 Approximating the value function

To obtain our main probabilistic representation result for the value function v (and thus for vsing), we

will use, as mentioned before, the theory of viscosity solutions of path-dependent PDEs. However, in

order to do so we will have to make a small detour, and first approximate v.

For any integer n > 0 and any t ∈ [0, T ], we let U t,n denote the subset of U t consisting of processes

ν such that 0 ≤ νis ≤ n, for i = 1, . . . , d, for Lebesgue almost every s ∈ [t, T ]. We then define the

approximating value function for all (t,x) ∈ [0, T ]× C0

vn(t,x) := sup
ν∈Ut,n

EPt
0

[
U t,x

(
Xt,x,ν

)]
= sup

ν∈Ut,n

EP
t,x
ν
[
U t,x(Bt,x)

]
, (2.14)

where the second equality can be proved exactly as for v in Lemma 2.6.

We have the following simple result.
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Lemma 2.7. Under Assumptions 2.1 and 2.3, for every (t,x) ∈ [0, T ]× C0, we have that the sequence

(vn(t,x))n≥1 is non-decreasing and

vn(t,x) −→
n→+∞

v(t,x).

Proof. It is clear that the sequence is non-decreasing, as the sequence of sets U .,n is. Moreover, since

the elements of U t have by definition moments of any order, it is clear that ∪n≥1U t,n is dense in U t, in

the sense that for any ν ∈ U t, there exists a sequence (νm)m≥1 such that for any m ≥ 1, νm ∈ U t,m and

EPt
0

[∫ T

t
‖νr − νmr ‖2 dr

]
−→

m→+∞
0. (2.15)

By the same arguments as in the proof of Proposition 2.4, we deduce that

v(t,x) = sup
ν∈∪n≥1Ut,n

EPt
0

[
U t,x

(
Xt,x,ν

)]
= lim

n→+∞
vn(t,x),

since the sets U t,n are non-decreasing with respect to n. ✷

3 The corresponding constrained BSDEs

3.1 Spaces and norms

We now define the following family of convex sets, for any t ∈ [0, T ]:

Kt :=
{
q ∈ Rd s.t. (f⊤

t q) · ei ≤ 0 for all i ∈ {1, . . . , d}
}

where (ei)1≤i≤d denotes the usual canonical basis of Rd, and where for any M ∈ Sd, M⊤ denotes its

usual transposition.

Remark 3.1. This form of constraint that one wishes intuitively to impose on the gradient of the value

function v is quite natural according to representation (2.13). Recall that f describes the direction in

which the underlying forward process is pushed in case of singular action.

We next introduce for any p ≥ 1 the following spaces

S
p
t :=

{
(Ys)t≤s≤T , R-valued, Ft-progressively measurable, càdlàg, Pt

0-a.s., and s.t. ‖Y ‖Spt < +∞
}
,

where

‖Y ‖p
S
p
t

:= EPt
0

[
sup

t≤s≤T
|Ys|p

]
.

S
p
t,x :=

{
(Ys)t≤s≤T , R-valued, Ft,x-progressively measurable, càdlàg, Pt,x

0 -a.s., ‖Y ‖Sp
t
< +∞

}
,

where

‖Y ‖p
S

p
t,x

:= EP
t,x
0

[
sup

t≤s≤T
|Ys|p

]
.

H
p
t :=

{
(Zs)t≤s≤T , Rd-valued, Ft-predictable, ‖Z‖Hp

t
< +∞

}
,

where

‖Z‖p
H

p
t

:= EPt
0

[(∫ T

t
‖Zs‖2 ds

) p

2

]
.

H
p
t,x :=

{
(Zs)t≤s≤T , Rd-valued, Ft,xt-predictable and s.t. ‖Z‖Hp

t
< +∞

}
,

where

‖Z‖p
H
p
t,x

:= EP
t,x
0

[(∫ T

t
‖Zs‖2 ds

) p

2

]
.
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3.2 Strong formulation for the BSDE

For any (t,x) ∈ [0, T ] × C0, we would like to solve the K-constrained BSDE with generator 0 and

terminal condition U t,x
(
Xt,x

)
, that is to say we want to find a pair (Yt,x,Zt,x) ∈ S2t ×H2

t such

Yt,x
· ≥ U t,x

(
Xt,x

)
−
∫ T

·
Zt,x
s · dBt

s, Pt
0-a.s. (3.1)

((σt,x
s )⊤)−1

(
Xt,x

)
Zt,x
s ∈ Ks, ds⊗ dPt

0-a.e., (3.2)

and such that if there is another pair (Ỹt,x, Z̃t,x) ∈ S2t × H2
t satisfying (3.1) and (3.2), then we have

Yt,x ≤ Ỹt,x, Pt
0-a.s. When it exists, the pair (Yt,x,Zt,x) is called the minimal solution of the K-

constrained BSDE.

Such constrained BSDEs have been studied in the literature, first in [13] and then by Peng in [32].

However, all these existence results rely on the assumption that there is at least one solution (which

does not have to be the minimal one) to the problem. This forces us to adopt the following assumption,

Assumption 3.2. For every (t,x) ∈ [0, T ]× C0, there exists a pair (Y t,x
,Zt,x

) ∈ S2t ×H2
t such that

Y t,x
· ≥ U t,x

(
Xt,x

)
−
∫ T

·
Zt,x

s · dBt
s, Pt

0-a.s.

((σt,x
s )⊤)−1

(
Xt,x

)
Zt,x

s ∈ Ks, ds⊗ dPt
0-a.e.

Remark 3.3. This assumption simply indicates that it is indeed possible to satisfy the Z-constraint

as well as solve the BSDE. Such constrained BSDEs have been first introduced in order to find the

super-hedging price of a claim under portfolio constraints, and such condition in this framework simply

indicates that one can find an admissible portfolio strategy that indeed super-hedges the claim of

interest.

We then have immediately from [13] the following

Proposition 3.4. Let Assumption 3.2, Assumption 2.1 and Assumption 2.3 hold. Then, the minimal

solution of the K-constrained BSDE (3.1) exists.

Proof. Since it is clear by Assumption 2.3 and (2.3) that EPt
0

[∣∣U t,x
(
Xt,x

)∣∣2] < +∞, the result is an

immediate consequence of the main result in [13]. ✷

Since Assumption 3.2 is rather implicit, let us discuss some sufficient conditions under which it holds.

We refer the reader to Assumption 7.1 in [13] for the proof of the sufficiency.

Lemma 3.5. Fix some (t,x) ∈ [0, T ] × C0. If there exist a constant C ∈ R and a process ϕ ∈ H2
t such

that ((σt,x
s )⊤)−1

(
Xt,x

)
ϕs ∈ Ks, ds⊗ dPt

0-a.e. and such that

U t,x(Xt,x) ≤ C +

∫ T

t
ϕs · dBt

s, Pt
0 − a.e., (3.3)

then Assumption 3.2 is satisfied. Moreover, (3.3) holds if for instance U is bounded.

Proof. We only have to prove that (3.3) holds when U is bounded. It suffices to notice that in this case

we can take C to be a bound for U and ϕ = 0 since 0 ∈ Ks for every s ∈ [0, T ]. ✷
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3.3 Weak formulation for the BSDE

It will also be important for us to look at the weak version of the constrained BSDE, where for any

(t,x) ∈ [0, T ]× C0, we now look for a pair (Yt,x,Zt,x) ∈ S2
t,x × H2

t,x such that

Yt,x
· ≥ U t,x

(
Bt,xt

)
−
∫ T

·
Zt,x
s · dW t,x

s , P
t,x
0 -a.s. (3.4)

((σt,x
s )⊤)−1

(
Bt,xt

)
Zt,x
s ∈ Ks, ds⊗ dPt,x

0 -a.e., (3.5)

and such that if there is another pair (Ỹt,x, Z̃t,x) ∈ S2
t,x × H2

t,x satisfying (3.4) and (3.5), then we have

Yt,x ≤ Ỹt,x, Pt,x
0 -a.s.

Again, we need an assumption in order to ensure the existence of the minimal solution.

Assumption 3.6. For every (t,x) ∈ [0, T ]× C0, there exists a pair (Y
t,x

,Z
t,x

) ∈ S2
t,x ×H2

t,x such that

Y
t,x
· ≥ U t,x

(
Bt,xt

)
−
∫ T

·
Z
t,x
s · dW t,x

s , P
t,x
0 -a.s.

((σt,x
s )⊤)−1

(
Bt,xt

)
Z
t,x
s ∈ Ks, ds⊗ dPt,x

0 -a.e.

We then deduce immediately

Proposition 3.7. Let Assumption 3.6, Assumption 2.1 and Assumption 2.3 hold. Then, the minimal

solution (Yt,x,Zt,x) of the K-constrained BSDE (3.2) exists. Moreover, if Yt,x and Yt,x both exist, we

have that

the law of Yt,x under Pt
0 = the law of Yt,x under P

t,x
0 .

Remark 3.8. Of course the sufficient conditions of Lemma 3.5 can readily be adapted in this context.

In particular, both Assumptions 3.2 and 3.6 hold if U is bounded.

As an immediate consequence of the Blumenthal 0− 1 law and Proposition 3.7, we have the following

equality for every (t,x) ∈ [0, T ]× C0

Yt,x
t = Y

t,x
t .

The aim of this paper is to show that for all (t,x) ∈ [0, T ] × C0, we have

v(t,x) = Yt,x
t = Y

t,x
t .

3.4 The penalized BSDEs

Exactly as we have approximated the value function v by vn defined in (2.14), it will be useful for us to

consider approximations of the K-constrained BSDEs introduced in the previous section. It is actually

a very well-known problem, which already appeared in [13], and which can be solved by considering

the so-called penalized BSDEs associated to the K-constrained BSDE. Before doing so, we need to

introduce, for any (t,x) ∈ [0, T ]× C0, the map

ρ : q ∈ Rd 7−→ q+ · 1d (3.6)

where for each q := (q1, · · · , qd)⊤ ∈ Rd we have used the notation: q+ := (q+1 , · · · , q+d )⊤.

Under Assumptions 2.1 and 2.3, we can then define for any (t,x, n) ∈ [0, T ]×C0 ×N∗, (Yt,x,n,Zt,x,n) ∈
S2t ×H2

t as the unique solution of the following BSDE

Yt,x,n
· = U t,x

(
Xt,x

)
+

∫ T

·
nρ
(
f⊤
s

((
σt,x
s

)⊤)−1(
Xt,x

)
Zt,x,n
s

)
ds−

∫ T

·
Zt,x,n
s dBt

s, Pt
0-a.s. (3.7)
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Notice that existence and uniqueness hold using for instance the results in [19], since under As-

sumptions 2.1 and 2.3, the terminal condition is obviously square-integrable, the generator z 7−→
ρ(f⊤

s ((σt,x)⊤)−1(Xt,x)z) is null at 0 and uniformly Lipschitz continuous in z (we remind the reader

that σ−1f is bounded, so its transpose is bounded as well).

It is then a classical result (see [13] or [32]) that under Assumption 3.2, for any (t,x) ∈ [0, T ] × C0

Yt,x,n
s ↑

n→+∞
Yt,x
s , for any s ∈ [t, T ], Pt

0 − a.s., and
∥∥Yt,x − Yt,x,n

∥∥
H2

t
−→

n→+∞
0. (3.8)

Alternatively, we may consider the penalized BSDEs in weak formulation

Yt,x,n
· = U t,x

(
Bt,x

)
+

∫ T

·
nρ
(
f⊤
s ((σt,x

s )⊤)−1
(
Bt,x

)
Zt,x,n
s

)
ds−

∫ T

·
Zt,x,n
s dW t,x

s , Pt,x
0 -a.s.,

which also admit a unique solution under Assumptions 2.1 and 2.3, and which are such that under

Assumption 3.6

Yt,x,n
s ↑

n→+∞
Yt,x

s , for any s ∈ [t, T ], P
t,x
0 − a.s., and

∥∥Yt,x −Yt,x,n
∥∥
H2
t,x

−→
n→+∞

0. (3.9)

4 The representation formula

The main goal of this section is to prove the following representation

v(t,x) = Yt,x
t = Y

t,x
t , for every (t,x) ∈ [0, T ]× C0.

In order to prove this result, we will show that both vn(t,x) defined in (2.14) and un(t,x) := Y
t,x,n
t are

viscosity solutions of a semi-linear path-dependent PDE, for which a comparison result holds. It will

then imply that vn(t,x) = un(t,x), and the desired result will be obtained by passing to the limit when

n goes to +∞, see Lemma 2.7 and (3.9).

4.1 A crash course on PPDEs

In this section, we follow closely [34] to introduce all the notions needed for the definition of viscosity

solutions of path-dependent PDEs. Let us start with the notions of regularity we will consider.

Definition 4.1. (i) For any (t,x, x̃) ∈ [0, T ] × C0 × Ct, any s ∈ [t, T ] and any d ≥ 1, we say that a

Rd-valued process on (Λt,xt ,F t,xt,o
T ) is in C0([s, T ] ×Λs,(x⊗tx̃)s ,Rd) when it is continuous with respect

to the distance d∞, that is, for any ε > 0, for any (r1, r2,x1,x2) ∈ [s, T ]2 × Cs × Cs, there exists δ > 0

such that

if d∞((r1,x1), (r2,x2)) ≤ δ, then
∥∥∥us,x̃(r1,x1)− us,x̃(r2,x2)

∥∥∥ ≤ ε.

(ii) For any (t,x, x̃) ∈ [0, T ] × C0 × Ct and any s ∈ [t, T ], we say that a R-valued process u on

(Λt,xt ,F t,xt,o
T ) belongs to C1,2([s, T ] × Λs,(x⊗tx̃)s) if u ∈ C0([s, T ] × Λs,(x⊗tx̃)s ,R) and if there exists

(Z,Γ) ∈ C0([t, T ]×Λt,xt ,Rd)× C0([t, T ]×Λt,xt ,R) such that

us,x̃z − us(x̃) =

∫ z

s
Γs,x̃
r dr +

∫ z

s
Zs,x̃
r · dBs,(x⊗tx̃)s

r , z ∈ [s, T ], P
s,(x⊗tx̃)
0 − a.s.

We then denote for any x̃ ∈ Ct and any s ∈ [t, T ],

Lt,xu(s, x̃) := ∂tus(x̃) + µt,x
s (x̃) ·Du(s, x̃) +

1

2
Tr[σt,x

s (σt,x
s )⊤(x̃)D2u(s, x̃)] := Γs(x̃),

Du(s, x̃) := ((σt,x
s (x̃))⊤)−1Zs(x̃).
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Let us then denote, for any (t,x) ∈ [0, T ] × C0, by T t,x the set of Ft,xt,o-stopping times taking values

in [t, T ], by T t,x
+ the subset of T t,x consisting of the stopping times taking values in (t, T ], and for any

H ∈ T t,x, by T t,x
H and T t,x

H,+, the subsets of T t,x consisting of stopping times taking values respectively

in [t,H] and (t,H].

Next, we define for any N ≥ 1

Pt,x,N :=
{
Pt,x
ν , ν ∈ U t,N

}
,

Mt,x,N :=

{
Q s.t.

dQ

dPt,x
0

= E
(∫ T

t
bsdW

t,x
s

)
, b, Ft,xt-predictable s.t. ‖b‖∞ ≤ N

}
.

For any (t,x) ∈ [0, T ]×C0, and for any w ∈ C0([0, T ]×Λ0,x0 ,R), we now define the sets of test functions

for w as

An
w(t,x) :=

{
ϕ ∈ C1,2([t, T ]×Λt,xt), 0 =

(
ϕ− wt,x

)
(t,xt) > En

t

[(
ϕ− wt,x

) (
·, Bt,xt

)
τ∧H

]

for some H ∈ T t,x and for all τ ∈ T t,x
H,+

}
,

Anw(t,x) :=
{
ϕ ∈ C1,2([t, T ]×Λt,xt), 0 =

(
ϕ− wt,x

)
(t,xt) < En

t

[(
ϕ− wt,x

) (
·, Bt,xt

)
τ∧H

]

for some H ∈ T t,x and for all τ ∈ T t,x
H,+

}
,

where for all F t,xt

T -measurable ξ such that the quantities below are finite

En
t [ξ] = sup

Q∈Mt,x,n̄

EQ[ξ] , En
t [ξ] = inf

Q∈Mt,x,n̄
EQ[ξ] , with n̄ := n

√
dmax

(
1;
∥∥σ−1f

∥∥) .

Finally, we define for every (t,x, ϕ) ∈ [0, T ]× C0 × C1,2([t, T ]×Λt,xt) the following PPDE

−Lt,xϕ(t,xt)− nρ
(
f⊤
t Dϕ(t,xt)

)
= 0. (4.1)

Definition 4.2. Fix some x ∈ Rd and let u ∈ C0([0, T ] ×Λ0,x,R). We say that

(i) u is a viscosity subsolution of PPDE (4.1) if for any (t,x, ϕ) ∈ [0, T )× C0 ×Anu(t,x)

−Lt,xϕ(t,xt)− nρ
(
f⊤
t Dϕ(t,xt)

)
≤ 0.

(ii) u is a viscosity supersolution of PPDE (4.1) if for any (t,x, ϕ) ∈ [0, T )× C0 ×An
u(t,x)

−Lt,xϕ(t,xt)− nρ
(
f⊤
t Dϕ(t,xt)

)
≥ 0.

(iii) u is a viscosity solution of PPDE (4.1) if it is both a sub and a supersolution.

We shall end this section with the following result which will be useful in the PPDE derivation of the

value function.

Lemma 4.3. For all (t,x) ∈ [0, T ]× C0 and τ ∈ T t,x
+ we have

En
t [τ − t] > 0.

Proof. Fix (t,x) ∈ [0, T ] × C0 and τ ∈ T t,x
+ and denote by (U, V ) ∈ S2

t,x × H2
t,x the unique solution of

the following backward stochastic differential equation on [t, τ ]

Us = τ − t−
∫ τ

s
n̄ |Vr| dr −

∫ τ

s
Vr · dW t,x

r , s ∈ [t, τ ], P
t,x
0 − a.s.,
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where we remind the reader that in our context τ is F t,x,o
τ -measurable, and that we can always consider

a P
t,x
0 -version of U (resp. V ), which we still denote by U (resp. V ) for simplicity, and which is Ft,xt,o-

progressively measurable (resp. predictable).

Let µ be an arbitrary Ft,xt,o-predictable process satisfying |µ| ≤ n̄, so that for all z ∈ Rd we have

−n̄ |z| ≤ µ · z. This implies in particular that Qµ ∈ Mt,x,n̄ with

dQµ := E
(∫ T

t
µs · dW t,x

s

)
dPt,x

0 .

Hence, by standard a comparison result for BSDEs (see for instance Theorem 2.2 in [19]) we have

Ut ≤ EQµ

[τ − t].

Hence, the arbitrariness of µ implies that

Ut ≤ En
t [τ − t]. (4.2)

On the other hand, let νn be defined such that νn · V = −n̄ |V | and observe that |νn| ≤ n̄. Then we

have Qn ∈ Mt,x,n̄ with

dQn := E
(∫ T

t
νns · dW t,x

s

)
dPt,x

0 .

We hence have, using the fact that Ut is a constant by the Blumenthal 0− 1 law

Ut = τ − t−
∫ τ

t
Vs ·

(
dW t,x

s − νns ds
)
= EQn

[τ − t] ≥ En
t [τ − t],

by definition of En
t . The last inequality together with (4.2) gives that

Ut = En
t [τ − t].

Since τ > t, Pt,x
0 -a.s., the result follows by strict comparison (see again Theorem 2.2 in [19]). ✷

4.2 The viscosity solution properties

We start with the value function vn.

Proposition 4.4. Under Assumptions 2.1 and 2.3, vn is a viscosity solution of PPDE (4.1).

Proof. We proceed along the lines of [17, Proof of Proposition 4.4] and split the proof into two steps.

Fix (t,x) ∈ [0, T ]× C0 for the remainder of the proof.

Step 1: We show that vn ∈ C0([0, T ]×Λ0,x0) and satisfies the dynamic programming principle, for any

τ ∈ T t and any θ ∈ T t,x

vn(t,x) = sup
ν∈Ut,n

EPt
0

[
vn(τ,x⊗t X

t,x,ν)
]
= sup

ν∈Ut,n

EP
t,x
ν
[
vn(θ,x⊗t B

t,xt)
]

(4.3)

The dynamic programming result is actually classical since the controls ν that we consider here take

values in a compact subset of Rd. We refer the reader to Proposition 2.5 and Theorem 3.3 in [20],

where we emphasize that their proof of Theorem 3.3 can immediately be extended to the case of µ and

σ Lipschitz continuous with linear growth (instead of Lipschitz continuous and bounded), as they only

require to have existence of a strong solution to the SDEs considered.

We next show the continuity of vn. For any (t, t′;x,x′) ∈ [0, T ] × [t, T ]× C0 × C0, we have

∣∣vn(t,x)− vn(t′,x′)
∣∣ ≤

∣∣vn(t,x) − vn(t,x′)
∣∣+
∣∣vn(t,x′)− vn(t′,x′)

∣∣ .
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We now estimate separately the two terms in the right-hand side above. We have first using Assumption

2.3, (2.3), (2.4) and the fact that the controls ν ∈ U t,n are bounded by n
√
d

∣∣vn(t,x)− vn(t,x′)
∣∣ ≤ sup

ν∈Ut,n

EPt
0

[∣∣U t,x
(
Xt,x,ν

)
− U t,x′(

Xt,x′,ν
)∣∣
]

≤ C sup
ν∈Ut,n

EPt
0

[∥∥x⊗t

(
Xt,x,ν −Xt,x′,ν

)∥∥2
∞,T

] 1
2
(
1 + EPt

0

[∥∥x⊗t X
t,x,ν

∥∥2r
∞,T

] 1
2
+ EPt

0

[∥∥x′ ⊗t X
t,x′,ν

∥∥2r
∞,T

] 1
2
)

≤ Cdn
1∨r
∥∥x− x′

∥∥
∞,t

(
1 + ‖x‖r∞,t +

∥∥x′
∥∥r
∞,t

)
,

where the constant Cd does not depend on n.

Next, using (4.3) for τ = t′, we compute, using the previous calculation and (2.2)

∣∣vn(t,x′)− vn(t′,x′)
∣∣ ≤ sup

ν∈Ut,n

EPt
0

[∣∣vn(t′,x′ ⊗t X
t,x′,ν)− vn(t′,x′)

∣∣
]

≤ Cdn
1∨r sup

ν∈Ut,n

EPt
0

[∥∥x′ ⊗t X
t,x′,ν − x′

∥∥2
∞,t′

] 1
2
(
1 +

∥∥x′
∥∥r
∞,t′

+ EPt
0

[∥∥x′ ⊗t X
t,x′,ν

∥∥2r
∞,t′

] 1
2
)

≤ Cdn
1∨r+1+r(t′ − t)

1
2

(
1 +

∥∥x′
∥∥r+1

∞,t
+
∥∥x′
∥∥r+1

∞,t′

)
.

By definition of d∞, we have thus obtained that

∣∣vn(t,x) − vn(t′,x′)
∣∣ ≤ Cdn

1+r+1∨rd∞
(
(t,x), (t′,x′)

) (
1 + ‖x‖r+1

∞,t +
∥∥x′
∥∥r+1

∞,t′

)
,

which proves the continuity of vn with respect to d∞.

Step 2: We show that vn is a viscosity subsolution to PPDE (4.1).

Assume to the contrary that there (t,x;ϕ) ∈ [0, T ]× C0 ×Avn(t,x) s.t. for some c > 0

−Lt,xϕ(t,xt)− nρ(f⊤
t Dϕ(t,xt)) ≥ 2c > 0.

Without loss of generality, we may reduce H in the definition of ϕ ∈ Avn(t,x) so that by continuity of

all the above maps, we obtain

−Lt,xϕ(s,Bt,xt)− nρ(f⊤
s Dϕ(s,Bt,xt)) ≥ c, on [t,H], P

t,x
0 − a.s.

Furthermore, observe that for each s ∈ [t,H]

nρ(f⊤
s Dϕ(s,Bt,xt)) = sup

u∈[0,n]d
u · (f⊤

s Dϕ(s,Bt,xt)),

so that by definition of U t,n we have for all ν ∈ U t,n

− Lt,xϕ(s,Bt,xt)− νs · f⊤
s Dϕ(s,Bt,xt) ≥ c, on [t,H], P

t,x
0 − a.s. (4.4)

Since ϕ is smooth on [t,H], we can write under P
t,x
0 that

ϕ
(
H,Bt,xt

)
= ϕ

(
t,xt

)
+

∫ H

t
Lt,xϕ(s,Bt,xt)ds+

∫ H

t
Dϕ(s,Bt,xt) · σt,x

s (Bt,xt)dW t,x
s

= ϕ
(
t,xt

)
+

∫ H

t
Lt,xϕ(s,Bt,xt) +Dϕ(s,Bt,xt) · fsνsds

+

∫ H

t
Dϕ(s,Bt,xt) · σt,x

s (Bt,xt)
[
dW t,x

s − (σt,x
s )−1(Bt,xt)fsνsds

]
.

Since ν ∈ U t,n, we have P
t,x
ν ∈ Mt,x,n̄ so that by (4.4):

EP
t,x
ν
[
(ϕ− (vn)t,x)

(
H,Bt,xt

)]
≤ −cE t [H − t] + ϕ

(
t,xt

)
− EP

t,x
ν
[
(vn)t,x

(
H,Bt,xt

)]
,
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and taking the infimum on P
t,x
ν ∈ Mt,x,n̄ on the left-hand side and recalling that ϕ ∈ Avn(t,x), this

gives

0 < E t

[
(ϕ− (vn)t,x)

(
H,Bt,x

)]
≤ −cE t [H − t]− EP

t,x
ν
[
(vn)t,x

(
H,Bt,xt

)
− (vn)t,x

(
t,xt

)]
,

and finally, by the dynamic programming principle (4.3), taking the infimum over ν ∈ U t,n on the

right-hand side gives

0 < −cE t [H − t] ,

which is a contradiction since by Lemma 4.3 the right-hand side is negative.

Step 3: We show that vn is a viscosity supersolution to PPDE (4.1).

Assume to the contrary that there (t,x;ϕ) ∈ [0, T ]× C0 ×Avn(t,x) such that for some c > 0

−Lt,xϕ(t,xt)− nρ(f⊤
t Dϕ(t,xt)) ≤ −3c < 0.

Observe again that for each s ∈ [t, T ]

nρ(f⊤
s Dϕ(s,Bt,x)) = sup

u∈[0,n]d
u · (f⊤

s Dϕ(s,Bt,x)),

so that there is u∗n ∈ [0, n]d such that

−Lt,xϕ(t,xt)− u∗n · (f⊤
t Dϕ(t,xt)) ≤ −2c.

Without loss of generality, we may reduce H in the definition of ϕ ∈ Avn(t,x) so that by continuity,

we obtain

−Lt,xϕ(t,xt)− u∗n · (f⊤
s Dϕ(s,Bt,xt)) ≤ −c, on [t,H], P

t,x
0 − a.s.

Set the constant control of U t,n: νn ≡ u∗n. Hence we have

− Lt,xϕ(s,Bt,xt)− νns · f⊤
s Dϕ(s,Bt,xt) ≤ −c, on [t,H], P

t,x
0 − a.s. (4.5)

Since ϕ is smooth on [t,H], we have, Pt,x
0 − a.s.,

ϕ
(
H,Bt,x

)
= ϕ

(
t,xt

)
+

∫ H

t
Lt,xϕ(s,Bt,xt)ds +

∫ H

t
Dϕ(s,Bt,xt) · σt,x

s (Bt,xt)dW t,x
s

= ϕ
(
t,xt

)
+

∫ H

t
Lt,xϕ(s,Bt,xt) +Dϕ(s,Bt,xt) · fsνns ds

+

∫ H

t
Dϕ(s,Bt,xt) · σt,x

s (Bt,xt)
[
dW t,x

s − (σt,x
s )−1(Bt,xt)fsν

n
s ds
]
.

By (4.5), this gives

EP
t,x

νn
[
(ϕ− (vn)t,x)

(
H,Bt,xt

)]
≥ cEP

t,x

νn [H − t] + ϕ
(
t,xt

)
− EP

t,x

νn
[
(vn)t,x

(
H,Bt,xt

)]
.

Since ϕ ∈ Avn(t,x), we have the equality ϕ(t,xt) = vn(t,x). Moreover, the fact that νn ∈ U t,n enables

us to use the DPP (4.3) to have

EP
t,x

νn
[
(ϕ− (vn)t,x)

(
H,Bt,xt

)]
≥ cEP

t,x

νn [H − t] > 0.

Using (again) the fact that νn ∈ U t,n implies that P
t,x
νn ∈ Mt,x,n, this contradicts ϕ ∈ Avn(t,x). ✷

Let us now treat the penalized BSDEs.

Proposition 4.5. Under Assumptions 2.1, 2.3, 3.2 and 3.6, un(t,x) := Y
t,x,n
t = Yt,x,n

t is a viscosity

solution of PPDE (4.1).
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Proof. We proceed along the lines of [17, Proof of Proposition 4.4] and split the proof into two steps.

Fix (t,x) ∈ [0, T ]×Λ for the remainder of the proof.

Step 1: We show that un ∈ C0([0, T ]×Λ0,x0) and satisfies the following dynamic programming principle,

for any τ ∈ T t,x:

Yt,x,n = (un)t,x(τ,Bt,xt) +

∫ τ

·
nρ
[
f⊤
s ((σt,x

s )⊤)−1
(
Bt,x

)
Zt,x,n
s

]
ds−

∫ τ

·
Zt,x,n
s · dW t,x

s , Pt,x
0 -a.s. (4.6)

First of all, since nρε is Lipschitz-continuous and nul at 0 since Assumption 2.3 holds, by standard

stability results on BSDEs (see e.g. [19]), for any n ≥ 1, there is a constant Cn (which may vary from

line to line) such that for all (t,x,x′) ∈ [0, T ]× (C0)2

EPt
0

[
sup

t≤s≤T

∣∣Yt,x,n
s

∣∣2 +
∫ T

t

∥∥Zt,x,n
s

∥∥2 ds
]
≤ Cn

(
1 + ‖x‖2(r+1)

∞,t

)
, (4.7)

EPt
0

[
sup

t≤s≤T

∣∣Yt,x,n
s − Yt,x′,n

s

∣∣2 +
∫ T

t

∥∥Zt,x,n
s −Zt,x′,n

s

∥∥2ds
]
≤ Cn

∥∥x− x′
∥∥2
∞,t

(
1 + ‖x‖2r∞,t + ‖x′‖2r∞,t

)
.

(4.8)

In particular, this gives the following regularity

|un(t,x)| ≤ Cn

(
1 + ‖x‖r+1

∞,t

)
(4.9)

and
∣∣un(t,x)− un(t,x′)

∣∣ ≤ Cn

∥∥x− x′
∥∥
∞,t

(
1 + ‖x‖r∞,t +

∥∥x′
∥∥r
∞,t

)
. (4.10)

By standard arguments in the BSDE theory (this would be simply the tower property for conditional

expectations if ρ were equal to 0, and the result can easily be generalized using the fact that solutions

to BSDEs with Lipschitz drivers can be obtained via Picard iterations), we have the following dynamic

programming principle, for any t < t′ ≤ T

Yt,x,n = (un)t,x(t′, Bt,xt) +

∫ t′

·
nρ
[
f⊤
s ((σt,x

s )⊤)−1
(
Bt,xt

)
Zt,x,n
s

]
ds−

∫ t′

·
Zt,x,n
s · dW t,x

s , Pt,x
0 -a.s.

(4.11)

In particular Y
t,x,n
s = (un)t,x(s,Bt,xt) for any s ∈ [t, T ]. It then follows

|un(t,x)− un(t′,x)| =
∣∣∣EP

t,x
0

[
Y

t,x,n
t −Y

t,x,n
t′ + (un)t,x(t′, Bt,xt)− un(t′,x)

]∣∣∣

≤ EP
t,x
0

[ ∫ t′

t

∣∣nρ
(
f⊤
s ((σt,x

s )⊤)−1(Bt,xt)Zt,x,n
s

)∣∣ds
]
+ EP

t,x
0

[∣∣(un)t,x(t′, Bt,xt)− un(t′,x)
∣∣]

≤ EP
t,x
0

[ ∫ t′

t

∣∣nρ
(
f⊤
s ((σt,x

s )⊤)−1(Bt,xt)Zt,x,n
s

)∣∣ds
]

+ Cn

(
sup

t≤s≤t′
‖xs − xt‖+ EP

t,x
0

[
sup

t≤s≤t′

∥∥Bt,xt
s − xt

∥∥2
] 1

2
)(

1 + ‖x‖r∞,t′ + EP
t,x
0

[
sup

t≤s≤t′

∥∥Bt,xt
s

∥∥2
] 1

2

)

≤ EP
t,x
0

[ ∫ t′

t

∣∣∣nρ
(
f⊤
s ((σt,x

s )⊤)−1(Bt,xt)Zt,x,n
s

)∣∣∣ ds+ Cnd∞((t,x); (t′,x))
(
1 + ‖x‖r∞,t′

)
, (4.12)

where the last line follows from (2.2). Observe from (4.7) combined with Assumption 2.1 and the

Lipschitz-continuity of ρε that

EP
t,x
0

[∫ t′

t

∣∣∣nρ
(
f⊤
s ((σt,x

s )⊤)−1
(
Bt,xt

)
Zt,x,n
s

)∣∣∣ ds
]
= EPt

0

[∫ t′

t

∣∣∣nρ
(
f⊤
s ((σt,x

s )⊤)−1
(
Bt
)
Zt,x,n
s

)∣∣∣ ds
]

≤ Cn

(
1 + ‖x‖r+1

∞,t′

)
(t′ − t)

1
2 .
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Plugging the latter into (4.12) and since
√
t′ − t ≤ d∞((t,x); (t′,x)), this gives finally

∣∣un(t,x)− un(t′,x)
∣∣ ≤ Cn

(
1 + ‖x‖r+1

∞,t′

)
d∞((t,x); (t′,x)).

Finally, the regularity in time that we just proved, allows us to classically extend the dynamic program-

ming principle in (4.11) to stopping times, giving (4.6) (the result is clear for stopping times taking

finitely many values, and the general result follows by the usual approximation of stopping times by

decreasing sequences of stopping times with finitely many values).

Step 2: We conclude the proof.

Without loss of generality, we prove only the viscosity subsolution, the supersolution being obtained

similarly. Assume to the contrary that there is (t,x;ϕ) ∈ [0, T ]× C0 ×Aun(t,x) such that

2c := −Lt,xϕ(t,xt)− nρ
(
f⊤
t Dϕ(t,xt)

)
> 0.

Let H be the hitting time corresponding to the definition of ϕ ∈ Aun(t,x). By continuity of ϕ and ρ,

reducing H if necessary, we deduce that

−Lt,xϕ(s,Bt,xt)− nρ
(
fsDϕ(s,Bt,xt)

)
≥ c > 0, s ∈ [t,H].

By the DPP (4.6) and the smoothness of ϕ, we have under P
t,x
0 , we have

(ϕ− (un)t,x)H(·, Bt,xt)− (ϕ− (un)t,x)t(·,xt)

=

∫ H

t
Lt,xϕ(s,Bt,xt)ds+

∫ H

t
σt,x
s

(
Bt,xt

)
Dϕ(s,Bt,xt) · dW t,x

s

+

∫ H

t
nρ

(
f⊤
s

(
(σt,x

s )⊤
)−1 (

Bt,xt
)
Zt,x,n
s

)
ds −

∫ H

t
Zt,x,n
s · dW t,x

s

≤ −
∫ H

t

[
c+ n

(
ρ
(
f⊤
s Dϕ(s,Bt,xt)

)
− ρ

(
f⊤
s

(
(σt,x

s )⊤
)−1 (

Bt,xt
)
Zt,x,n
s

))]
ds

+

∫ H

t
σt,x
s

(
Bt,xt

) (
Dϕ(s,Bt,xt)−

(
σt,x
s

)−1 (
Bt,xt

)
Zt,x,n
s

)
· dW t,x

s

= −c(H − t) +

∫ H

t
αn
s ·
(
Dϕ(s,Bt,xt)−

(
σt,x
s

)−1 (
Bt,xt

)
Zt,x,n
s

)
ds

+

∫ H

t
σt,x
s

(
Bt,xt

) (
Dϕ(s,Bt,xt)−

(
σt,x
s

)−1 (
Bt,xt

)
Zt,x,n
s

)
· dW t,x

s

= c(t−H) +

∫ H

t

(
Dϕ(s,Bt,xt)−

(
σt,x
s

)−1 (
Bt,xt

)
Zt,x,n
s

)
·
(
σt,x
s

(
Bt,xt

)
dW t,x

s + αn
s ds
)
,

where |αn| ≤ n||f || ds⊗ dPt,x
0 -a.e. By Girsanov’s Theorem, we then have that there is Q ∈ Mt,x,n̄ such

that
∫
σt,x
s (Bt,xt)dW t,x

s + αn
s ds is a Q-Brownian motion. The above inequality holds then Qn-a.s. so

that

(ϕ− (un)t,x)t(·,xt) ≥ EQn [
(ϕ− (un)t,x)H(·, Bt,xt) + c(H − t)

]
> EQn [

(ϕ− (un)t,x)H(·, Bt,xt)
]
,

which is in contradiction with the definition of ϕ ∈ Aun(t,x). ✷

4.3 The main result

Define, for any x ∈ C0, the following subset of C0([0, T ] ×Λ0,x0)

C0
2 ([0, T ] ×Λ0,x0) :=

{
u ∈ C0([0, T ]×Λ0,x0), s.t. for any (t, x̃) ∈ [0, T ]× C0,

ut,x is continuous in time P
t,x̃
0 − a.s., ut,x̃ ∈ S2

t,x̃

}
.

We now recall the following comparison theorem from [34] (see their Theorem 4.1), adapted to our

context.
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Theorem 4.6 ([34]). Let u, v in C0
2 ([0, T ]×Λ0,x0) be respectively viscosity subsolution and supersolution

of PPDE (4.1). If u(T, ·) ≤ v(T, ·), then u ≤ v on [0, T ] × C0.

Our first main result is then

Theorem 4.7. Let Assumptions 2.1, 2.3, 3.2 and 3.6 hold. Then, for any (t,x) ∈ [0, T ]× C0, we have

v(t,x) = Yt,x
t = Y

t,x
t .

Proof. From Proposition 4.4 and Proposition 4.5, we know that for every n ≥ 1, vn and un are viscosity

solutions of PPDE (4.1). Since it is clear by all our estimates that vn, un ∈ C0
2 ([0, T ]×Λ0,x0), and since

vn(T, ·) = un(T, ·), by Theorem 4.6 we deduce that

vn(t,x) = Yt,x,n
t = Y

t,x,n
t .

By Lemma 2.7, (3.8) and (3.9), it then suffices to let n go to +∞. ✷

5 Extension to degenerate diffusions

5.1 The setting

The result of the previous section is fundamentally based on the non-degeneracy of the diffusion matrix

σ. Our main purpose here is to extend our general representation to cases where σ is allowed to

degenerate. As will be clear later on, the type of degeneracy we will consider will be rather specific, but

it will nonetheless be particularly well-suited for the applications we have in mind. Before stating our

results, we need to introduce some notations.

For every n ∈ N\{0} and any t ∈ [0, T ), we consider uniform partitions of the interval [t, T ] by {tt,nk :=

t+k(T − t)n−1, k = 0, . . . , n}. We also define for every 0 ≤ k ≤ n and every (s, x0:k) ∈ [t, T ]× (Rd)k+1,

the linear interpolator ik : (Rd)k+1 −→ C0 by

ik(x0:k)(s) =
n

T − t

k−1∑

i=0

(
(tt,ni+1 − s)xi + (s− tt,ni )xi+1

)
1[tt,ni ,tt,ni+1]

(s).

Our main assumption now becomes

Assumption 5.1. Assumption 2.1(i), (ii), (iii) hold and

(iv′) For any p > 0, there exist progressively measurable maps ηp : [0, T ]×C0 −→ R− with linear growth,

that is there exists some C > 0 such that

0 ≤ −ηpt (x) ≤ C(1 + ‖x‖∞,t),

and a deterministic map M : [0, T ] −→ Sd, such that Mt is symmetric positive for every t ∈ [0, T ], the

maps x 7−→ ηpt (x) are concave for every t ∈ [0, T ], the sequence (ηp)p≥0 is non-decreasing, and such

that for any p ≥ 0 and any (t,x) ∈ [0, T ] × C0, the matrix σηp

t (x) is an invertible matrix such that

(σηp

t )−1(x)f is uniformly bounded in (t,x), where

σηp

t (x) := ηpt (x)Mt + σt(x).

(v) The matrix Mtσ
⊤
t (x) + σt(x)Mt is symmetric negative, for every (t,x) ∈ [0, T ]× C0.

(vi) The maps U , µ and σ are such that U is concave and for every n ≥ 1, and 0 ≤ k ≤ n−1, for every

(t,x) ∈ [0, T ] × C0,every {(αi,j , βi,j , γi,j) ∈ Rd × R∗
+ × Rd, 1 ≤ i ≤ n − k, 0 ≤ j ≤ n − k}, and every
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(x0:k, x̃, ỹ, λ) ∈
(
Rd
)k+1 × Ct × Ct × [0, 1], we have

U
(
in

(
x0:k−1,w

λ(x̃, ỹ; 0, 0),

1∑

i=0

wλ(x̃, ỹ; i, 1), . . . ,

n−k∑

i=0

wλ(x̃, ỹ; i, n − k)
))

≥ U
(
in

(
x0:k−1, z

λ(x̃, ỹ; 0, 0),

1∑

i=0

zλ(x̃, ỹ; i, 1), . . . ,

n−k∑

i=0

zλ(x̃, ỹ; i, n− k)
))

where

wλ(x̃, ỹ; i, ℓ) := αi,ℓ + βi,ℓµ
t,x

tt,n
k−1+i

(λx̃+ (1− λ)ỹ) +
(
ηt,x
tt,n
k−1+i

Mtt,n
k−1+i

+ σt,x

tt,n
k−1+i

)
(λx̃+ (1− λ)ỹ)γi,ℓ,

zλ(x̃, ỹ; i, ℓ) := αi,ℓ + βi,ℓ

(
λµt,x

tt,n
k−1+i

(x̃) + (1− λ)µt,x

tt,n
k−1+i

(ỹ)
)
+ γi,ℓλ

(
ηt,x
tt,n
k−1+i

Mtt,n
k−1+i

+ σt,x

tt,n
k−1+i

)
(x̃)

+ γi,ℓ(1 − λ)
(
ηt,x
tt,n
k−1+i

Mtt,n
k−1+i

+ σt,x

tt,n
k−1+i

)
(ỹ)

Remark 5.2. This assumption deserves a certain number of comments.

• (iv′) is here in order to ensure that the degenerate matrix σ becomes invertible when it is suit-

ably perturbed. Of course, our ultimate goal here is to assume that ηp converges to 0 and to

approximate the solution of our problem with degenerate diffusion as the corresponding limit. We

also emphasize that this assumption implies in particular that for any (t,x) ∈ [0, T ]×C0 and any

p ≥ p′

σηp

t (x)− σηp
′

t (x) = (ηpt (x)− ηp
′

t (x))Mt,

which is a symmetric positive matrix. Hence, the sequence σηp is non-decreasing for the usual

order on symmetric positive matrices.

• (v) and (vi) are actually here mainly so that the results of Lemma 5.3 below hold for a certain

function f involving U (see the proof of Proposition 5.4 below). They take a particularly com-

plicated form for two reasons. First, our setting is fully non-Markovian, and second, it is also

multidimensional. Indeed, as can be checked directly, if d = 1 and x 7−→ σt(x) is linear, then we

only need to assume that µ is concave and f non-decreasing for (5.1) below to hold. Similarly,

(vi) is somehow a concavity assumption on U , µ and σ. Indeed, if again d = 1 and if U were

Markovian, then a sufficient condition for (vi) to hold is that U is non-decreasing, µ is concave

and σ and η are linear.

Our strategy of proof here is to start by obtaining a monotonicity result, with respect to the parameter

p, for the solution of our control problem with diffusion coefficient σp. Such a result will be based on

convex order type arguments. More precisely, we follow the strategy outlined by Pagès [31] and start

by proving the result in a discrete-time setting, this is Proposition 5.4, which can then be extended to

continuous-time through weak convergence arguments. Though the strategy of proof is the same as in

[31], our proofs are more involved mainly due to the fact that, unlike in [31], our framework is fully

non-Markovian and multidimensional.

Lemma 5.3. Let Assumption 5.1 hold. Fix n ≥ 1. For every (t, s,x, x̃, λ, u) ∈ [0, T ] × [t, T ] × C0 ×
Ct ×R∗

+ ×R, for every k = 0, . . . , n− 1, and for every Borel map f : Rd −→ R with polynomial growth,

define the following operators

Qk+1
t,x,λ(f)(x̃, u)

:= EPt
0

[
f
(
x̃tt,n

k
+ λ

(
µt,x

tt,n
k

(x̃) + ftt,n
k
νtt,n

k

)
+
(
uMtt,n

k
+ σt,x

tt,n
k

(x̃)
)(

Bt
tt,n
k+1

−Bt
tt,n
k

))∣∣∣F t
tt,n
k

]
.
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If f is concave and s.t. for every (t, s,x, x̃, ỹ, α, β, γ, η) ∈ [0, T ]×[t, T ]×C0×Ct×Ct×Rd×R∗
+×Rd×[0, 1],

f
(
α+ βµt,x

s (ηx̃+ (1− η)ỹ) + σt,x
s (ηx̃+ (1− η)ỹ)γ

)

≥ f
(
α+ β(ηµt,x

s (x̃) + (1− η)µt,x
s (ỹ)) + (ησt,x

s (x̃) + (1− η)σt,x
s (ỹ))γ

)
, (5.1)

then the map (x̃, u) 7−→ Qk+1
t,x,λ(f)(x̃, u) is concave, and the map u 7−→ Qk+1

t,x,λ(f)(x̃, u) is non-decreasing

on R−.

Proof. The fact that the operators Qk+1
t,x,γ are well-defined is clear from the polynomial growth of f , the

linear growth of µ and σ, and the fact that Bt has moments of any order under Pt
0. Then, the concavity

of Qk+1
t,x,γ(f) is an immediate corollary of the concavity assumptions on f , as well as (5.1).

Then, since f has polynomial growth, Feynman-Kac’s formula implies that

Qk+1
t,x,λ(f)(x̃, u) = v(tt,nk , Bt

tt,n
k

),

where v : [tt,nk , tt,nk+1]× Rd −→ R is the unique viscosity solution of the PDE





−vs − 1
2Tr
[(

uMtt,n
k

+ σt,x

tt,n
k

(x̃)
)(

uMtt,n
k

+ (σt,x

tt,n
k

)⊤(x̃)
)
vxx

]
= 0, on [tt,nk , tt,nk+1)× Rd,

v
(
tt,nk+1, x

)
= f

(
x̃tt,n

k
+ λ

(
µt,x

tt,n
k

(x̃) + ftt,n
k
νtt,n

k

)
+
(
uMtt,n

k
+ σt,x

tt,n
k

)
x
)
, x ∈ Rd.

This linear PDE classically satisfies a comparison theorem, and v is concave in x because of the concavity

of f . Moreover, the diffusion part of the PDE rewrites, as a quadratic functional of u

u2Tr
[
M2

tt,n
k

vxx

]
+ uTr

[(
Mtt,n

k
(σt,x

tt,n
k

)⊤(x̃) + σt,x

tt,n
k

(x̃)Mtt,n
k

)
vxx

]
+ Tr

[
σt,x

tt,n
k

(x̃)(σt,x

tt,n
k

)⊤(x̃)

]
.

Since M2
t is symmetric positive, Mtσ

⊤
t (x)+σt(x)Mt is symmetric negative and vxx is symmetric negative

as well, the above is actually non-decreasing for u ∈ R−. The same then holds for Qk+1
t,x,λ(f)(x̃, u) by

comparison. ✷

Proposition 5.4. Let Assumptions 2.3 and 5.1 hold and fix some q ≥ p > 0. For every n ∈ N\{0},
x ∈ C0, let us define recursively (Xt,x,n

k )0≤k≤n and (Y t,x,n
k )0≤k≤n by Xt,x,n

0 = Y t,x,n
0 = xt, and for

0 ≤ k ≤ n− 1

Xt,x,n
k+1 = Xt,x,n

k +

(
µt,x

tt,n
k

(X
t,x,n
k ) + ftt,n

k
νtt,n

k

)(
tt,nk+1 − tt,nk

)

+

(
ηp,t,x
tt,n
k

(
X

t,x,n
k

)
Mtt,n

k
+ σt,x

tt,n
k

(
X

t,x,n
k

))(
Bt

tt,n
k+1

−Bt
tt,n
k

)
,

Y t,x,n
k+1 = Y t,x,n

k +

(
µt,x

tt,n
k

(Y
t,x,n
k ) + ftt,n

k
νtt,n

k

)(
tt,nk+1 − tt,nk

)

+

(
ηq,t,x
tt,n
k

(
Y

t,x,n
k

)
Mtt,n

k
+ σt,x

tt,n
k

(
Y

t,x,n
k

))(
Bt

tt,n
k+1

−Bt
tt,n
k

)
,

where (X
t,x,n
k )0≤k≤n and (Y

t,x,n
k )0≤k≤n are defined as the following piecewise linear interpolations

X
t,x,n
k := ik(X

t,x,n
0:k ), Y

t,x,n
k := ik(Y

t,x,n
0:k ).

Then, we have

EPt
0

[
U t,x

(
in

(
Xt,n,x

0:n

))]
≤ EPt

0

[
U t,x

(
in

(
Y t,n,x
0:n

))]
.
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Proof. Let ∆t,n := tt,nk+1 − tt,nk = (T − t)/n, and consider the following martingales, for 0 ≤ k ≤ n,

Mk := EPt
0

[
U t,x

(
in

(
Xt,n,x

0:n

))∣∣∣F t
tt,n
k

]
, Nk := EPt

0

[
U t,x

(
in

(
Y t,n,x
0:n

))∣∣∣F t
tt,n
k

]
,

which are well-defined, since U has polynomial growth and we know from Lemma 2.2 that Xt,n,x
0:n and

Y t,n,x
0:n have moments of any order. For any k = 0, . . . , n, we also define the following sequences of

functions from Rk+1 to R, for k = 0, . . . , n− 1, by backward induction, for any x0:k ∈ (Rd)k+1

Φn := U t,x ◦ in, Φk(x0:k) := Qk+1
t,x,∆t,n(Φk+1(x0:k, ·))

(
ik(x0:k), η

p

tt,n
k

(ik(x0:k))
)
,

Ψn := U t,x ◦ in, Ψk(x0:k) := Qk+1
t,x,∆t,n(Ψk+1(x0:k, ·))

(
ik(x0:k), η

q

tt,n
k

(ik(x0:k))
)
.

It is immediate by definition of Xt,x,n and Y t,x,n that we have for every 0 ≤ k ≤ n

Mk = Φk(X
t,x,n
0:k ) and Nk = Ψk(Y

t,x,n
0:k ).

Let us now show that the maps Φk and Ψk are concave for every k = 0, . . . , n, and that they verify

that for any 0 ≤ i ≤ k − 1, (x0:n, x̃0:n, η) ∈ (Rd)n+1 × (Rd)n+1 × [0, 1], for any {(αm,l, βm,l, γm,l) ∈
Rd ××R∗

+ × Rd, i ≤ m ≤ k − 1, 0 ≤ l ≤ k − i− 1}, we have for ϕ = Φ,Ψ

ϕk

(
x0:i, αi,0 + βi,0µ

t,x

tt,ni

(ii(ηx0:i + (1− η)x̃0:i) + σt,x

tt,ni

(ii(ηx0:i + (1− η)x̃0:i)γi,0,

i+1∑

j=i

(
αj,1 + βj,1µ

t,x

tt,nj

(ij(ηx̂0:j + (1− η)ˆ̃x0:j) + σt,x

tt,nj

(ij(ηx̂0:j + (1− η)ˆ̃x0:j)γj,1

))
, . . . ,

k−1∑

j=i

(
αj,k−i−1 + βj,k−i−1µ

t,x

tt,nj

(ij(ηx̂0:j + (1− η)ˆ̃x0:j) + σt,x

tt,nj

(ij(ηx̂0:j + (1− η)ˆ̃x0:j)γj,k−i−1

))

≥ ϕk

(
x0:i, αi,0 + βi,0

(
ηµt,x

tt,ni

(ii(x0:i)) + (1− η)µt,x

tt,ni

(ii(x̃0:i))
)

+
(
ησt,x

tt,ni

(ii(x0:i)) + (1− η)σt,x

tt,ni

(ii(x̃0:i))
)
γi,0

)
,

i+1∑

j=i

(
αj,1 + βj,1

(
ηµt,x

tt,nj

(ij(x̂0:j)) + (1− η)µt,x

tt,nj

(ij(ˆ̃x0:j))
)

+
(
ησt,x

tt,nj

(ij(x̂0:j)) + (1− η)σt,x

tt,nj

(ij(ˆ̃x0:j))
)
γj,1

)
, . . . ,

k−1∑

j=i

(
αj,k−i−1 + βj,k−i−1

(
ηµt,x

tt,nj

(ij(x̂0:j)) + (1− η)µt,x

tt,nj

(ij(ˆ̃x0:j))
)

+
(
ησt,x

tt,nj

(ij(x̂0:j)) + (1− η)σt,x

tt,nj

(ij(ˆ̃x0:j))
)
γj,k−i−1

)
, (5.2)

where x̂ and ˆ̃x are defined recursively, for w := x, x̃, by





ŵl := wl, 0 ≤ l ≤ i,

ŵl+1 :=

l∑

j=i

(
αj,l−i + βj,l−iµ

t,x

tt,nj

(ij(ŵ0:j)) + σt,x

tt,nj

(ij(x̂0:j))γj,l−i

))
, i ≤ l ≤ k − 1.

We only prove the result for Φk, the other one being exactly similar. We argue by backward induction.

When k = n, the result is obvious since U is concave and Assumption 5.1(vi) holds. Let us assume

that the properties holds for Φk+1 for some k ≤ n − 1. Then, let us now show that the map x0:k 7−→
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Qk+1
t,x,∆t,n(Φk+1(x0:k, ·)) (ik(x0:k), u) is concave for any u ∈ R. We actually have

Qk+1
t,x,∆t,n(Φk+1(x0:k, ·)) (ik(x0:k), u)

= EPt
0

[
Φk+1

(
x0:k, xk +∆t,n

(
µt,x

tt,n
k

(ik(x0:k)) + ftt,n
k
νtt,n

k

)

+
(
uMtt,n

k
+ σt,x

tt,n
k

(ik(x0:k))
)(

Bt
tt,n
k+1

−Bt
tt,n
k

)∣∣∣F t
tt,n
k

]
.

Therefore, the concavity is immediate from the induction hypothesis on Φk+1 (both the concavity and

Inequality (5.2))

Now, we know that ηpt (·) is concave and non-positive, and, from Lemma 5.3, that the map u 7−→
Qk+1

t,x,∆t,n(Φk+1(x0:k, ·)) (ik(x0:k), u) is non-decreasing on R−. This therefore proves the concavity of Φk.

Moreover, Φk inherits (5.2) directly from Φk+1 by its definition as an expectation of Φk+1.

Finally, let us prove, again by backward induction, that for every k = 0, . . . , n, Φk ≤ Ψk. The result is

obvious by definition for k = n. Assume now that for some k ≤ n − 1, we have Φk+1 ≤ Ψk+1. Then,

for any x0:k ∈ Rk+1

Φk(x0:k) = Qk+1
t,x,∆t,n(Φk+1(x0:k, ·))

(
ik(x0:k), η

p

tt,n
k

(ik(x0:k))

)

≤ Qk+1
t,x,∆t,n(Φk+1(x0:k, ·))

(
ik(x0:k), η

q

tt,n
k

(ik(x0:k))

)

≤ Qk+1
t,x,∆t,n(Ψk+1(x0:k, ·))

(
ik(x0:k), η

q

tt,n
k

(ik(x0:k))

)
= Ψk(x0:k),

where we have used successively the fact that u 7−→ Qk+1
t,x,∆t,n(Φk+1(x0:k, ·)) (ik(x0:k), u) is non-decreasing

on R− (remember that ηp ≤ ηq) and the induction hypothesis. To conclude, it suffices to take k = 0 to

obtain Φ0(xt) ≤ Ψ0(xt), which is equivalent by the martingale property of M and N to

EPt
0

[
U t,x

(
in

(
Xt,n,x

0:n

))]
≤ EPt

0

[
U t,x

(
in

(
Y t,n,x
0:n

))]
.

✷

We can now state the main technical result of this section.

Proposition 5.5. Let Assumptions 2.3 and 5.1 hold. For any p > 0, denote by Xt,x,ν,p the solution to

the SDE (2.6) with diffusion matrix σp instead of σ, and let

vp(t,x) := sup
ν∈Ut

EPt
0

[
U
(
x⊗t X

t,x,ν,p
)]

.

Then, for any q ≥ p > 0, we have for any (t,x) ∈ [0, T ] × C0

vp(t,x) ≤ vq(t,x).

Proof. By Proposition 5.4, we know that if we replace Xt,x,ν,p and Xt,x,ν,q by their Euler scheme, then

the expectation of U of these Euler schemes are ordered. We can then follow exactly the arguments of

the proofs of Lemma 2.2 and Theorem 2.1 in [31], using in particular the continuity we have assumed

for U , as well as the fact that the genuine Euler scheme for a non-Markovian SDE converges to the

solution of the SDE for the uniform topology on C0, to extend this result and obtain

EPt
0

[
U
(
x⊗t X

t,x,ν,p
)]

≤ EPt
0

[
U
(
x⊗t X

t,x,ν,q
)]

,

from which the result is clear. ✷

Our main result is then that with degenerate volatility, the singular stochastic control problem can be

represented as an infimum of solution of constrained BSDEs.
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Theorem 5.6. Let Assumptions 2.3, 3.2, 3.6 and 5.1 hold, with σp instead of σ, and assume in addition

that

sup
(t,x)∈[0,T ]×C0

|ηpt (x)| −→
p→+∞

0.

Then, we have

v(t,x) = lim
p→+∞

↑ vp(t,x) = sup
p>0

vp(t,x) = sup
p>0

Yt,x,p
t = sup

p>0
Y

t,x,p
t ,

where Yt,x,p and Yt,x,p are defined as Yt,x and Yt,x with σp instead of σ.

Proof. Since σp satisfies all the required assumptions, by Theorem 4.7 and Proposition 5.5, the only

equality that we have to prove is the first one. But it is a simple consequence of classical estimates for

SDEs and the uniform convergence we have assumed for ηp. ✷

Remark 5.7. The representation we have just obtained involves a supremum of solutions of constrained

BSDEs. Formally speaking, such an object is close in spirit to so-called constrained second order BSDEs,

as introduced by Fabre in her Phd thesis [21]. Indeed, the supremum over p could be seen as a supremum

over a family of probability measures, such that under these measures the canonical process has the

same law as a continuous martingale whose quadratic variation has density σp(σp)⊤. To prove such a

relationship rigorously is a very interesting problem, which however falls outside the scope of this paper.

5.2 Utility maximization with transaction costs for non-Markovian dynamics

5.2.1 The setup

Let us consider the following framework. Let us fix d = 3, and for a given λ > 0

f :=




1 −(1 + λ) 0

−(1 + λ) 1 0

0 0 0


 .

Let us also be given the following bounded and progressively measurable maps r, µS and σS from the

space of continuous functions (from [0, T ] to R) to R. For any x ∈ C0, we let

µt(x) :=




rt(x
3)x1

t

µS
t (x

3)x2
t

0


 , σt(x) :=



0 0 0

0 0 σS
t (x

3)x2
t

0 0 1


 , Mt :=



1 0 0

0 1 0

0 0 0


 , ηpt (x) := −1

p
.

Then, we have

(σp
t )

−1(x) =



−p 0 0

0 −p pσS
t (x

3)x2
t

0 0 1


 , and (σp

t )
−1(x)f = −pf.

Moreover, we have

Mtσt(x) =



0 0 0

0 0 0

0 0 0


 ,

so that Assumption 5.1(iv’),(v) are satisfied. The dynamics of the 3 coordinates of Xt,x,ν,p are then

given by




Xt,x,ν,p,1
s = x1

t +

∫ s

t
rt,x

3

u

(
Xt,x,ν,p,3

s

)
Xt,x,ν,p,1

u du− 1

p
Bt,1

s +

∫ s

t

(
ν1u − (1 + λ)ν2u

)
du,

Xt,x,ν,p,2
s = x2

t +

∫ s

t
Xt,x,ν,p,2

u

(
(µS)t,x

3

u

(
Xt,x,ν,p,3

u

)
du+ (σS)t,x

3

u

(
Xt,x,ν,p,3

u

)
dBt,3

u

)

−1

p
Bt,2

s +

∫ s

t

(
ν2u − (1 + λ)ν1u

)
du,

Xt,x,ν,p,3
s = x3

t +Bt,3
s .
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Under this form, the limit when p goes to +∞ of the above system is exactly the dynamics of a portfolio

position in a market with transaction costs, as in [15, 37] for instance. More precisely, the financial

market considered consists of a riskless asset with (random) short rate r and a risky asset S whose

(non-Markovian) dynamics is, under Pt
0,

dSu

Su
= (µS)t,x

3

u

(
Bt,3

)
du+ (σS)t,x

3

u

(
Bt,3

)
dBt,3

u .

Moreover, transactions between the risky and the riskless asset incur a proportional transaction cost of

size λ. Then, Xt,x,ν,p,1 above can be interpreted as the total amount of money invested in the riskless

asset by an investor since time t, while Xx,ν,p,2 is the total amount of money invested in the risky

asset, and the controls ν1 and ν2 record respectively the transactions from the risky to the riskless asset

and from the riskless to the risky asset. Finally, the only role played by Xt,x,ν,p,3 is to represent the

Brownian motion driving the randomness in r, µ and σ.

5.2.2 The result

We will actually use the result proved in Theorem 5.6 conditionally on Xt,x,ν,p,3 (that is to say that

we consider conditional expectations with respect to σ(Xt,x,ν,p,3
s , t ≤ s ≤ T ) instead of simple expec-

tations). It can be checked readily that all our arguments still go through in this case. Moreover, the

drifts and volatility in the dynamics of Xt,x,ν,p,1 and Xt,x,ν,p,2 then become (conditionally) linear. We

then choose a particular specification for the map U

U(x) =: U(x3, ℓ(x1
T ,x

2
T )),

where the so-called liquidation function ℓ is defined by

ℓ(x, y) := x+
y+

1 + λ
− (1 + λ)y−, (x, y) ∈ R2,

and the map U is assumed to be a (random) utility function, which is increasing and strictly concave

with respect to its second-variable, as well as locally-Lipschitz continuous with polynomial growth, so

that Assumption 2.3 is satisfied. Then, remembering Remark 5.2 above, we know that (conditionally),

Assumption 5.1(vi) is also satisfied. Therefore, we can apply our result to obtain that the value func-

tion, which corresponds in this case to that of the utility maximization problem in finite horizon with

transaction costs can be represented as a supremum of solutions of constrained BSDEs. But there is

more. Indeed, in this case the constraint can be read

−pfZt,x
s ∈ Ks, dt× dP a.e. ,

which, by definition of K and since p > 0, is actually equivalent to −fZt,x
s ∈ Ks. Therefore, the solution

to the constrained BSDE is actually independent of p. Therefore, the value function can actually be

represented as the solution of another BSDE, with a modified constraint as above.

As far as we know, such a result is completely new in the literature, even in the Markovian case.

Moreover, as pointed out in the recent paper [26], the non-Markovian case has actually never been

studied using stochastic control and PDE tools, the only approach in the literature being convex duality.

We thus believe that our approach achieves a first step allowing to tackle this difficult problem. Let us

nonetheless point out a gap in our approach. If we wanted to cover completely the problem of transaction

costs, we should have added state constraints in our original stochastic control problem. Indeed, those

are inherent to the problem of transaction costs, in order to avoid bankruptcy issues (though this is

actually a lesser issue when the time horizon is finite, as in our case). We have chosen not to do so so as

not to complicate even more our arguments, but we believe that they could be also used in this setting,
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albeit with possibly important modifications. In particular, the full dynamic programming principle

that we used does not seem to be proved in such a general framework in the literature, when state

constraints are present (see however [8, 9]), and it is not completely clear in which sense the equality

between vsing and v will then hold.

6 Applications: DPP and regularity for singular stochastic control

6.1 Dynamic programming principle

Notice that in all our study, we never actually proved that the dynamic programming principle actually

held for the singular stochastic control problem defining v (or vsing). However, it is an easy consequence

of our main result.

Theorem 6.1. For any (t,x) ∈ [0, T ]× C0, for any τ ∈ T t and any θ ∈ T t,x, we have

v(t,x) = sup
ν∈Ut

EPt
0

[
v(τ,x ⊗t X

t,x,ν)
]
= sup

ν∈Ut

EP
t,x
ν
[
v(θ,x⊗t B

t,xt)
]

Proof. It is an immediate consequence of the dynamic programming principle satisfied by the penalized

BSDEs (4.6) and the convergence of penalized BSDEs to the minimal solution of the constrained BSDE.

✷

6.2 Regularity results

In this section, we show how our representation can help to obtain a priori regularity results for the

value function of singular stochastic control problems. Such results in that level of generality are, as far

as we know, the first available in the literature.

The main idea of the proof is that as soon as one knows that the value function of the singular control

problem is associated to a constrained BSDE, one can use the fact that such BSDEs are actually linked

to another different singular stochastic control problem, which is actually simpler to study. Such a

representation is not new and was already the crux of the arguments of Cvitanić, Karatzas and Soner

[13]. It has also been used very recently in [7] to obtain the first regularity results in the literature for

constrained BSDEs. For the sake of simplicity, and since this is not the heart of our article, we will

concentrate on the Markovian set-up for this application, and leave the more general case to future

research2.

Let us define the map δ : [0, T ] × Rd −→ R+ such that for any t ∈ [0, T ], δt(·) is the so-called support

function of the set Kt, that is to say

δt(u) := sup {k · u, k ∈ Kt} .

Notice that since the zero vector in Rd belongs to Kt for any t ∈ [0, T ], it is clear that δ is non-negative.

This section requires requires the following additional assumptions.

Assumption 6.2. (i) The maps U , µ and σ are Markovian, that is to say, abusing notations slightly

U(x) = U(xT ), µt(x) = µt(xt), σt(x) = σt(xt) , for any x ∈ C0.

(ii) the map t 7−→ ft does not depend on t, and thus δ as well.

(iii) If one defines the so-called face-lift of U by

Û(x) := sup
u∈Rd

{U(x+ fTu)− δ(u)} , x ∈ Rd,

2We would like to point out the reader to the recent work in preparation [6] which will actually extend the results of

[7] to the non-Markovian case
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then we have for some constant C > 0 and any (x, x′) ∈ Rd × Rd

∣∣∣Û(x)− Û(x′)
∣∣∣ ≤ C

∥∥x− x′
∥∥ .

The main result of this section is

Theorem 6.3. Let Assumptions 2.1, 2.3, 3.2, 3.6 and 6.2 hold. Then, there is a constant C > 0 such

that for any (t, t′,x,x′) ∈ [0, T ]× [t, T ]× C0 × C0

∣∣v(t,x) − v(t,x′)
∣∣ ≤ C

∥∥xt − x′
t

∥∥ ,
∣∣∣v(t,x) − EPt

0 [v(t′,x)]
∣∣∣ ≤ C

(
1 + ‖xt‖

)
(t′ − t)1/2.

The remaining of this section is dedicated to the proof of this result. We shall make a strong use of the

connection with constrained BSDEs established before.

6.2.1 Another singular control problem

For any t ∈ [0, T ], let us consider the following set of controls

Vt
b :=

{
(us)t≤s≤T , which are Rd-valued, Ft-predictable and bounded.

}
.

For any (t, x) ∈ [0, T ]× Rd, we define

Y x
t := sup

u∈Vt
b

EPt
0

[
U(Xt,x,u

T )−
∫ T

t
δ(us)ds

]
,

where Xt,x,u is the unique strong solution on (Ωt,F t,o
T ,Pt

0) of the following SDE

Xt,x,u = x+

∫ ·

t
µs

(
Xt,x,u

s

)
ds+

∫ ·

t
fsusds+

∫ ·

t
σs
(
Xt,x,u

s

)
dBt

s , P
t
0-a.s.

This value function is always well-defined since u is bounded and δ is non-negative. Our first step is to

show that one can actually replace the map U above by its facelift. It is a version of Proposition 3.1 of

[7] for our setting.

Lemma 6.4. Let Assumptions 2.1, 2.3 and 6.2 hold. Then, for any t < T , we have

Y x
t = sup

u∈Vt
b

EPt
0

[
Û(Xt,x,u

T )−
∫ T

t
δ(us)ds

]
.

Proof. Clearly, we have Û ≥ U , so that one inequality is trivial. Next, fix some u ∈ Vt
b. For some

εo > 0 small enough and any ε ∈ (0, εo), we define the following element of Vt
b

uεs := us1[t,T−ε](s) +
ι

ε
1[T−ε,T ](s),

where ι is any bounded and F t
T−εo

-measurable random variable. Then, we have by the tower property

for expectations and the Markov property for SDEs (see for instance [12]) that

EPt
0

[
EP

T−ε
0

[
U

(
X

T−ε,Xt,x,u
T−ε

,(uε)T−ε,Bt

T

)
−
∫ T

T−ε
δ
(
(uε)T−ε,Bt

s

)
ds

]
−
∫ T−ε

t
δ(us)ds

]

= EPt
0

[
U(Xt,x,uε

T )−
∫ T

t
δ(uεs)ds

]
,

which implies that

Y x

t ≥ EPt
0

[
EP

T−ε
0

[
U

(
X

T−ε,Xt,x,u
T−ε

,(uε)T−ε,Bt

T

)
−
∫ T

T−ε
δ
(
(uε)T−ε,Bt

s

)
ds

]
−
∫ T−ε

t
δ(us)ds

]
. (6.1)
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Next, we claim that, at least along a subsequence, we have

lim
ε→0

EPt
0

[
EP

T−ε
0

[
U

(
X

T−ε,Xt,x,u
T−ε

,(uε)T−ε,Bt

T

)
−
∫ T

T−ε
δ
(
(uε)T−ε,Bt

s

)
ds

]
−
∫ T−ε

t
δ(us)ds

]

= EPt
0

[
U
(
Xt,x,u

T + fT ι
)
− δ(ι) −

∫ T

t
δ(us)ds

]
. (6.2)

Indeed, by (an easy extension of) (2.4), we first have for any p ≥ 2

EPt
0

[∥∥∥∥X
T−ε,Xt,x,u

T−ε
,uT−ε,Bt

T + fι−X
T−ε,Xt,x,u

T−ε
,(uε)T−ε,Bt

T

∥∥∥∥
p]

≤ CpE
Pt
0

[∥∥∥∥fι+
∫ T

T−ε
f
(
uT−ε,Bt

s − ι

ε

)
ds

∥∥∥∥
p
]

≤ Cp

∫ T

T−ε
EPt

0

[∥∥∥fuT−ε,Bt

s

∥∥∥
p]

ds.

Furthermore, by (2.2), we have Pt
0−a.s.

EP
T−ε
0

[∥∥∥XT−ε,Xt,x,u
T−ε

,uT−ε,Bt

T −Xt,x,u
T−ε

∥∥∥
p]

≤ Cpε
1
2

(
1 +

∥∥∥Xt,x,u
T−ε

∥∥∥
p)

+CpE
P
T−ε
0

[∥∥∥∥
∫ T

T−ε
uT−ε,Bt

s ds

∥∥∥∥
p
]
,

which implies by the tower property

EPt
0

[∥∥∥XT−ε,Xt,x,u
T−ε

,uT−ε,Bt

T −Xt,x,u
T−ε

∥∥∥
p]

≤ Cpε
1
2

(
1 + EPt

0

[∥∥∥Xt,x,u
T−ε

∥∥∥
p])

+ CpE
Pt
0

[∥∥∥∥
∫ T

T−ε
usds

∥∥∥∥
p
]
, Pt

0−a.s.

Hence, passing to a subsequence if necessary, and using the continuity of the paths of Xt,x,u, we deduce

from the above inequalities that

X
T−ε,Xt,x,u,(uε)T−ε,Bt

T converges to Xt,x,u
T + fι, Pt

0-a.s. and in Lp(Pt
0).

By continuity of U , we deduce that the following convergence holds Pt
0-a.s. and in Lp(Pt

0)

U

(
X

T−ε,Xt,x,u
T−ε

,(uε)T−ε,Bt

T

)
−
∫ T

T−ε
δ
(
(uε)T−ε,Bt

s

)
ds −→ U(Xt,x,u

T + fι)− δ(ι).

Then, this implies by the tower property that the following convergence holds in L1(Pt
0)

EP
T−ε
0

[
U

(
X

T−ε,Xt,x,u
T−ε

,(uε)T−ε,Bt

T

)
−
∫ T

T−ε
δ
(
(uε)T−ε,Bt

s

)
ds

]
−→ U(Xt,x,u

T + fι)− δ(ι),

which implies the desired claim (6.2).

Then, by (6.1) and (6.2) we deduce that for random variable ι which is bounded and F t
T−εo

-measurable,

we have

Y x
t ≥ EPt

0

[
U
(
Xt,x,u

T + fι
)
− δ(ι)−

∫ T

t
δ(us)ds

]
, (6.3)

and the same statement holds for any ι which is bounded and F t
T−-measurable by arbitrariness of εo.

Now, since the map (x, ι) 7−→ U(x + fι) − δ(ι) is Borel measurable, we can argue as in the proof of

Proposition 3.1 in [7] to obtain the existence for any ε > 0 of a Borel measurable map x 7−→ ιε(x) such

that

Û(Xt,x,u
T ) ≤ U

(
Xt,x,u

T + fιε(X
t,x,u
T )

)
− δ
(
ιε(X

t,x,u
T )

)
+ ε.

Then, if we define

ιn,ε := ιε(X
t,x,u
T )1|ιε(Xt,x,u

T
)|≤n,
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ιε,n is bounded and FT−-measurable by continuity of the paths Xt,x,u. Hence by (6.3) we have, using

the fact that δT is null at 0

Y x
t ≥ EPt

0

[
Û(Xt,x,u

T )1|ιε(Xt,x,u
T

)|≤n + U
(
Xt,x,u

T

)
1|ιε(X

t,x,u
T

)|>n −
∫ T

t
δs(us)ds

]
− ε.

Then the required result follows by letting first n go to infinity and dominated convergence (remember

that Û is Lipschitz and Xt,x,u has moments of any order), and then ε go to 0. ✷

The next result is Proposition 3.3 of [7] in our framework

Lemma 6.5. Let Assumptions 2.1, 2.3 and 6.2 hold. We have for any (t, x) ∈ [0, T ) × Rd

Y x
t = essup

ι∈L∞(Ft)

{
Y x+fι
t − δ(ι)

}
, a.s.,

where L∞(Ft) is the set of Rd-valued, bounded and Ft-measurable random variables.

Proof. First of all, one inequality is trivial by taking a constant control ι = 0. Then, the following

dynamic programming principle holds classically for any 0 ≤ t ≤ s ≤ T

Y x
t = sup

u∈Vt
b

EPt
0

[
Y Xt,x,u

s
s −

∫ s

t
δ(ur)dr

]
. (6.4)

Fix now some (t, x) ∈ [0, T ]× Rd, some ι ∈ L∞(Ft), some ε > 0 small enough, and define

uε :=
1

ε
ι1[t,t+ε] ∈ Vt

b.

By the dynamic programming principle, we have,

Y x
t ≥ EPt

0

[
Y

Xt,x,uε

t+ε

t+ε −
∫ t+ε

t
δ(uεr)dr

]
= EPt

0

[
Y

Xt,x,uε

t+ε

t+ε − 1

ε

∫ t+ε

t
δ(ι)dr

]
. (6.5)

Next, by Lemma 6.4 and the tower property we have for any u ∈ Vt
b

EPt
0

[
Y

Xt,x,uε

t+ε

t+ε

]
≥ EPt

0

[
Û
(
X

t+ε,Xt,x,uε

t+ε ,ut+ε,Bt

T

)
−
∫ T

t+ε
δ(ur)dr

]
.

Be definition of uε, we have, using similar arguments as in the proof of Lemma 6.4, that along a

subsequence if necessary,

EPt
0

[
Û
(
X

t+ε,Xt,x,uε

t+ε ,ut+ε,Bt

T

)
−
∫ T

t+ε
δ(ur)dr

]
−→
ε→0

EPt
0

[
Û
(
Xt,x+fι,u

T

)
−
∫ T

t
δ(ur)dr

]
.

Thus, we deduce from passing to the limit in (6.5) that

Y x
t ≥ EPt

0

[
Û
(
Xt,x+fι,u

T

)
− δ(ι) −

∫ T

t
δ(ur)dr

]
,

which implies by Lemma 6.4 and arbitrariness of u ∈ Vt
b

Y x
t ≥ Y x+fι

t − δ(ι),

hence the desired result. ✷

We can now give our main result of this section.
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Proposition 6.6. Let Assumptions 2.1, 2.3 and 6.2 hold. Then, there is some constant C > 0 such

that for any 0 ≤ t ≤ s < T , any (x, x′) ∈ Rd × Rd

∣∣∣Y x
t − Y x′

t

∣∣∣ ≤ C
∥∥x− x′

∥∥ ,
∣∣∣Y x

t − EPt
0 [Y x

s ]
∣∣∣ ≤ C(1 + ‖x‖)(s − t)

1
2 .

Proof. The first result is an immediate consequence of Lemma 6.4, the fact that Û is Lipschitz contin-

uous, and classical estimates on the solutions to SDE satisfied by Xt,x,u.

Next, we have by (6.4), the regularity in x we just proved and (2.2)

Y x
t ≥ EPt

0

[
Y Xt,x,0

s
s

]
≥ EPt

0 [Y x
s ]− CEPt

0

[∥∥Xt,x,0
s − x

∥∥] ≥ EPt
0 [Y x

s ]− C
(
1 + ‖x‖

)
(s− t)1/2.

Then, we have for any u ∈ Vt
b, using the fact that t 7−→ δt(·) is non-increasing and sublinear, as well as

Lemma 6.5

EPs
0

[
U

(
Xs,Xt,x,u

s ,us,Bt

T

)
−
∫ T

s
δ(ur)dr

]
−
∫ s

t
δ(ur)dr ≤ Y Xt,x,u

s
s −

∫ s

t
δ(ur)dr

≤ Y Xt,x,u
s

s − δ

(∫ s

t
urdr

)

≤ Y
Xt,x,u

s −f
∫ s

t
urdr

s .

Then by the tower property, we have, taking expectations under Pt
0 on both sides

EPt
0

[
U(Xt,x,u

T )−
∫ T

t
δ(ur)dr

]
≤ EPt

0

[
Y

Xt,x,u
s −f

∫ s

t
urdr

s

]

≤ EPt
0 [Y x

s ] + EPt
0

[∥∥∥∥X
t,x,u
s − f

∫ s

t
urdr − x

∥∥∥∥
]

≤ EPt
0 [Y x

s ] + C
(
1 + ‖x‖

)
(s− t)1/2,

where we used the fact that in the expression Xt,x,u
s − f

∫ s
t urdr − x the control u actually disappears.

By definition of Y x
t , this ends the proof. ✷

6.2.2 Weak formulation and the main result

For any (t, x) ∈ [0, T ]× Rd and u ∈ Vt
b, we now define the following Pt

0-equivalent measure

dPt,x,u

dPt
0

= E
(∫ ·

t
(σs)

−1
(
Xt,x,0

)
fus · dBt

s

)
.

The weak formulation of the control problem is defined as

Y w,x
t := sup

u∈Vt
b

EPt,x,u

[
U(Xt,x,0)−

∫ T

t
δ(us)

]
, for any (t, x) ∈ [0, T ]× Rd.

The following proposition is a simple consequence of Remark 3.8 and Theorem 4.5 of [20].

Proposition 6.7. For any (t, x) ∈ [0, T ] × Rd, we have Y x
t = Y w,x

t .

We can now proceed to the

Proof of Theorem 6.3. By Theorem 4.1 of [7], we have for any (t,x) ∈ [0, T ]×C0, Y
w,x(t)
t = Yt,x

t defined
as the first component of the constrained BSDE (3.1)-(3.2). It then suffices to apply Theorem 4.7
together with Proposition 6.6. ✷
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