
HAL Id: hal-01481155
https://hal.science/hal-01481155v1

Submitted on 4 Nov 2017

HAL is a multi-disciplinary open access
archive for the deposit and dissemination of sci-
entific research documents, whether they are pub-
lished or not. The documents may come from
teaching and research institutions in France or
abroad, or from public or private research centers.

L’archive ouverte pluridisciplinaire HAL, est
destinée au dépôt et à la diffusion de documents
scientifiques de niveau recherche, publiés ou non,
émanant des établissements d’enseignement et de
recherche français ou étrangers, des laboratoires
publics ou privés.

Observer Design for Detectable Switched
Differential-Algebraic Equations

Aneel Tanwani, Stephan Trenn

To cite this version:
Aneel Tanwani, Stephan Trenn. Observer Design for Detectable Switched Differential-Algebraic Equa-
tions. 20th World Congress of the International Federation of Automatic Control (IFAC 2017), Jul
2017, Toulouse, France. pp.2953-2958, �10.1016/j.ifacol.2017.08.659�. �hal-01481155�

https://hal.science/hal-01481155v1
https://hal.archives-ouvertes.fr


Observer Design for Detectable Switched
Differential-Algebraic Equations

Aneel Tanwani ∗ Stephan Trenn ∗∗

∗ LAAS – CNRS, University of Toulouse, 7 Ave. Colonel du Roche,
31400 Toulouse, France. Email: aneel.tanwani@laas.fr
∗∗Department of Mathematics, TU Kaiserslautern, 48

Gottlieb-Daimler-Straße, 67663 Kaiserslautern, Germany. Email:
trenn@mathematik.uni-kl.de

Abstract: This paper studies detectability for switched linear differential-algebraic equations
(DAEs) and its application in synthesis of observers. Equating detectability to asymptotic
stability of zero-output-constrained state trajectories, and building on our work on interval-wise
observability, we propose the notion of interval-wise detectability: If the output of the system
is constrained to be identically zero over an interval, then the norm of the corresponding state
trajectories scales down by a certain factor over that interval. Conditions are provided under
which the interval-wise detectability leads to asymptotic stability of zero-output-constrained
state trajectories. An application is demonstrated in designing state estimators. Decomposing
the state into observable and unobservable components, we show that if the observable
component in the estimator is reset appropriately and persistently, then the estimation error
converges to zero asymptotically under the interval-wise detectability assumption.

1. INTRODUCTION

Contributing to the growing literature on structural prop-
erties of switched linear differential-algebraic equations
(switched DAEs), this article proposes a detectability no-
tion for this system class and its utility in observer de-
sign. Switched DAEs arise naturally when the system dy-
namics undergo sudden structural changes (switches) and
the dynamics of each mode are algebraically constrained.
A typical example are electrical circuits with switches
where the constraints are induced by Kirchhoff’s laws.
We have already proposed an observer for switched DAEs
in [Tanwani and Trenn, 2013, 2016] under the stronger
assumption of determinability (which in the nonswitched
case is equivalent to observability and roughly speaking
means that the state at the end of the observation interval
can be determined to any given accuracy). However, it is
well known from the observer design techniques commonly
employed for linear time-invariant systems that detectabil-
ity is already sufficient for constructing state estimates;
where one possible way to interpret detectability is that
the system dynamics resulting from constraining the out-
put to zero are asymptotically stable. In the literature on
switched systems, we have results on a related notion of
output-to-state stability in [Muller and Liberzon, 2012],
where the focus is on characterizing a class of switching
signals under which the growth of the state trajectory is
bounded by some increasing function of the output norm.
Conditions on the structure of the system ensuring de-
tectability of switched systems are proposed in [De Santis
et al., 2009].

In our work, we define a different detectability notion
for switched systems (see Section 3 for the formal def-
inition) and design state estimators for systems satisfy-
ing a detectability assumption in an appropriate sense.

To the best of our knowledge, this result is also new
for the case of switched ordinary differential equations
(switched ODEs), as the previous works have only dealt
with observable switched systems [Tanwani et al., 2013].
It turns out that an observer for the detectable case has to
work fundamentally different to our observer proposed for
the determinable case. We illustrate this by the following
simple example.

Example 1. Consider the switched ODE on the interval
[0, 3) given by

ẋ1(t) = 0 ẋ1(t) = x1(t) + x2(t)
ẋ2(t) = 0 ẋ2(t) = 0
ẋ3(t) = 0 ẋ3(t) = x2(t)− x3(t)

y(t) = x1(t) y(t) = 0

t ∈ [0, 1) ∪ [2, 3), t ∈ [1, 2).

Based on our previous work [Tanwani et al., 2013, Tanwani
and Trenn, 2016], if we restrict our attention to the interval
[0, 3), then y(t) ≡ 0 on this interval implies x1(t) ≡
x2(t) ≡ 0, and hence (x1, x2) is observable. Also, the
identically zero output would imply that the magnitude
of x3 decreases, which is the notion of detectability we
adopt in this paper (see Section 3). It is possible to design
an impulsive estimator with states x̂1, x̂2, x̂3 which copies
the system dynamics over the interval [0, 3), and at t = 3
we reset the estimator state as(

x̂1(3)
x̂2(3)

)
:= O(y[0,3))

for some map O, so that, if e = x − x̂ denotes the state
estimation error, we have∣∣∣∣(e1(3)

e2(3)

)∣∣∣∣ ≤ α(e1(0)
e2(0)

)
for some desired α ∈ (0, 1). However, for the unobservable
error e3, we get



ė3(t) = 0, t ∈ [0, 1) ∪ [2, 3)

ė3(t) = e2(t)− e3(t), t ∈ [1, 2)
(1)

and hence

e3(3) = e−1e3(0) + (1− e−1)e2(0).

Thus, for a large initial value e2(0), the final error e3(3)
may be significantly larger than e3(0) and therefore a
direct application of our previous presented observer to
detectable systems will not work. The underlying problem
for this example is that it is not enough to have a good es-
timate of the observable states at the end of the considered
interval, but the estimate must be available already when
the observable states influence the unobservable states.

The remainder of the paper is structured as follows: In Sec-
tion 2 we formally introduce the system class of switched
DAEs and also highlight the importance of taking induced
Dirac impulses into account. Afterwards we introduce in
Section 3 the notion of detectability. In particular, we in-
troduce the notion of uniform interval-detectability, which
is fundamental for our observer design, which we present
in Section 4. The key result in Section 4 is Theorem 7,
which shows how the ideal correction term decreases the
estimation error. Convergence of the observer for non-ideal
correction terms is shown in Theorem 9 in Section 5.

2. PRELIMINARIES AND NOTATION

We consider switched linear DAEs of the form
Eσẋ = Aσx+Bσu

y = Cσx+Dσu
(2)

where x, u, y denote the state (with dimension n ∈ N),
input (with dimension u ∈ N) and output (with dimension
y ∈ N) of the system, respectively. The switching signal
σ : [0,∞) → N is a piecewise constant, right-continuous
function of time and in our notation it changes its value
at time instants 0 < t1 < t2 < . . . called the switching
times. We adopt the convention that over the interval
[tp, tp+1) of length τp := tp+1 − tp, the active mode is
defined by the quadruple (Ep, Ap, Bp, Cp, Dp) ∈ Rn×n ×
Rn×n × Rn×u × Ry×n × Ry×u, p ∈ N and t0 := 0. If
Ep = I for all p ∈ N we call (2) a switched ODE. In
general, Ep is not assumed to be invertible, which means
that in addition to differential equations the state x has
to satisfy certain algebraic constraints. At a switching
instant the algebraic constraints before the switch and
the algebraic constraints after the switch do not match
in general, i.e. the state variable has to jump in order to
satisfy the algebraic constraints after the switch. These
induced jumps are a first major difference to switched
ODEs (which do not exhibit jumps unless one imposes
some additional external jump rules). The second major
difference is the possible presence of Dirac impulses in
the state variable x in response to a state jump. For this
reason, we introduce the space of piecewise distributions,
denoted DpwC∞ as solution space. We refer the reader
to [Trenn, 2009] for formal details, but for this paper, it
suffices to recall that x ∈ (DpwC∞)n is written as

x = xfD + x[·], (3a)

where xfD denotes the distribution induced by the piecewise
smooth function xf : R → Rn and x[·] denotes the
impulsive part of x given by

x[·] =
∑
k∈Z

x[tk] =
∑
k∈Z

nk∑
i=0

aikδ
(i)
tk
, (3b)

where { tk ∈ R | k ∈ Z } is a strictly increasing set with-

out finite accumulation and δ
(i)
tk

denotes the i-th derivative

of the Dirac impulse with support at tk. For x = xfD +
x[·] ∈ (DpwC∞)n the left- and right-evaluation at any t ∈ R
are well defined:

x(t−) := xf (t−) and x(t+) := xf (t+).

Lemma 1. (cf. Trenn [2009]). Consider the switched DAE
(2) and assume that each matrix pair (Ep, Ap) is regular,
i.e. det(sEp − Ap) is not the zero polynomial. Then for
every u ∈ Du

pwC∞ , any x0 ∈ Rn and any interval [a, b) ⊆
[0,∞) there exists x ∈ DnpwC∞ uniquely defined on [a, b)

such that x(a−) = x0 and (2) holds as an equation of
piecewise-smooth distributions restricted to [a, b).

This motivates the following solution definition of (2).

Definition 2. (Solution of switched DAE). A tuple (x, u, y)
(or just x when u and y are clear) is called a solution of
(2) on an interval I if x ∈ DnpwC∞ , u ∈ Du

pwC∞ , y ∈ Dy
pwC∞

and (2) restricted to I holds in the distributional sense.
If I = [0,∞) we omit “on the interval [0,∞)” in the
following.

3. DETECTABILITY NOTIONS

Roughly speaking, in classical literature on nonswitched
systems, a dynamical system is called detectable if, for
a fixed input and an observed output, the trajectories
starting from every pair of indistinguishable initial states
converge to a common trajectory asymptotically. The
formal definition for switched DAEs is as follows:

Definition 3. The switched DAE (2) is called detectable
for a given switching signal σ, if there exists a class KL
function β : Rn × R≥0 → R≥0 such that, for any two
distributional solutions (x1, u, y), (x2, u, y) of (2) we have

|x1(t+)−x2(t+)| ≤ β(|x1(0−)−x2(0−)|, t), ∀ t ≥ 0. (4)

Because of linearity the definition can be simplified to the
case that u = 0 and y = 0, in particular, convergence to
zero has only to be checked for the homogeneous system
and the initial states in

N σ :=

{
x0 ∈ Rn

∣∣∣∣ (x, u = 0, y = 0) solves (2)

∧ x(0−) = x0

}
, (5)

or in other words, detectability is the same as asymptotic
stability of the switched DAE (2) with u = 0 and y = 0.

Remark 4. In contrast to previous works on stability of
switched DAEs [Liberzon and Trenn, 2009, 2012] we do
not require impulse-freeness of solutions for asymptotic
stability. The reason is that the presence of Dirac impulses
may actually help to make certain states observable,
hence the exclusion of Dirac impulses may exclude an
important class of problems where Dirac impulses are
needed for observability (or detectability). It should also
be noted that the magnitude of the Dirac impulses is
always proportional to the state value prior to the time
the Dirac impulse occurs (c.f. the explicit expression (A.3)
in the Appendix), i.e. when the state converges to zero as
t→∞ the magnitude of the Dirac impulses also converges



to zero (under an additional mild boundedness assumption
on (Ep, Ap) as p→∞).

Computation of the set N σ in general depends on all
switching times and the data of all subsystems. For certain
applications, such as state estimation which we discuss
later, it may be desirable to work with system data avail-
able on finite intervals only, and in that case, Definition 3
may not be suitable. To overcome this problem, we con-
sider the system behavior on finite intervals, and introduce
the notion of interval-detectability:

Definition 5. (Interval-detectability). The switched DAE
(2) is called [tp, tq)-detectable for a given switching signal
σ, if there exists a class KL function β : Rn×[0,∞)→ R≥0

with
β(r, tq − tp) < r, ∀ r > 0 (6a)

and for any local solution (x, u = 0, y = 0) of (2) on [tp, tq)
we have

|x(t+)| ≤ β(|x(t−p )|, t− tp), ∀ t ∈ [tp, tq). (6b)

One should be aware, that a solution on some interval
is not always a part of a solution on a larger interval.
Consequently, detectability does not always imply interval-
detectability: The switched system 0 = x on [t0, t1) and
ẋ = 0 on [t1,∞) with zero output is obviously detectable
(because zero is the only global solution), but it is not
interval-detectable on [t1, s) for any s > t1 because on
[t1, s) there are nonzero solutions which do not converge
towards zero.

Furthermore, we would like to emphasize that the interval
[tp, tq) in general contains multiple switches, i.e. it is not
assumed that the individual modes of the switched systems
are detectable. We need some uniformity assumption to
conclude that interval-detectability on each interval of a
partition of [t0,∞) implies detectability:

Assumption 1. (Uniform interval-detectability). Consider
the switched system (2) with switching signal σ and
switching times tk, k ∈ N. Assume that there exists a
strictly increasing sequence (pi)

∞
i=0 such that for qi := pi+1

the system is [tpi , tqi)-detectable with KL-function βi for
which additionally it holds that

βi(r, tqi − tpi) ≤ α r, ∀ r > 0,∀ i ∈ N, (7a)

βi(r, 0) ≤M r, ∀ r > 0,∀ i ∈ N, (7b)

for some uniform α ∈ (0, 1) and M ≥ 1.

We can now show the following result (whose proof is
more or less straightforward and is omitted due to space
limitations):

Proposition 6. If the switched system (2) is uniformly
interval-detectable in the sense of Assumption 1 then (2)
is detectable.

The following examples show that we cannot drop any of
the uniformity conditions (7a) and (7b).

Example 2. (1) Nonuniformity of α.
Consider a scalar switched ODE given by

ẋ = − 1

k2
x on [k, k + 1),

then
|x(k + 1)| = e−1/k2 |x(k)| < |x(k)|,

hence the switched system is [tk, tk+1)-detectable for
each k ∈ N. However,

x(k) =

k∏
i=1

e−1/i2x(0) = e
−
∑k

i=1
1/i2x(0) ≥ e−Cx(0),

where C :=
∑∞
i=1 1/i2 < ∞, i.e. the solution does

not converge to zero. The problem is that there is no
uniform α < 1 such that |x(k + 1)| ≤ α|x(k)|.

(2) Nonuniformity of M .
Consider a scalar switched ODE given by

ẋ = kx, on [2k, 2k + 1)

ẋ = −(k + 1)x, on [2k + 1, 2k + 2)

with zero output. This switched system is interval-
detectable on each interval [2k, 2k + 2) because

x(2k + 2) = e−(k+1)ekx(2k) = e−1x(2k)

and therefore |x(2k + 2)| ≤ α|x(2k)| with α = e−1 <
1. However,

x(2k + 1) = eke(2k) = eke−1e(2k − 2)

= eke−ke(0) = e(0),

hence x(t) does not converge towards zero as t→∞.
Note that in this example any KL-function βk for the
interval [2k, 2k+2) has to satisfy βk(r, 0) > βk(r, 1) ≥
ekr, hence for this example it is not possible to find
a uniform M such that (7b) holds.

4. OBSERVER DESIGN

Our observer design is an extension of the algorithm pro-
posed in [Tanwani and Trenn, 2016] for the determinable
case (in particular, the interval-wise observer design), i.e.
we propose an impulsive observer which consists of a
system copy and a correction term which updates the state
of the system copy at the end of the detectability interval.

More formally, under the uniform interval-detectability
(Assumption 1) with detectability intervals [tpi , tqi), i ∈ N,
the state estimator is given by x̂ :=

∑
i∈N(x̂i)[tpi ,tqi ) with

Eσ ˙̂xi = Aσx̂i +Bσu,

ŷ = Cσx̂i +Dσu,

}
on [tpi , tqi),

x̂i+1(t−qi) = x̂i(t
−
qi)− ξi.

(8)

where ξi ∈ Rn is a state estimation correction obtained
from the available data on the interval [tpi , tqi) applied at
the end of the corresponding interval. Similar to the tech-
nique adopted in [Tanwani and Trenn, 2016], the correc-
tion term ξi is obtained by collecting the local observability
data for each mode. However, these local data is combined
in a fundamentally different way compared to [Tanwani
and Trenn, 2016], because ξi is obtained by composing the
local observability data backward in time first and then
propagating this forward in time under the error dynamics,
c.f. Example 1.

In particular, a much more complicated algorithm is
needed to obtain the correction term at the end of the
interval. In fact, it consists of the three following steps
which have to be carried out on each of the detectability
intervals [tpi , tqi):

(1) Collect local observability data for each mode syn-
chronous to the system dynamics from the measured
input and output over the interval [tpi,tqi).



(2) Propagate back the collected information to obtain
an estimation correction ξleft

i at the beginning of the
detectability interval.

(3) Propagate forward the correction term ξleft
i to obtain

the actual estimation correction ξi at the end of the
interval.

We will now explain each of the steps in detail, for that we
drop the index i and just consider the generic detectability
interval [tp, tq) for some q > p ≥ 0. It is helpful to
also introduce the estimation error error e := x̂ − x
(which we don’t know, because x is not known) and the
corresponding output mismatch ye := ŷ − y (which we
know). It is easily seen that the error is governed by the
following homogeneous switched DAE on [tp, tq):

Eσ ė = Aσe

ye = Cσe
(9)

and the idea of the observer is to estimate the error signal
e from the measured output mismatch ye.

4.1 Collecting local observability data for each mode

For each mode k with p ≤ k ≤ q − 1 consider the local
unobservable space:

Wk :=

{
e0 ∈ Rn

∣∣∣∣ e(t−k ) = e0,where (e, ye = 0)

solves (9) on [tk, tk+1)

}
(10)

Defining Πk, Odiff
k and Oimp

k in terms of (Ek, Ak) as in the
Appendix A, it can be shown (c.f. [Tanwani and Trenn,
2013, 2016]) that

Wk = Π−1
k kerOdiff

k ∩ kerOimp
k .

Note that in general Πk is not invertible and Π−1
k stands

for the set-valued preimage.

If the output mismatch ye is nonzero then the value of e
in (9) prior to the switching time tk can be decomposed
as

e(t−k ) = Wkwk + Zkzk,

where imWk = Wk and imZk = W⊥k and Wk, Zk
are orthonormal matrices. In particular, zk = Z>k e(t

−
k )

is the observable part of the error e(t−k ) based on the
knowledge on the interval [tk, tk+1). It is possible to write
the observable part zk in terms of ye:

zk = Ok(ye[tk,tk+1)) (11)

with some operator Ok which evaluates the impulsive
part ye[tk] as well as the smooth part ye(tk,tk+1) (possibly

depending on the derivatives of ye). The construction
of this “ideal” observability operator Ok is provided in
Appendix B.1. One may also refer to [Tanwani and Trenn,
2016, Section 5] for a detailed treatment. In practice, only

an approximation Ôk of Ok will be available, this will be
discussed in Section 5.

4.2 Combining local information backwards in time

Next we want to combine the observable information zk

with p ≤ k ≤ q − 1, to compute an expression for e(t−p ).
To do so, we first quantify the information that can be

extracted from the output over an interval [tk, tq) by
introducing the subspace

N q
k :=

{
e0 ∈ Rn

∣∣∣∣ e(t−k ) = e0, where (e, ye = 0)

solves (9) on [tk, tq)

}
(12)

which can be recursively calculated (backwards in time,
i.e. for k = q − 1, q − 2, . . . , p), see equation (B.4) in the
Appendix. We then decompose the state estimation error
just before the interval [tk, tq) accordingly:

e(t−k ) = Mkµk +Nkνk (13)

for some vectors µk and νk of appropriate dimension. Here,
Mk and Nk are the matrices with orthonormal columns
such that

imNk = N q
k and imMk = (N q

k )⊥.

As shown in section B.2 of the Appendix, there exists a
matrix Fk given in terms of Mk+1, Nk+1, (Ek, Ak) and the
duration time τk = tk+1 − tk such that for p ≤ k ≤ q − 2

µk = Fk
(

zk
µk+1

)
,

and µq−1 = zq−1. Note that by construction, for all
p ≤ k ≤ q − 1

e(t−k )−Mkµk ∈ N q
k .

Now the ideal estimation error correction is

ξleft := Mpµp

= MpFp


zp

Fp+1


zp+1

Fp+2

. . .

Fq−2

(
zq−2

zq−1

)



=: Oq−1
p zq−1

p ,
(14)

where zq−1
p = (zp/zp+1/ · · · /zq−1). In fact, the following is

true:

e(t−p )− ξleft ∈ N q
p and ξleft ∈ N q

p
⊥,

i.e. we are able to obtain the orthogonal projection of e(t−p )

onto N q
p without actually knowing e(t−p ).

4.3 Propagating correction term forward in time

For the detectability interval [tp, tq), let ξleft be given as
above, then let

ξ := Φqpξ
left,

where Φkp, k = p, p+ 1, . . . , q is recursively given by

Φk+1
p = eA

diff
k τkΠkΦkp (15)

and Φpp := I, i.e. Φqp is the transition matrix of the

homogeneous error DAE (9) from e(t−p ) to e(t−q ). We then
have the following result:

Theorem 7. Consider the switched DAE (2) which is de-
tectable on [tp, tq) with corresponding KL-function β. Let
(x̂, ŷ) be the solution of the system copy

Eσ ˙̂x = Aσx̂+Bσu,

ŷ = Cσx̂+Dσu
(16)

on [tp, tq). Based on the output mismatch ye = ŷ − y let

ξ = Φqpξ
left = ΦqpOq−1

p zq−1
p



where Φqp is given by (15), Oq−1
p is given (14) and zq−1

p =
(zp/zp+1/ · · · /zq−1) with zk = Ok(ye[tk,tk+1)), k = p, p +

1, . . . , q − 1 is given by (11). Then

|x̂(t−q )− ξ − x(t−q )| ≤ β(|x̂(t−p )− x(t−p )|, tq − tp)
< |x̂(t−p )− x(t−p )|,

i.e. the correction term ξ indeed reduces the estimation
error at the end of the interval in comparison to the
estimation error at the beginning of the interval.

Proof. Let x̂new be the solution of the system copy (16)
with corrected initial value x̂new(t−p ) = x̂(t−p ) − ξleft. By

construction x̂new(t−p ) − x(t−p ) ∈ N q
p hence y = ŷnew on

[tp, tq) and therefore

|x̂new(t+)−x(t+)| ≤ β(|x̂new(t−p )−x(t−p )|, t−tp) ∀t ∈ [tp, tq).

Note that e := x̂ − x as well as enew := x̂new − x are
solutions of homogenous error DAE (9), in particular

e(t−q )− enew(t−q ) = Φqp(e(t
−
p )− enew(t−p )) = Φqpξ

left = ξ,

or, in other words,

x̂(t−q )− ξ = x̂new(t−q )

Finally, by construction ξleft ∈ N q
p
⊥ and therefore, by

Pythagoras’ Theorem,

|x̂(t−p )− x(t−p )|2 = | x̂new(t−p )− x(t−p )︸ ︷︷ ︸
∈N q

p

+ξleft|2

= |x̂new(t−p )− x(t−p )|2 + |ξp|2

≥ |x̂new(t−p )− x(t−p )|2.
Altogether we have:

|x̂(t−q )− ξ − x(t−q )| = |x̂new(t−q )− x(t−q )|
≤ β(|x̂new(t−p )− x(t−p )|, tq − tp)
≤ β(|x̂(t−p )− x(t−p )|, tq − tp)

which is the desired estimate.

Remark 8. The proof of Theorem 7 reveals that by apply-
ing the correction ξleft at the beginning of the interval the
output of the system copy is then identical to the output
of the original system. However, for the observer design it
is not necessary to rerun the system copy (in particular
storing the whole input signal over the interval [tp, tq)),
because we just propagate ξleft via the homogenous error
dynamics (9) which is independent of the input.

5. ESTIMATION ERRORS AND ASYMPTOTIC
CONVERGENCE

In theory, it is possible to determine the observable part
exactly from the output, however, in praxis one can only
get approximations. Nevertheless, these approximations
may be as accurate as desired (e.g. by chosing appropriate
gains in an Luenberger observer). Similar as in [Tanwani
and Trenn, 2016] we therefore make the following assump-
tion about the ability to approximate the observable part
to any given accuracy:

Assumption 2. For each mode k of the switched DAE
(2) and a given εk > 0, there exists an estimator ẑk =

Ôk(ye[tk,tk+1)) such that

|ẑk − zk| ≤ εk|zk|, (17)

where zk = Ok(ye[tk,tk+1)) is the ideal estimator of the

observable part on [tk, tk+1) as given in Section 4.1.

Under Assumption 2, the state estimation correction in (8)
for the interval [tpi , tqi) is given by

ξi := ΦqipiO
qi−1
pi ẑqi−1

pi , (18)

where ẑqi−1
pi = (ẑpi/ẑpi+1/ · · · /zqi−1).

As detailed in Appendix B.1, the observable component
zk of the estimation error e = x̂ − x on the interval
[tk, tk+1) is composed of the two components zdiff

k and zimp
k ,

where the former is obtained from the continuous output
mismatch ye on (tk, tk+1) and the latter is obtained from
the impulsive mismatch ye[tk]. The estimation of zdiff

k can
be reduced to the classical state estimation problem for
non-switched linear ODEs and there are many methods
to do that. The only non-standard aspect here is that we
have to obtain the state-estimation at the beginning of
the interval (tk, tk+1) and not (as usual) at the end of the
interval. This does not pose any serious problems, as we
can use a standard Luenberger observer on the interval
(tk, tk+1) to get an estimate at the end of the interval
and then propagate this estimate back in time. Since the
ODE dynamics are known as well as the length of the
interval, we can ensure the desired estimation accuracy at
the beginning of the interval by increasing the accuracy of
the estimate at the end of the interval. 1 Another (more
sophisticated) way of obtaining such estimates is by the use
of “back-and-forth observer” as presented in [Shim et al.,
2012].

The estimation accuracy for zimp
k is actually concerned

with the measurement accuracy of the impulsive part
ye[tk], i.e. on how well Dirac impulses and their derivatives
can be measured in practice, see [Tanwani and Trenn,
2016] for details.

Assumption 2, together with Assumption 1, provide all
the ingredients we need for obtaining converging state
estimates.

Theorem 9. Consider the switched DAE (2) satisfying the
uniform local detectability Assumption 1, and the local
estimation accuracy Assumption 2. For the α given in (7a),
choose εk = εk(α), k ∈ N, such that

ciε
max
i ≤ α̂− α (19)

for some α̂ ∈ (α, 1), where

ci := ‖ΦqipiO
qi−1
pi ‖

∥∥∥∥∥∥∥∥∥


Z>pi

Z>pi+1Φpi+1
pi

...
Z>qi−1Φqi−1

pi


∥∥∥∥∥∥∥∥∥

and
εmax
i := max { εk | pi ≤ k ≤ qi − 1 } .

Then the observer given by the system copies (8), with
error corrections ξi in (18) and the estimate ẑk chosen to
satisfy (17) for εk specified in (19), results in

x̂(t+)→ x(t+) as t→∞,
i.e. the observer achieves asymptotic estimation of the
state.
1 Consider an observable LTI system ż = Az, y = Cz over the
interval [0, T ], with the estimator ẑ = (A−LC)ẑ+Ly, ẑ(0) = 0. For
every ε > 0, there exists L such that |ẑ(T )− z(T )| ≤ ε|z(0)|. Choose
ẑ∗0 = e−AT ẑ(T ), and ε ≤ δ/‖e−AT ‖ for some desired δ > 0, then it
is easily verified that |z(0)− z∗0 | ≤ δ|z(0)|.



Proof. From Theorem 7 we know that for each detectable
interval [tpi , tqi) the ideal correction ξideal

i = ΦqpOq−1
p zq−1

p
ensures

|x̂i(t−qi)− ξ
ideal
i − x(t−qi)| ≤ βi(|x̂i(t

−
pi)− x(tpi)|, tqi − tpi)

≤ α|x̂i(t−pi)− x(tpi)|.
Hence for the actual correction term ξi = ΦqpOq−1

p ẑq−1
p , we

have

|x̂i+1(t−qi)− x(t−qi)| ≤ α|x̂i(t
−
pi)− x(tpi)|+ |ξideal

i − ξi|.
By assumption, |ẑk − zk| ≤ εk|zk| and since zk =
Z>k e(t

−
k ) = Z>k Φkpie(t

−
pi) for any k with pi ≤ k ≤ q − 1,

we have

|ξideal
i − ξi| = |ΦqipiO

qi−1
pi (ẑqi−1

pi − zqi−1
pi )|

≤ ‖ΦqipiO
qi−1
pi ‖

∥∥∥∥∥∥∥∥∥


Z>pi

Z>pi+1Φpi+1
pi

...
Z>qi−1Φqi−1

pi


∥∥∥∥∥∥∥∥∥ ε

max
i |x̂i(t−pi)− x(t−pi)|

= ciε
max
i |x̂i(t−pi)− x(t−pi)|

where εmax
i := max { εk | pi ≤ k ≤ q − 1 }. Altogether we

have

|x̂i+1(t−qi)− x(t−qi)| ≤ α̂|x̂i(t
−
pi)− x(t−pi)|,

i.e. on each detectability interval [tpi , tqi) the estimation
error x̂ − x decreases uniformly by a factor α̂ and the
same proof technique as in Proposition 6 shows asymptotic
convergence.

Appendix A. PROPERTIES OF MATRIX PAIR (E,A)

A very useful characterization of regularity is the following
well-known result (see e.g. Berger et al. [2012]).

Proposition 10. (Regularity and quasi-Weierstraß form). A
matrix pair (E,A) ∈ Rn×n × Rn×n is regular if, and only
if, there exist invertible matrices S, T ∈ Rn×n such that

(SET, SAT ) =

([
I 0
0 N

]
,

[
J 0
0 I

])
, (A.1)

where J ∈ Rn1×n1 , 0 ≤ n1 ≤ n, is some matrix and
N ∈ Rn2×n2 , n2 := n− n1, is a nilpotent matrix. �

Definition 11. Consider the regular matrix pair (E,A)
with corresponding quasi-Weierstraß form (A.1). The con-
sistency projector of (E,A) is given by

Π(E,A) = T

[
I 0
0 0

]
T−1.

Furthermore, let

Adiff := T

[
J 0
0 0

]
T−1,

Eimp := T

[
0 0
0 N

]
T−1.

Finally, if also an output matrix C is considered let

Cdiff := CΠ(E,A).

To see the utility of the matrices introduced in Defini-
tion 11, consider the problem of finding a trajectory x
which solves the initial-trajectory problem (ITP)

x(−∞,0) = x0
(−∞,0) (A.2a)

(Eẋ)[0,∞) = (Ax)[0,∞), (A.2b)

in distributional sense.

Lemma 12. ([Trenn, 2009, Thm. 4.2.8]). Consider the ITP
(A.2) with regular matrix pair (E,A) and with arbitrary
initial trajectory x0 ∈ (DpwC∞)n. There exists a unique
solution x ∈ (DpwC∞)n and

x(0+) = Π(E,A)x(0−). �

Lemma 13. ([Tanwani and Trenn, 2010, Cor. 5]). Consider
the ITP (A.2) with regular matrix pair (E,A) and the
corresponding Eimp matrix. For the unique solution x ∈
(DpwC∞)n, it holds that

x[0] = −
n−2∑
j=0

(Eimp)j+1x(0−)δ
(j)
0 , (A.3)

where δ
(j)
0 denotes the j-th (distributional) derivative of

the Dirac-impulse δ0 at t = 0. �

Lemma 14. For any regular matrix pair (E,A) and output
matrix C, the following implication holds for all continu-
ously differentiable (x, y):

Eẋ = Ax,

y = Cx

}
⇒

{
ẋ = Adiffx,

y = Cdiffx

In particular, any classical solution x of Eẋ = Ax satisfies

x(t) = eA
difftx(0), t ∈ R. �

Appendix B. OUTPUT-TO-STATE MAPPINGS

B.1 Observable component of a subsystem

The local unobservable space (10) is given by

Wk = Π−1
k kerOdiff

k ∩ kerOimp
k ,

where

Odiff
k := [Cdiff

k /Cdiff
k Adiff

k / · · · /Cdiff
k (Adiff

k )n−1]

Oimp
k := [CkE

imp
k /Ck(Eimp

k )2/ · · · /Ck(Eimp
k )n−1].

In other words, kerOdiff
k denotes the unobservable space of

the ODE ė = Adiff
k e, ye = Cdiff

k e, and kerOimp
k denotes the

impulse unobservable space in the sense that ye[tk] = 0

implies e(t−k ) ∈ kerOimp
k .

We may now write

e(t−k ) = Wkwk + Zkzk,

where imWk = Wk and imZk = W⊥k and Wk, Zk are
orthonormal matrices. Here zk determines the projection
of e(t−k ) onto the subspace W⊥k . The latter can further be
decomposed as

W⊥k = im(Odiff
k Πk)> + imOimp

k

>

Let Zdiff
k , and Z imp

k be the orthonormal matrices such that

imZdiff
k = im

(
Odiff
k

>)
, zdiff

k := Zdiff
k

>
Πke(t

−
k )

= Zdiff
k

>
e(t+k ),

imZ imp
k = im

(
Oimp
k

>)
, zimp

k := Z imp
k

>
e(t−k ).

The motivation for introducing the components zdiff
k and

zimp
k is that they can be estimated using the output

measurements on the interval [tk, tk+1). To express the
vector zk in terms of these components, we introduce the
matrix Uk such that

Zk =
[
Π>k Z

diff
k Z imp

k

]
Uk.



Such a matrix Uk always exists because

imZk =W⊥k = (Π−1
k (kerOdiff

k ))⊥ + (kerOimp
k )⊥

= Π>k imZdiff
k + imZ imp

k

= im
[
Π>k Z

diff
k Z imp

k

]
.

It then follows that

zk = Z>k e(t
−
k ) = U>k

[
Zdiff>

k Πk

Z imp>

k

]
e(t−k )

= U>k

[
Zdiff>

k e(t+k )

Z imp>

k e(t−k )

]
= U>k

[
zdiff
k

zimp
k

]
.

Next, we specify how to write zdiff
k and zimp

k in terms of
the output measured over the interval [tk, tk+1).

Mapping for the differentiable part zdiff
k : In order to define

zdiff
k ∈ Rrk , where rk = rkOdiff

k , we first introduce the

function zdiff
k : (tk, tk+1) → Rrk , t 7→ Zdiff

k

>
e(t), which

represents the observable component of the subsystem
(Ek, Ak, Ck) that can be recovered from the smooth output
measurements ye over the interval (tk, tk+1). It follows (cf.
[Tanwani and Trenn, 2016, Lem. 17]) that the evolution of
zdiff
k is governed by an observable ODE

żdiff
k = Sdiff

k zk
diff,

ye = Rdiff
k zdiff

k ,
(B.1)

where Sdiff
k := Zdiff

k

>
Adiff
k Zdiff

k and Rdiff
k := Cdiff

k Zdiff
k .

Because of the observability of the pair (Sdiff
k , Rdiff

k ) in
(B.1), there exists a (linear) map Odiff

(tk,tk+1) such that

zdiff
k = Odiff

(tk,tk+1)(y
e
(tk,tk+1))

and we set
zdiff
k = zdiff

k (t+k ).

Mapping for the impulsive part zimp
k : The impulsive part

of the output at switching time tk can be represented as

ye[tk] =
n−2∑
j=0

ηjkδ
(j)
tk
,

where due to Lemma 13 the coefficients ηjk satisfy the

relation ηk = −Oimp
k e(t−k ), with ηk := (η0

k/ · · · /η
n−2
k ) ∈

R(n−1)y. We chose a matrix U imp
k such that

−Oimp
k

>
U imp
k = Z imp

k , (B.2)

then

zimp
k = Z imp

k

>
e(t−k ) = −U imp

k

>
Oimp
k e(t−k ) = U imp

k

>
ηk.
(B.3)

B.2 Observable component over an interval

For p ≤ k ≤ q − 1, the [tk, tq)-unobservable subspace (12)
can be computed recursively as follows

N q
q−1 =Wq−1 (B.4a)

N q
k =Wk ∩Π−1

k e−A
diff
k τkN q

k+1, q > k + 1. (B.4b)

The objective is to compute the observable part µk =
M>k e(t

−
k ) in (13) recursively for k = q − 1, q − 2, . . . , p.

We choose µq−1 = zk−1. By construction, we know that

imMk =
(
Wk ∩Π−1

k (e−A
diff
k τkN q

k+1)
)⊥

=W⊥k + Π>k (e−A
diff
k τkN q

k+1)⊥ .

Recalling that imZk = (Wk)⊥, and introducing the matrix
Θk such that

im Θk = (e−A
diff
k τkN q

k+1)⊥

we obtain
imMk = im

[
Zk, Π>k Θk+1

]
.

Hence there exists a matrix Uk such that

Mk =
[
Zk, Π>k Θk+1

]
Uk.

Noting that

Πke(t
−
k ) = e(t+k ) = e−A

diff
k τke(t−k+1)

= e−A
diff
k τk (Mk+1µk+1 +Nk+1νk+1)

and multiplication on both sides from left by Θ>k gives

Θ>k Πke(t
−
k ) = Θ>k e

−Adiff
k τkMk+1µk+1

+ Θ>k e
−Adiff

k τkNk+1︸ ︷︷ ︸
=0

νk+1.

This allows us to compute µk as follows:

µk = M>k e(t
−
k ) = U>k

[
Z>k

Θ>k Πk

]
e(t−k )

= Uk
>
(

zk
Θ>k e

−Adiff
k τkMk+1µk+1

)
=: Fk

(
zk
µk+1

)
.
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