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ON THE AFFINE RANDOM WALK ON THE TORUS

JEAN-BAPTISTE BOYER

Abstract. Let µ be a borelian probability measure on G := SLd(Z)⋉Td. Define, for
x ∈ Td, a random walk starting at x denoting for n ∈ N,

{

X0 = x
Xn+1 = an+1Xn + bn+1

where ((an, bn)) ∈ G
N is an iid sequence of law µ.

Then, we denote by Px the measure on (Td)N that is the image of µ⊗N by the

map ((gn) 7→ (x, g1x, g2g1x, . . . , gn . . . g1x, . . . )) and for any ϕ ∈ L1((Td)N,Px), we set
Exϕ((Xn)) =

∫

ϕ((Xn))dPx((Xn)).
Bourgain, Furmann, Lindenstrauss and Mozes studied this random walk when µ is

concentrated on SLd(Z)⋉ {0} and this allowed us to study, for any hölder-continuous
function f on the torus, the sequence (f(Xn)) when x is not too well approximable by
rational points.

In this article, we are interested in the case where µ is not concentrated on SLd(Z)⋉
Qd/Zd and we prove that, under assumptions on the group spanned by the support
of µ, the Lebesgue’s measure ν on the torus is the only stationary probability mea-
sure and that for any hölder-continuous function f on the torus, Exf(Xn) converges
exponentially fast to

∫

fdν.
Then, we use this to prove the law of large numbers, a non-concentration inequal-

ity, the functional central limit theorem and it’s almost-sure version for the sequence
(f(Xn)).

In the appendix, we state a non-concentration inequality for products of random
matrices without any irreducibility assumption.
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1. Introduction and main results

Let d ∈ N, d > 2 and Td := Rd/Zd be the torus of dimension d. Let µ be a borelian
probability measure on G := SLd(Z) ⋉ Td. Define, for any x ∈ Td, a random walk
starting at x by denoting, for any n ∈ N,

{
X0 = x

Xn+1 = an+1Xn + bn+1

where ((an, bn)) ∈ GN is an iid sequence of law µ.
Then, we denote by Px the measure on XN that is the image of the measure µ⊗N

on GN by the map ((gn) 7→ (x, g1x, g2g1x, . . . , gn . . . g1x, . . . )) and by Ex the operator of
integration against the measure Px.

We denote by P the Markov operator associated to µ. This is the operator defined
for any borelian non-negative function f on Td and any x ∈ Td by

Pf(x) =

∫

G

f(gx)dµ(g)

Thus, for any n ∈ N, we have that

Pnf(x) =

∫

G

f(gx)dµ∗n(g) =
∫

Td

f(y)dµ∗n∗δx(y) =
∫

(Td)N
f(Xn)dPx((Xn)) = Exf(Xn)

Where we noted µ∗n the n−th power of convolution of the measure µ (µ∗0 is by conven-
tion the Dirac measure at (Id, 0)).

Bourgain, Furmann, Lindenstrauss and Mozes studied in [BFLM11] the case where µ is
concentrated on SLd(Z)⋉{0} and they proved that, under assumptions on the support of
µ, the only P−invariant probability measures on the torus where the Lebesgue’s measure
ν and the uniform measures on unions of rational orbits (which are finite). their result is
even more precise since they give the rate of convergence of Exf(Xn) to

∫
fdν in terms

of diophantine properties of x and this allowed us to study the sequence (f(Xn)) for
starting points x that are not too well approximable by rational points in [Boy16].

In this article, we are interested in the case where µ is not concentrated on SLd(Z)⋉
Qd/Zd. A result by Benoist-Quint (see [BQ11]) shows that in this case, under assump-
tions on the projection on SLd(Z) of the subgroup spanned by the support of µ, the only
P−invariant probability measure on the torus is Lebesgue’s measures and this proves
that for any continuous function f on Td and any x ∈ Td,

1

n

n−1∑

k=0

f(Xk) −→
∫

fdν Px − a.e.

The aim of this article is to precise the previous convergence by proving a Central Limit
Theorem, a Law of the Iterated Logarithm, etc.

To do so, we are going to make a few assumptions on the subgroup spanned by
{a|(a, b) ∈ suppµ}.

In the sequel, we will say that a closed subgroup H of SLd(R) is strongly irreducible
if it doesn’t fix any finite union of non-trivial subspaces of Rd. Moreover, we will say
that H is proximal if it contains an element g such that there is v+g ∈ Rd \ {0}, λ ∈ R
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and a g− invariant hyperplane V <
g in Rd such that Rd = Rv+g ⊕ V<

g , gv
+
g = λv+g and

the spectral radius of g in V <
g is strictly smaller that |λ|. Finally, we will say that a

probability measure µ on SLd(R) is strongly irreducible and proximal if the closure of
the subgroup spanned by the support of µ has these properties.

These two assumptions are actually assumptions on the Zariski-closure of H and so,
as an example, they are satisfied if H is Zariski-dense in SLd(R).

Finally, we will say that a measure µ on SLd(R) has an exponential moment if there
is some ε ∈ R∗

+ such that ∫

SLd(R)
‖g‖εdµ(g) < +∞

We will see in the sequel that our study of the random walk on the torus requires
arguments of orbit closures. This is why we give a name to the property that we will
use and we will see right after examples of measures satisfying it.

Definition 1.1. Let µ be a borelian probability measure on G.
We say that µ satisfies an effective shadowing lemma if for any C ′, t′ ∈ R∗

+, there

are C1, C2,M, t, L ∈ R∗
+ such that for any x, y ∈ Td, any r ∈ R∗

+ and any n ∈ N, with

r 6 C1e
−Ln, if

µ∗n ({g ∈ G|d(gx, y) 6 r}) > C2e
−tn

then, there are x′, y′ ∈ Td such that d(x, x′), d(y, y′) 6 reMn and

µ∗n ({g ∈ G
∣∣gx′ = y′

})
> C ′e−t′n

Remark 1.2. For a measure to satisfy this property means that if a lot of elements
g ∈ suppµ∗n send x close to y, it is only because x and y are close to points of the
same orbit. The name comes from the theory of hyperbolic diffeomorphisms since when
µ = δg0 , saying that µ satisfies an effective shadowing lemma means that there is some

constant M such that for any large enough K, any n ∈ N and any x, y ∈ Td with
d(gn0 x, y) 6 e−Kn, there are x′, y′ ∈ Td such that d(x, x′), d(y, y′) 6 e−(K−M)n and
gn0 x

′ = y′.

Example 1.3. This is a technical definition but we will see in section 4 a criterion (the
proposition 4.7) that allows to tell if a measure satisfies to an effective shadowing lemma
and we will deduice examples from it.

In particular, we will see in example 4.4 that if b0 ∈ T1 is such that there are C,L ∈ R∗
+

such that for any q ∈ N∗, d(qb0, 0) > C
qL

, then, any borelian probability measure µ on

G whose projection on SLd(Z) is strongly irreducible, proximal and has an exponential
moment and such that F (µ) := {coefficients of b|(a, b) ∈ suppµ} ⊂ {0, b0} satisfies an
effective shadowing lemma.

Moreover, in example 4.6 we will prove that if a1, . . . , aN ∈ SLd(Z) generate a
strongly irreducible and proximal group, then for a.e. b1, . . . , bN ∈ Td, the measure
µ = 1

N

∑N
i=1 δ(ai,bi) satisfies an effective shadowing lemma.

For α ∈]0, 1], we denote by C0,α(Td) the space of α−hölder-continuous functions f on
Td endowed with the norm

‖f‖α := ‖f‖∞ +mα(f)
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where

‖f‖∞ := sup
x

|f(x)| and mα(f) := sup
x 6=y

|f(x)− f(y)|
d(x, y)α

where d is the distance induced by some norm on Rd.
Moreover, for any two borelian probability measures ϑ1, ϑ2 on Td, we denote by

Wα(ϑ1, ϑ2) the Kantorovich-Rubinstein’s distance of ϑ1 and ϑ2 and this is defined by

Wα(ϑ1, ϑ2) := sup
f∈C0,α(Td)
‖f‖α61

∣∣∣∣
∫

fdϑ1 −
∫

fdϑ2

∣∣∣∣

This will allow us to prove the

Theorem 1.4. Let µ be a borelian probability measure on G := SLd(Z)⋉Td that is not
concentrated on SLd(Z) ⋉ Qd/Zd and satisfies an effective shadowing lemma. Note µ0

the projection of µ on SLd(Z) and assume that µ0 is strongly irreducible, proximal and
has an exponential moment.

Denote by P the Markov operator associated to µ.
Then, the Lebesgue’s measure ν on Td is the only P−invariant borelian probability

measure on the torus. Moreover, for any α ∈ ]0, 1], there are C, t ∈ R∗
+ such that for

any f ∈ C0,α(Td) and any n ∈ N,

sup
x∈Td

Wα(µ
∗n ∗ δx, ν) 6 Ce−tn‖f‖α

In particular, for any α−hölder-continuous function f on the torus, there is a continuous
function g such that

f −
∫

fdν = g − Pg and ‖g‖∞ 6 C‖f‖α

Remark 1.5. We don’t know if the function g that we construct in this theorem is hölder-
continuous.

This theorem will allow us to prove a few of the classical results in probability theory
for the sequence (f(Xn)) in the

Theorem 1.6. Under the same assumptions than in theorem 1.4.
Denote, for any continuous function f on the torus, f = f −

∫
fdν and, for any

sequence x = (Xn) ∈ (Td)N,

Snf(x) =
n−1∑

k=0

f(Xk) =
n−1∑

k=0

f(Xk)− n

∫
fdν

Moreover, for any t ∈ [0, 1], set

ξn(t) =
1√
n

(
Sif(x) + n

(
t− i

n

)
f(Xi)

)
for

i

n
6 t 6

i+ 1

n
and 0 6 i 6 n− 1

Then, for any continuous function f on the torus and any x ∈ Td,

Snf(x)

n
−→ 0 Px − a.e.
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Moreover, for any α ∈]0, 1] there is t ∈ R∗
+ such that for any ε ∈]0, 1] there is a constant

C such that for any α−hölder-continuous function f on the torus, any x ∈ Td and any
n ∈ N,

Px

({
x ∈ XN

∣∣∣|Snf(x)| > nε‖f‖α
})

6 Ce−tε2n

Finally, set

σ2(f) :=

∫

Td

g2 − (Pg)2dν

and then,

(1) If σ2(f) 6= 0 then for any bounded continuous F : C0([0, 1]) → R and any x ∈ Td,

ExF (ξn) −→ EF (Wσ2) and
1

lnn

n∑

k=1

1

k
F (ξk) −→ EF (Wσ2) Px − a.e.

Where Wσ2 denotes Wiener’s measure of variance σ2.
And for any continuous function ϕ on R such that t2ϕ(t) is bounded and for

any x ∈ Td,

1

lnn

n∑

k=1

1

k
ϕ

(
Skf(x)√

k

)
−→ Eϕ(Wσ2(1)) Px − a.e.

(2) If σ2(f) = 0 then for any x ∈ Td and any n ∈ N, Snf ∈ L∞(Px) and

‖Snf‖L∞(Px) 6 2C‖f‖α
Remark 1.7. The two convergences of (F (ξn)) in point (1) are respectively called func-
tional central limit theorem (FCLT) and almost-sure functional central limit theorem
(ASFCLT). There is no obvious link between the convergence in law of (F (ξn)) and the
a.e. convergence of it’s logarithmic average (see [BC01] for a criterion). However, note
that we have to take a logarithmic mean because of the arc sine law.

Remark 1.8. The FCLT and the ASFCLT have many corollaries such as the cental
limit theorem and the almost sure central limit theorem (taking Fϕ(ξ) = ϕ(ξ(1)) for
any continuous and bounded function ϕ on R), the law of the iterated logarithm (see

theorem 2.4 in [Cha96]), a control of
maxk∈[0,n] Skf(x)√

n
(taking F (ξ) := supt∈[0,1] ξ(t)), or

an estimation of σ2(f) (taking ϕ(x) = x2).

Before we continue, we give an example where there is a non-constant function f such
that σ2(f) = 0.

Example 1.9. Let

A =

(
2 1
1 1

)
and B =

(
0 1
−1 0

)

Then, the subgroup spanned by A and B is strongly irreducible and proximal.
Let b0 ∈ T1 \Q/Z be a diophantine number1, b = (b0, 0) and µ = 1

2δ(A,b) +
1
2δ(BA,Bb).

Then, according to proposition 4.7, the measure µ satisfies to the assumptions of
theorem 1.4.

1There are C,L ∈ R∗
+ such that for any q ∈ N∗, d(qb0, 0) > Cq−L.
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Let g be the function defined for any x ∈ T2 by g(x) = d(x, 0). We made everything
so that for any x ∈ T2, g(Bx) = g(x).

Then, for any x ∈ T2,

Pg(x) =
1

2
g(Ax+ b) +

1

2
g(BAx+Bb) = g(Ax+ b)

And, ∫

X

|Pg(x)|2dν(x) =
∫

X

|g(Ax + b)|2dν(x) =
∫

X

|g(x)|2dν(x)

Moreover, if we set f = g− Pg, then, we just saw that σ2(f) =
∫
g2 − (Pg)2dν = 0 and

for any x ∈ X, n ∈ N and any (g1, . . . gn) ∈ {(A, b), (BA,Bb)}n, we have that

g(gn+1 . . . g1x) = g(Agn . . . g1x+ b)

And so,

n−1∑

k=0

f(gk . . . g1x) = g(x) − g(gn . . . g1x) +

n−1∑

k=0

g(gk+1 . . . g1x)− g(Agk . . . g1x+ b)

= g(x) − g(gn . . . g1x)

This proves that for any x ∈ X, the sequence (
∑n−1

k=0 f(gk . . . g1x)) is bounded in L∞(Px).

The results in section 3 of [Boy16] actually prove that this example is really general.

We will see in sub-section 1.3 that theorem 1.6 is a quite general corollary of theo-
rem 1.4 since we can easily study functions f on the torus that writes f = g−Pg+

∫
fdν

with g continuous and theorem 1.4 precisely says that any holder-continuous function
can be written in this way.

Therefore, the main point of this article is the proof of theorem 1.4. To do so, we
use the same method as Bourgain, Furmann, Lindenstrauss and Mozes. In section 2, we
prove that the only obstacle in the equidistribution of the measure µ∗n ∗ ϑ is the lower
regularity of ϑ i.e. the existence of points x such that for some r depending on n,

ϑ(B(x, r)) > rε

In particular, if µ∗n+m ∗ ϑ is far from Lebesgue’s measure then there has to be points x
such that

µ∗m ∗ ϑ(B(x, r)) > rε

Then, our assumptions that µ satisfies an effective shadowing lemma and that suppµ
is not a subset of SLd(Z) ⋉ Qd/Zd will allow us to prove in section 3 that this cannot
happen when r ≪ e−m ≪ rε.

The precise proof of the theorem is in subsection 1.2.

Finally, in section 4, we prove proposition 4.7 that is a criterion that shows that under
some diophantine conditions on the translations in it’s support, a measure satisfies an
effective shadowing lemma and we will use this criterion to produce examples of such
measures.

In the appendix, we state results on the products of random matrices in the case
where the action is not irreducible and that we use in section 3.
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1.1. Some kind of diophantine assumption is necessary. We already said (and
we will prove in section 4) that a way to guarantee that a measure satisfies an affective
shadowing lemma is to require diophantine conditions on the coefficients of the trans-
lations of it’s support. In this sub-section, we prove that this kind of assumptions is
indeed necessary to get theorem 1.4.

Proposition 1.10. Let a, b ∈ SLd(Z) and v ∈ Td. Set µ = 1
2δ(a,0) +

1
2δ(b,v).

Assume that for some α ∈]0, 1], there are C, t ∈ R∗
+ such that for any α−hölder-

continuous function f on the torus and any n ∈ N,

sup
x∈Td

∣∣∣∣P
nf(x)−

∫
fdν

∣∣∣∣ 6 Ce−tn‖f‖α

Then, there are constants C0, L ∈ R∗
+ such that for any rational point p

q ∈ Qd/Zd,

d

(
v,

p

q

)
>

C0

qL

Proof. For q ∈ N∗ and x ∈ Td, we set Xq =
1
qZ

d/Zd and

fq(x) = 1−min
(
1, q2αd(x,Xq)

α
)

This function is chosen so that it takes the value 1 on 1
qZ

d/Zd, it vanishes on the

complementary of the 1
q2−neighborhood of 1

qZ
d/Zd and it is hölder-continuous with

‖fq‖α 6 q2α.
In particular, we have that, for some constant C depending only on d (and on the

distance on Td), ∫
fqdν 6

∑

p
q
∈ 1

q
Zd/Zd

ν

(
B

(
p

q
,
1

q2

))
6

C

qd

Moreover, for µ⊗N−a.e. ((an, bn)), we have that
∣∣∣∣∣fq
(

n∑

k=1

an . . . ak+1bk

)
− 1

∣∣∣∣∣ 6 ‖fq‖αd
(

n∑

k=1

an . . . ak+1bk,Xq

)α

6
eαMn

(eM − 1)α
d(v,Xq)

αq2α

where we noted eM = max(‖A‖, ‖B‖). Indeed, for any p
q ∈ Xq, we have that fq(p/q) = 1

and
∑n

k=1 an . . . ak+1bk can be written Dv where D is a matrix with integer coefficients

and ‖D‖ 6
∑n

k=1 ‖an . . . ak+1‖ 6
∑n

k=1 e
M(n−k). This proves that for any n ∈ N,

|Pnfq(0) − 1| =
∣∣∣∣
∫

G

fq(b)dµ
∗n(a, b) − 1

∣∣∣∣ 6
eαMn

(eM − 1)α
d(v,Xq)

αq2α

But, by assumption, we also have that
∣∣∣∣P

nfq(0)−
∫

fqdν

∣∣∣∣ 6 Ce−tn‖fq‖α 6 Ce−tnq2α
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So, this proves that for any n, q ∈ N∗,

1− C

qd
− Ce−tnq2α 6

eαMn

(eM − 1)α
d(v,Xq)

αq2α

Thus, for any p ∈ Zd, any q ∈ N∗ such that qd > 4C and any n such that Ce−tn 6 q−2α/4,
we have that

d

(
v,

p

q

)
>

eM − 1

21/αeMnq2

In particular, for n = ⌊1t ln(4Cq2α)⌋ + 1, we find that, for some constant C ′ depending
only on M,α, t, C,

d

(
v,

p

q

)
>

C ′

q2+2αM/t

And this is what we intended to prove. �

Remark 1.11. We can prove the same kind of results for rates more general than Ce−tn

and this shows that even convergences slower than exponential require some kind of
diophantine assumption.

1.2. Proof of theorem 1.4 given the results of sections 2 and 3. Let α ∈]0, 1]
and ε ∈ R∗

+.
According to theorem 2.1 there are constants c0, ε

′ ∈ R∗
+ with ε′ < ε such that for

any ϑ ∈ M1(Td), any t ∈]0, 1] and any n ∈ N with n > c0(1 + |ln t|),

Wα (µ
∗n ∗ ϑ, ν) > t ⇒ ϑ

({
x ∈ Td

∣∣∣ϑ(B(x, r)) > rε
})

> tc0

where

r = e−(Λ1+ε′)n

(
t

16

)1/α

In particular, for any m,n ∈ N, any ϑ ∈ M1(Td) any t ∈ R∗
+ small enough and any C

large enough,

Wα

(
µ∗n+m ∗ ϑ, ν

)
> Ce−tn ⇒ µ∗m ∗ ϑ

({
x ∈ Td

∣∣∣µ∗m ∗ ϑ(B(x, r)) > rε
})

>
(
Ce−tn

)c0

for

r =
e−(Λ1+ε′−δ/α)n

161/α

But, since the measure satsfies to an effective shadowing lemma, according to proposi-
tion 3.1, there are C1, C2, t0, L ∈ R∗

+ such that for any x, y ∈ Td, any m ∈ N and any

r ∈ R∗
+ with r 6 C1e

−Lm,

µ∗m ({g ∈ G|d(gx, y) 6 r}) 6 C2e
−t0m

And so, to get a contradiction, we only need to assume that

r =
e−(Λ1+ε′−δ/α)n

161/α
6 C1e

−Lm and rε =
e−ε(Λ1+ε′−δ/α)n

16ε/α
> C2e

−t0m

And this is always possible for n = Km with K ∈ N large enough and ε small enough.
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We just proved that there are C, t ∈ R∗
+ and K ∈ N∗ such that for any borelian

probability measure ϑ on Td and any m ∈ N,

Wα

(
µ∗(K+1)m ∗ ϑ, ν

)
6 Ce−tm

Let n ∈ N and let m,L ∈ N be such that n = (K + 1)m+ L and 0 6 L < K + 1. Then,

Wα (µ
∗n ∗ ϑ, ν) 6 Wα

(
µ∗(K+1)m ∗ µ∗L ∗ ϑ, ν

)
6 Ce−tm = Ce−

t
K+1

(n−L)

6 Cete−tn/(K+1)

And this finishes the proof of the first part of the theorem.

In particular, with ϑ = δx for some x ∈ Td, we get that for any α−hölder-continuous
function f on Td and any x ∈ Td,

∣∣∣∣P
nf(x)−

∫
fdν

∣∣∣∣ 6 Ce−tn‖f‖α

Let f be an α−hölder-continuous function on Td. Set, for any n ∈ N,

gn =

n−1∑

k=0

P kf −
∫

fdν

Then,

(Id − P )gn = f −
∫

fdν −
(
Pnf −

∫
fdν

)

And so,

lim
n

gn − Pgn = f −
∫

fdν

Moreover, the series is normally convergent since

∑

n

∥∥∥∥P
nf −

∫
fdν

∥∥∥∥
∞

6
C

1− e−t
‖f‖α

And so, the function g = limn gn exists, is continuous and satisfies

g − Pg = f −
∫

fdν and ‖g‖∞ 6
C

1− e−t
‖f‖α

Now, let ϑ be a P−invariant borelian probability measure on Td. Then, for any
hölder-continuous function f ,

∫
fdϑ =

∫
Pnfdϑ −−−−−→

n→+∞

∫
fdν

Where we first used the P−invariance of ϑ and then the dominated convergence theorem
since for any x ∈ Td, limn P

nf(x) =
∫
fdν according to the first part of the proof. And,

finally, as the hölder-continuous functions are dense in the space of continuous functions
on the torus, this proves that ϑ = ν and so, ν is the unique P−invariant borelian
probability measure on Td.



10 JEAN-BAPTISTE BOYER

1.3. Proof of theorem 1.6.

Proof of the law of large numbers. This result is a consequence of the uniqueness of the
P−invariant borelian probability measure seen in theorem 1.4. Indeed, if we manage
to prove that for any x and Px−a.e. x = (Xn) ∈ (Td)N, the accumulation points of

νn,x := 1
n

∑n−1
k=0 δXk

are P−invariant, we will get that they have to be the Lebesgue’s
measure and so, for any continuous function f on the torus,

1

n

n−1∑

k=0

f(Xk) −→
∫

fdν Px − a.e.

For any continuous function f on the torus, we can compute,

∫
fdνn,x −

∫
Pfdνn,x =

1

n

n−1∑

k=0

f(Xk)−
1

n

n−1∑

k=0

Pf(Xk)

=
1

n

n−1∑

k=0

f(Xk+1)− Pf(Xk) +
1

n
(f(X0)− f(Xn))

But, Mn =
∑n−1

k=0 f(Xk+1)−Pf(Xk) is a martingale with bounded increments so 1
nMn −→

0 a.e. and as f is bounded, we also have that 1
n(f(X0)− f(Xn)) −→ 0 in L∞(Px).

Thus, we just proved that for any x ∈ Td and any continuous function f on Td, there
is Xf ⊂ (Td)N such that Px(Xf ) = 1 and for any x ∈ Xf ,

lim
n

∫
fdνn,x −

∫
Pfdνn,x = 0

Let (fi) be a dense sequence in C0(Td) and X∞ = ∩iXfi . Then, Px(X∞) = 1 and for
any x ∈ X∞ and any i ∈ N,

lim
n

∫
fidνn,x −

∫
Pfidνn,x = 0

So, as the sequence (fi) is dense, we get that for any continuous function f on Td and
any x ∈ X∞,

lim
n

∫
fdνn,x −

∫
Pfdνn,x = 0

This proves that for any x ∈ X∞, the accumulation points of (νn,x) are P−invariant and
so they are equal to ν and this proves the law of large numbers. �

To prove the remaing part of the theorem, we are going to use Gordin’s method and
deduce the non-concentration inequality, the FCLT and the ASFCLT from these results
for martingales. Indeed, according to theorem 1.4, for any α ∈]0, 1], there is a constant
C such that for any α−hölder-continuous function f on the torus there is a continuous
function g such that

f −
∫

fdν = g − Pg and ‖g‖∞ 6 C‖f‖α
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Set, for x = (Xn) ∈ XN,

Snf(x) =

n−1∑

k=0

f(Xk)− n

∫
fdν and Mn =

n−1∑

k=0

g(Xk+1)− Pg(Xk)

Then,

Snf(x) = Mn + g(X0)− g(Xn)

And Mn is a martingale with bounded increments.

Proof of the non-concentration inequality. For any n ∈ N, we have that

|Mn| > |Snf(x)| − 2‖g‖∞ > |Snf(x)| − 2C‖f‖α
So, using Azuma-Hoeffding’s inequality, if nε > 2C, we get that

In(x) : = Px (|Snf(x)| > nε‖f‖α) 6 Px (|Mn| > (nε− 2C)‖f‖α)

6 2 exp

(−(nε− 2C)2‖f‖2α
2n(2C‖f‖α)2

)
= 2exp

(
− nε2

8C2
+

ε

4C
− 1

2n

)

And this finishes the proof of this point. �

Proof of points 1 and 2. As the function g is bounded, the sequence (Snf(x) − Mn) is
bounded in L∞(Px) and so it is clear that to prove the FCLT and the AEFCLT, it is
enough to study the martingale Mn (that has bounded increments). But, according to
the functional central limit theorem for martingales (see corollary 4.1 in [HH80]) and
it’s almost sure extension (see [Cha96]), it is enough to prove the a.e. convergence of
the variance (when the limit doesn-t vanish). But, for any n ∈ N∗,

1

n

n−1∑

k=0

Ex

[
|Mk+1 −Mk|2

∣∣∣X0, . . . ,Xk

]
=

1

n

n−1∑

k=0

Ex

[
|g(Xk+1)− Pg(Xk)|2

∣∣∣X0, . . . ,Xk

]

=
1

n

n−1∑

k=0

P (g2)(Xk)− (Pg(Xk))
2

So, according to the law of large numbers that we already proved and applied to the
continuous function P (g2)− (Pg)2,

1

n

n−1∑

k=0

Ex

[
|Mk+1 −Mk|2

∣∣∣X0, . . . ,Xk

]
−→ σ2(f) :=

∫
g2 − (Pg)2dν Px − a.e.

(We used the P−invariance of ν to get that
∫
P (g2)dν =

∫
g2dν).

And this proves point 1 since we suppose in it that σ2(f) 6= 0.

To conclude, remark that, using the G−invariance of ν, we can compute
∫

G

∫

X

|g(γx)− Pg(x)|2 dν(x)dµ(γ) =
∫

G

∫

X

g(γx)2 + g(x)2 − 2Pg(x)g(γx)dν(x)dµ(γ)

= 2

∫

X

g2 − (Pg)2dν = 2σ2(f)
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And so, if σ2(f) = 0, then, as g is continuous, we get that for any γ ∈ suppµ and any
x ∈ Td, g(γx) = Pg(x). This proves that for any n ∈ N, Mn = 0 Px−a.e. and so,
Snf(x) = g(X0)− g(Xn). Thus, for any x ∈ Td, Snf ∈ L∞(Px) and

sup
x∈Td

sup
n∈N

‖Snf‖L∞(Px) 6 2‖g‖∞ 6 2C‖f‖α

This inequality finishes the proof of point 2. �

2. The non-equidistribution comes from the lower regularity of the

measure

Like Bourgain, Furmann, Lindenstrauss and Mozes did for the linear random walk on
the torus, we are going to prove in this section that if the measure µ∗n ∗ ϑ is far from
being equidistributed, it is only because of atoms i.e. of points x ∈ Td such that

ϑ(B(x, r)) > rε

for some r ∈ R∗
+ depending on n.

More specifically, the aim of this section is to prove the

Theorem 2.1. Let µ be a borelian probability measure on SLd(Z) ⋉ Td. Denote by µ0

the projection of µ on SLd(Z) and assume that µ0 is strongly irreducible, proximal and
has an exponential moment. Let λ1 ∈ R∗

+ be the largest Lyapunov exponent of µ0 (see
appendix A).

Then for any α ∈ ]0, 1] and any ε ∈ R∗
+, there is c0, ε

′ ∈ R∗
+ with ε′ < ε such that for

any ϑ ∈ M1(Td), any t ∈ ]0, 1] and any n ∈ N with n > c0(1 + |ln t|),

Wα (µ
∗n ∗ ϑ, ν) > t ⇒ ϑ

({
x ∈ Td

∣∣∣ϑ(B(x, r)) > rε
})

> tc0

Where we set

r = e−(λ1+ε′)n

(
t

16

)1/α

In the case of the linear random walk, this statement is a reformulation of an inter-
mediate result (propositions 7.1 and 7.2) of [BFLM11]. We could prove it for the affine
random walk just like they do for the linear one that is to say, by studying, for any
borelian probability measure ϑ on Td, the set of Fourier-coefficients of µ∗n ∗ ϑ and by
remarking that for any c ∈ Zd,

µ̂∗n ∗ ϑ(c) =
∫

Td

∫

SLd(Z)⋉Td

e2iπ〈c,ax+b〉dµ∗n(a, b)dν(x)

=

∫

SLd(Z)⋉Td

e2iπ〈c,b〉ϑ̂(tac)dµ∗n(a, b)

And so,
∣∣∣µ̂∗n ∗ ϑ(c)

∣∣∣ 6
∫

SLd(Z)⋉Td

∣∣∣ϑ̂(tac)
∣∣∣ dµ∗n(a, b) =

∫

SLd(Z)

∣∣∣ϑ̂(tac)
∣∣∣ dµ∗n

0 (a)

Where we recall that we denoted by µ0 the projection of µ onto SLd(Z).



ON THE AFFINE RANDOM WALK ON THE TORUS 13

Thus, if
∣∣∣µ̂∗n ∗ ϑ(c)

∣∣∣ > t, then for many a, we also have that
∣∣∣ϑ̂(tac)

∣∣∣ > t and this is

the key remark in the proof of BFLM.

Instead, we are going to see that this result can also be obtained as a corollary of the
one of BFLM for the linear walk : at first, we are going to prove that their result gives
informations on the spectral radius of the operator P in Lp(Td, ν) (even for the affine
random walk) and then, that this implies the theorem.

2.1. Spectral gap in Lp(Td). LetG be a second countable locally compact group acting
measurably on a standard borelian space X endowed with a G−invariant probability
measure ν.

Let µ be a borelian probability measure on G and P the Markov operator associated
to µ. This is the operator defined for any non-negative borelian function f on X and
any x ∈ X by

Pf(x) =

∫

G

f(gx)dµ(g)

As ν is a G−invariant probability measure, it is clear that for any p ∈ [1,+∞], 1 ∈
Lp(X, ν) and P1 = 1. Moreover, we can prove, using Jensen’s inequality that ‖P‖p = 1.
So, we note, for any p ∈]1,+∞],

Lp
0(X, ν) :=

{
f ∈ Lp(X, ν)

∣∣∣∣
∫

fdν = 0

}

and ρp the spectral radius of P in Lp
0(X, ν). We say that P has a spectral gap in Lp

0(X, ν)
(or, by abuse of notations in Lp(X, ν)) if ρp < 1.

In the sequel, we will need a more flexible tool than the spectral gap. This is why,
for any P−invariant subspace H of Lp(X, ν) endowed with a norm ‖ . ‖H such that
P is continuous on (H, ‖ . ‖H) and the injection of (H, ‖ . ‖H) into (Lp, ‖ . ‖p) is also
continuous, we set

κ(µ,H,Lp (X, ν)) := − ln lim sup
n→+∞

sup
f∈H\{0}

(‖Pnf‖p
‖f‖H

)1/n

Remark 2.2. The sequence
(
supf∈H\{0}

‖Pnf‖p
‖f‖H

)
is not sub-multiplicative in general so

it may converge to 0 only at polynomial rate and in this case, we would have that
κ(µ,H,Lp (X, ν)) = 0. This is impossible if H = Lp(X) because in this case, if it
converges to 0, it has to be at exponential rate.

With this definition, if (H, ‖ . ‖H) = (Lp(X, ν), ‖ . ‖p), then e−κ(µ,H,Lp(X,ν)) = ρp and,
for any (H, ‖ . ‖H), we have, since the inclusion of H into Lp(X, ν) is supposed to be
continuous,

κ(µ,H,Lp (X, ν)) > − ln ρp

In particular, when H is a subset of L∞(X, ν), we can define and study the function
(p 7→ κ(µ,H,Lp (X, ν))).
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Remark 2.3. Remind that, according to Hölder’s inequality, for any 1 6 p 6 p′ and any
function f ∈ L∞(X, ν) with ‖f‖∞ 6 1,

‖f‖p′p′ =
∫

X

|f |p′dν 6

∫

X

|f |pdν = ‖f‖pp and ‖f‖p 6 ‖f‖p′

So, we get that the function (p 7→ κ(µ,H,Lp (X, ν))) is decreasing whereas the function
(p 7→ pκ(µ,H,Lp (X, ν))) is non-decreasing.

In the same way that we defined Lp
0(T

d), we set

C0,α
0 (Td) :=

{
f ∈ C0,α(Td)

∣∣∣∣
∫

fdν = 0

}

The definition of the function κ is made to get the

Proposition 2.4. Let µ be a strongly irreducible and proximal probability measure on
SLd(Z) having an exponential moment.

Then, for any α ∈]0, 1] small enough,

lim
p→+∞

p κ
(
µ, C0,α

0

(
Td
)
,Lp

(
Td, ν

))
= λ1d

This theorem implies in particular that for any ε ∈ R∗
+, there are p ∈ N and C ∈ R+

such that for any n ∈ N and any f ∈ C0,α
0 (Td),

‖Pnf‖Lp(Td) 6 Ce−(λ1d−ε)n/p‖f‖α

Proof. First of all, since µ has an exponential moment, for any α ∈]0, 1] small enough,
any f ∈ C0,α(Td) and any x ∈ Td,

|Pf(x)| 6 ‖f‖∞
and for any y ∈ Td,

|Pf(x)− Pf(y)| 6
∫

G

|f(gx)− f(gy)|dµ(g) 6 ‖f‖α
∫

G

d(gx, gy)αdµ(g)

6 ‖f‖αd(x, y)α
∫

G

‖g‖αdµ(g)

So, Pf is α−hölder-continuous and P is a continuous operator on C0,α
0 (Td).

According to the result of Bourgain, Furmann, Lindenstrauss and Mozes in [BFLM11]
(that we use as stated in proposition 4.5 in [Boy16]), we have that for any α ∈]0, 1] and
any ε ∈ R∗

+, there is a constant C such that for any n ∈ N, any t ∈]0, 1] with n > −C ln t

and any f ∈ C0,α(Td) with
∫
fdν = 0,

{x||Pnf(x)| > t‖f‖α} ⊂
⋃

p
q
∈Qd/Zd

q6Ct−C

B

(
p

q
, e−(λ1−ε)n

)
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In particular, for any L ∈ N∗,
∫

|Pnf |Ldν 6 (t‖f‖α)L + ν ({x||Pnf(x)| > t‖f‖α}) ‖f‖L∞

6

(
tL + (Ct−C)de−(λ1−ε)dn

)
‖f‖Lα

And so, taking t = e−δn with δ ∈ R∗
+ small enough and L ∈ N large enough, we find

that for some constant C,
∫

|Pnf |Ldν 6 Ce−(λ1−2ε)dn‖f‖Lα

And this proves (reminding that the limit exists according to remark 2.3) that

lim
p

p κ
(
µ, C0,α

0

(
Td
)
,Lp

(
Td, ν

))
> λ1d

We are now going to prove the other inequality. Let δ ∈]0, 1/4], f ∈ C∞(Td) such that
f = 1 on B(0, δ), ‖f‖∞ 6 1 and

∫
f = 0.

Then, for any ε ∈ R∗
+ and any x ∈ B(0, e−(λ1+ε)nδ), we have that

Pnf(x) =

∫

G

1‖g‖6e(λ1+ε)nf(gx)dµ∗n(g) +
∫

G

1‖g‖>e(λ1+ε)nf(gx)dµ∗n(g)

= µ∗n
({

g
∣∣∣‖g‖ 6 e(λ1+ε)n

})
+

∫

G

1‖g‖>e(λ1+ε)nf(gx)dµ∗n(g)

> 1− 2µ∗n
({

g
∣∣∣‖g‖ > e(λ1+ε)n

})

But, according to theorem A.5, there are C, t ∈ R∗
+ such that

µ∗n
({

g
∣∣∣‖g‖ > e(λ1+ε)n

})
6 Ce−tn

And so, for n ∈ N large enough, we have that for any x ∈ Td,

|Pnf(x)| >
(
1− 2Ce−tn

)
1B(0,e−(λ1+ε)nδ)(x)

In particular, for any L ∈ N,
∫

|Pnf(x)|Ldν >
(
1− 2Ce−tn

)L
ν(B(0, e−(λ1+ε)nδ)) =

(
1− 2Ce−tn

)L
e−(λ1+ε)dnδd

And this proves that

lim
p

p κ
(
µ, C0,α

0

(
Td
)
,Lp

(
Td, ν

))
6 λ1d

And this finishes the proof of the proposition. �

We are now going to extend the previous result to measures on SLd(Z)⋉Td by proving
the

Corollary 2.5. Let µ be a borelian probability measure on G := SLd(Z) ⋉ Td. Let µ0

be the projection of µ onto G0 := SLd(Z) and assume that µ0 is strongly irreducible,
proximal and has an exponential moment.
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Then, for any α ∈]0, 1] small enough,

lim
p→+∞

p κ
(
µ, C0,α

0

(
Td
)
,Lp

(
Td, ν

))
> λ1d

Remark 2.6. Theorem 1.4 actually proves that for any measure µ satisfying it’s assump-
tions we have that for any f ∈ C0,α(Td) with

∫
fdν = 0, any n ∈ N and any p ∈ N∗,

∫
|Pnf |pdν 6 Cpe−tpn‖f‖pα

And so, for any p ∈ [1,+∞[,

κ
(
µ, C0,α

0

(
Td
)
,Lp

(
Td, ν

))
> t

And, in particular,

lim
p→+∞

p κ
(
µ, C0,α

0

(
Td
)
,Lp

(
Td, ν

))
= +∞

We are going to prove this result in three steps. First, we are going to prove it for
trigonometric functions, then, for regular ones and last, for hölder-continuous functions.

Lemma 2.7. Let µ be a borelian probability measure on G and µ0 it’s projection on G0.
Denote by P the Markov operator associated to µ and by P0 the one associated to µ0.

Then, for any c ∈ Zd, any n ∈ N and any L ∈ N,
∫

Td

|Pnec|2Ldν 6

∫

Td

|Pn
0 ec|2Ldν

Where, for c ∈ Zd, ec is the function defined for x ∈ Td by

ec(x) := e2iπ〈c,x〉

Proof. Using Fubini’s theorem, we can make the following computation
∫

X

|Pn
0 ec(x)|2Ldν(x) =

∫

X

(Pn
0 ec(x))

L(Pn
0 f(x))

Ldν(x)

=

∫

X

∫

G2L

ec(a1x) . . . ec(aLx)ec(aL+1x) . . . ec(a2Lx)dµ
∗n
0 (a1) . . . dµ

∗n
0 (a2L)dν(x)

=

∫

G2L

∫

X

e2iπ〈c,(a1+···+aL−(aL+1+···+a2L))x〉dν(x)dµ∗n
0 (a1) . . . dµ

∗n
0 (a2L)

=

∫

G2L

1{t(a1+···+aL−(aL+1+···+a2L))c=0}dµ
∗n
0 (a1) . . . dµ

∗n
0 (a2L)

Doing the same kind of computations for the measure µ, and noting, to simplify nota-

tions, for (a1, b1), . . . , (a2L, b2L) ∈ suppµ, aji = ai + · · · + aj and bji = bi + · · · + bj , we
find that∫

X

|Pnec|2Ldν =

∫

G2L

e2iπ〈c,b
L
1 −b2LL+1〉1{t(aL1 −a2LL+1)c=0}dµ

∗n(a1, b1) . . . dµ
∗n(a2L, b2L)

6

∫

G2L

1{t(aL1 −a2LL+1)c=0}dµ
∗n
0 (g1) . . . dµ

∗n
0 (g2L) =

∫

X

|Pn
0 ec|2Ldν
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Where the last inequality comes from the first part of the proof and precisely gives what
we intended to prove. �

For s ∈ R∗
+, we denote by Hs(Td) the Sobolev space of exponent s.

Lemma 2.8. With the same assumptions than in corollary 2.5, for any s ∈ R∗
+ large

enough and any ε ∈ R∗
+, there is L ∈ R+ such that for any f ∈ Hs(Td) and any n ∈ N,

∫ ∣∣∣∣P
nf −

∫
fdν

∣∣∣∣
2L

dν 6 Ce−(λ1d−ε)n‖f‖2LHs(Td)

Proof. Let f ∈ Hs(Td). Then, by definition, we can expand f in Fourier series : f =
∑

c∈Zd f̂(c)ec with ‖f‖Hs :=
(∑

c∈Zd(1 + ‖c‖2)s/2|f̂(c)|2
)1/2

< +∞ and so, for any

L ∈ N∗,

(∫

Td

|Pnf |2Ldν
)1/2L

6
∑

c∈Zd

|f̂(c)|
(∫

Td

|Pnec|2Ldν
)1/2L

Using the previous lemma and proposition 2.4, we get that for any ε ∈ R∗
+, there is

L ∈ R+ such that for any c ∈ Zd \ {0},
∫

Td

|Pnec(x)|2Ldν(x) 6 Ce−(λ1d−ε)n‖c‖2L

Combining this inequality with the previous one, we get that for any f ∈ Hs(Td) with

f̂(0) =
∫
fdν = 0,

(∫

Td

|Pnf |2Ldν
)1/2L

6 C1/2Le−(λ1d−ε)n/2L
∑

c∈Zd\{0}
|f̂(c)|‖c‖ 6 C ′e−(λ1d−ε)n/2L‖f‖Hs

For some constant C ′ depending on d, s, µ, L but non on f . �

End of the proof of corollary 2.5. According to Jackson-Bernstein’s lemma, for any α ∈
]0, 1] and any s ∈ R+ large enough, there is a constant C such that for any f ∈ C0,α(Td),
there is a sequence (fm) ∈ Hs(Td)N such that for any m ∈ N∗,

∫
fdν =

∫
fmdν, ‖f − fm‖∞ 6

C

mα
‖f‖α and ‖fm‖Hs 6 Cm‖f‖α

This implies that for any x ∈ Td and any m,n ∈ N∗,

|Pnfm(x)| > |Pnf(x)| − C

mα
‖f‖α
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Let ε ∈ R∗
+, m ∈ N∗ and t = 2C

mα . Then, using the equality t − C/mα = t/2 and
lemma 2.8, we get that∫

|Pnf |2Ldν 6 (t‖f‖α)2L + ν ({|Pnf | > t‖f‖α}) ‖f‖2L∞

6

(
t2L + ν

({
|Pnfm| >

(
t− C

mα

)
‖f‖α

}))
‖f‖2Lα

6

(
t2L +

(
2

t‖f‖α

)2M ∫
|Pnfm|2Mdν

)
‖f‖2Lα

6

(
t2L +

(
2

t‖f‖α

)2M

C2Mm2Me−(λ1d−ε)n‖f‖2Mα

)
‖f‖2Lα

So, for m = eδn, we get that for some constant C ′,∫
|Pnf |2Ldν 6 C ′

(
e−δα2Ln + eδ(1+α)2Mn−(λ1d−ε)n

)
‖f‖2Lα

And so, for δ small enough and L large enough, we get that∫
|Pnf |2Ldν 6 Ce−(λ1d−2ε)n‖f‖2Lα

And this is what we intended to prove. �

2.2. Equidistribution, lower regularity and spectral gap. In this subsection, we
finish the proof of theorem 2.1 by studying the link between equidistribution and the
lower regularity of the measure when the spectral gap is large.

Lemma 2.9. Under the same assumptions as in theorem 2.1, for any ε ∈ R∗
+, there are

C, t ∈ R∗
+ such that for any x, y ∈ Td, any f ∈ C0,α(Td) and any n ∈ N,

|Pnf(x)− Pnf(y)| 6
(
eα(λ1+ε)nd(x, y)α + Ce−tn

)
‖f‖α

Proof. Let’s compute, for any x, y ∈ Td, n ∈ N, f ∈ C0,α(Td) and ε ∈ R∗
+,

|Pnf(x)− Pnf(y)| =
∣∣∣∣
∫

G

f(gx)− f(gy)dµ∗n(g)

∣∣∣∣

6

∫

G

1‖g‖6e(λ1+ε)n |f(gx)− f(gy)|dµ∗n(g)

+

∫

G

1‖g‖>e(λ1+ε)n |f(gx)− f(gy)|dµ∗n(g)

6 mα(f)

∫

G

1‖g‖6e(λ1+ε)nd(gx, gy)αdµ∗n(g)

+ 2‖f‖∞µ∗n
({

g ∈ G

∣∣∣‖g‖ > e(λ1+ε)n
})

6

(
d(x, y)αeα(λ1+ε)n + 2µ∗n

({
g ∈ G

∣∣∣‖g‖ > e(λ1+ε)n
}))

‖f‖α
Where we used the fact that for any x, y ∈ Td and any g ∈ G,

d(gx, gy) 6 ‖g‖d(x, y)
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To conclude, we use theorem A.5 and we get that there are C, t ∈ R∗
+ such that

µ∗n
({

g ∈ G

∣∣∣‖g‖ > e(λ1+ε)n
})

6 Ce−tn �

We are now ready to prove theorem 2.1.
The idea of the proof is that if we have some point x0 of the torus such that |Pnf(x0)| >

t, then, on a neighborhood B(x0, r) for r ≈ e−λ1n we also have that |Pnf(x)| ≈ t. But,
the control on κ(µ, C0,α,Lp) implies that ν(x||Pnf(x)| > t) ≈ e−λ1dn and so, we have
that ν(x||Pnf(x)| > t) ≈ e−λ1dn ≈ ν(B(x0, r)) and this proves that {x||Pnf(x)| > t}
cannot be much bigger than B(x0, r).

Proof of theorem 2.1. Let α, t ∈]0, 1], ϑ ∈ M1(Td) and n ∈ N. As, for any 0 < α′ < α

the inclusion of C0,α(Td) into C0,α′

(Td) is continuous, we may assume without any loss
of generality that α is small enough so that corollary 2.5 holds.

Assume that Wα(µ
∗n ∗ ϑ, ν) > t.

By definition, there is f ∈ C0,α(Td) with ‖f‖α 6 1 and such that
∣∣∣∣
∫

Pnfdϑ−
∫

fdν

∣∣∣∣ >
t

2

We can assume without any loss of generality that
∫
fdν = 0 and ‖f‖α 6 2. And this

proves that ∫

Td

|Pnf(x)|dϑ(x) >
∣∣∣∣
∫

Td

Pnf(x)dϑ(x)

∣∣∣∣ >
t

2

We set, for any n ∈ N and t ∈]0, 1],

Xn,t :=
{
x ∈ Td

∣∣∣|Pnf(x)| > t
}

Then, using that ‖Pnf‖∞ 6 ‖f‖∞ 6 2, we find that

t

2
6

∫

X

|Pnf(x)|dϑ(x) 6 t

4
+ 2ϑ

(
Xn,t/4

)

And so,

ϑ
(
Xn,t/4

)
>

t

8
Moreover, according to lemma 2.9, for any ε2 ∈ R∗

+, there are C, t0 ∈ R∗
+ such that for

any x ∈ Xn,t/4 and any y ∈ Td, we have that

|Pnf(y)| > t

4
− eα(λ1+ε2)nd(x, y)α − Ce−t0n >

t

8
− eα(λ1+ε2)nd(x, y)α

Since we can take c0 so large that Ce−t0n 6 t
8 for n > c0(1 + | ln t|).

In particular, noting r = e−(λ1+ε2)n
(

t
16

)1/α
, we have that for any x ∈ Xn,t/4, B(x, r) ⊂

Xn,t/16.
Moreover, according to the classical covering results, there is a constant C(d), de-

pending only on d and points x1, . . . , xN ∈ Td such that

Xn,t/4 ⊂
N⋃

i=1

B(xi, r) ⊂ Xn,t/16

and the union has multiplicity at most C(d).
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This implies in particular that

N∑

i=1

1B(xi,r) 6 C(d)1Xn,t/16

And so, taking the integral against the measure ν and using the equality ν(B(x, r)) = rd,
we get

Nrd 6 C(d)ν(Xn,t/16)

To sum-up, we found points x1, . . . , xN with N 6
C(d)ν(Xn,t/16)

rd
, such that

ϑ

(
N⋃

i=1

B(x, r)

)
>

t

8

So, noting I := {i ∈ [1, N ]|ϑ(B(xi, r)) >
t

16N }, we get that

ϑ

(
⋃

i∈I
B(xi, r)

)
>

t

16

And finally, for any x ∈ ⋃i∈I B(xi, r), there is, by definition of I, some i ∈ I such that

B(x, 2r) ⊃ B(xi, r)

And so,

ϑ(B(x, 2r)) >
t

16N
In conclusion, we proved that

ϑ

({
x ∈ Td

∣∣∣∣ϑ(B(x, 2r)) >
t

16N

})
>

t

16

To finish, note that we have that

N 6 C(d)
ν(Xn,t/16)

rd
= C(d)

(
16

t

)d/α

e(λ1+ε2)dnν(Xn,t/16)

And that, according to Markov’s inequality and corollary 2.5, for any ε1 ∈ R∗
+, there are

C,L ∈ R+ such that

ν(Xn,t/16) 6

(
16

t

)2L ∫

X

|Pnf(x)|2Ldν(x) 6
(
16

t

)2L

Ce−(λ1d−ε1)n‖f‖2Lα

6

(
32

t

)2L

Ce−(λ1d−ε1)n

This proves that for some constant C depending on ε1, d, µ,

N 6
C

tC
e(ε1+ε2d)n

And so, taking ε1, ε2 small enough and c0 large enough, we get that

t

16N
>

tC+1

C
e−(ε1+ε2d)n > (2r)ε

and this is what we intended to prove. �
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3. Measure of points-stabilizers

The aim of this section is to prove the following

Proposition 3.1. with the same assumptions as in theorem 1.4, there are C, t ∈ R∗
+

such that for any x ∈ Td and any n ∈ N,

µ∗n ⊗ µ∗n ({g1, g2 ∈ G|g1x = g2x}) 6 Ce−tn

This proposition will be a direct corollary of lemmas 3.2 and 3.3 since if µ is not
concentrated on SLd(Z)⋉Qd, then the measure µ1 of lemma 3.2 is not concentrated on
SLd(R)⋉ {0}.

To evaluate the measure of the stabilizer of a point, we are going to lift the situation
from Td to Rd since we know better the products of random elements of SLd(R) ⋉ Rd

(through the theory of products of random matrices since this group can be identified
to a subgroup of SLd+1(R)) than those of elements of SLd(Z)⋉ Td.

To understand what we are going to do, remark that if µ = 1
2δ(g1,v1) +

1
2δ(g2,v2) with

g1, g2 ∈ SLd(Z), v1 ∈ Qd/Zd and v2 ∈ Td such that the coefficients of v2 and 1 are
Q−linearly independent, then, for µ∗n−a.e. (g, v) ∈ SLd(Z)⋉Td, we can write

v = M1v1 +M2v2

with Mi ∈ Md(Z).
So, in particular, noting −→v1 ,−→v2 some representatives of v1, v2 in Rd, we get that if

v = 0 in Td, then there is p ∈ Zd, such that,

M1
−→v1 +M2

−→v2 = p

As we assumed that the coefficients of v2 and 1 are Q−linearly independent and that
v1 ∈ Qd, we get that M2

−→v2 = 0 and M1
−→v1 = p.

So, we set

µ1 =
1

2
δ(g1,0) +

1

2
δ(g2,−→v2) ∈ M1

(
SLd(R)⋉Rd

)

and what we just proved is that

µ∗n (SLd(Z)⋉ {0}) 6 µ∗n
1 (SLd(R)⋉ {0})

And so we are let with a problem on probability measures on SLd(R)⋉Rd.

Thus, to lift the situation from Td to Rd, we are going to project the translation part
of elements in the support of µ onto a complementary subspace of Qd in the Q−vector
space Rd. To do so, we fix some Q−linear projection πQ : Rd → Rd onto Qd and
we remark that for any v ∈ Rd/Zd, v − πQv ∈ Rd is well defined and the application
SLd(Z)⋉Td ∋ (g, v) 7→ (g, v − πQv) ∈ SLd(Z)⋉Rd is a group-morphism.

Now, we can prove the following

Lemma 3.2. Let µ be a borelian probability measure on SLd(Z)⋉ Td.
Then, for any n ∈ N and any y ∈ Td,

µ∗n ⊗ µ∗n ({(g1, g2)
∣∣g−1

2 g1 ∈ Stab(y)
})

6 µ∗n
1 ⊗ µ∗n

1

({
(g1, g2)

∣∣g−1
2 g1 ∈ Stab(y − πQy)

})
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where µ1 is the measure on SLd(Z) ⋉ Rd defined by µ1(A) = µ(ϕ−1(A)) where ϕ :
SLd(Z)⋉ Td → SLd(Z)⋉Rd is the function defined by

ϕ(g, v) = (g, v − πQv)

and πQ is some Q−linear projection onto Qd.

Proof. As ϕ is a morphism, we only need to prove that for any g ∈ SLd(Z)⋉Td and any
y ∈ Td, if gy = y then ϕ(g)(y − πQy) = (y − πQy).

Write g = (a, b) with a ∈ SLd(Z) and b ∈ Td. Then, ϕ(g) = (a, b− πQb). So,

ϕ(g)(y − πQy) = a(y − πQy) + b− πQb

But, gy = y, so, noting
−→
b ,−→y some representatives of b, y, we get that there is p ∈ Zd

such that

a−→y +
−→
b = −→y + p

Projecting onto Qd, we also get that

aπQ
−→y + πQ

−→
b = πQ

−→y + p

And this proves that

a(Id − πQ)
−→y + (Id − πQ)

−→
b = (Id − πQ)

−→y

Finally, as (Id−πQ)
−→y and (Id−πQ)

−→
b don’t depend on the choices of the representatives

of y and b, this finishes the proof of the fact that

a(y − πQy) + b− πQb = y − πQy

and this finishes the proof of the lemma. �

Lemma 3.3. Let µ be a borelian probability measure on SLd(R) ⋉ Rd that is not con-
centrated on SLd(R) ⋉ {0} and has an exponential moment. Let µ0 be the projection of
µ onto SLd(R) and assume that µ0 is strongly irreducible and proximal.

Then, there are C, t ∈ R∗
+ such that for any x ∈ Rd and any n ∈ N,

µ∗n ⊗ µ∗n ({(g1, g2)|g1x = g2x}) 6 Ce−tn

Proof. We denote by µ̃ the measure on SLd(R)⋉Rd defined by µ̃(A) = µ(A−1) for any
borelian subset A of SLd(R)⋉Rd and where A−1 := {g−1|g ∈ A}.

Let λ1 > · · · > λd be the Lyapunov exponents of µ0 (see appendix A).
Then, the largest Lyapunov exponent of µ̃ is −λd. Moreover, as λ1 > · · · > λd, λ1 > 0

and λ1 + · · · + λd = 0, we have that λd < 0 and so, −λd > 0.
Let n ∈ N, ε ∈ R∗

+ and x ∈ Rd. We can compute,

In(x) : = µ∗n ⊗ µ∗n ({g1, g2 ∈ G|g1x = g2x}) = µ∗n ⊗ µ̃∗n ({(g1, g2) ∈ G2
∣∣g2g1x = x

})

6 µ∗n ⊗ µ̃∗n
({

(g1, g2)

∣∣∣∣
1 + ‖g−1

2 g1x‖
1 + ‖x‖ 6 e(λ1−λd−ε)n

})

But
1 + ‖g2g1x‖
1 + ‖x‖ =

1 + ‖g2g1x‖
1 + ‖g1x‖

1 + ‖g1x‖
1 + ‖x‖
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So, we obtain that

In(x) 6 µ∗n
({

g1

∣∣∣∣
1 + ‖g1x‖
1 + ‖x‖ 6 e(λ1−ε/2)n

})

+

∫

G

µ̃∗n
({

g2

∣∣∣∣
1 + ‖g2g1x‖
1 + ‖g1x‖

6 e(−λd−ε/2)n

})
dµ∗n(g1)

And we can conclude with corollary A.9 applied to the measures µ and µ̃. �

4. Effective shadowing lemmas

The aim of this section is to prove a criterion to produce measures satisfying an
effective shadowing lemma.

First of all, we recall the

Definition 4.1. Let µ be a borelian probability measure on G.
We say that µ satisfies an effective shadowing lemma if for ant C ′, t′ ∈ R∗

+, there

are C1, C2,M, t, L ∈ R∗
+ such that for any x, y ∈ Td, any r ∈ R∗

+ and any n ∈ N with

r 6 C1e
−Ln, if

µ∗n ({g ∈ G|d(gx, y) 6 r}) > C2e
−tn

then there are x′, y′ ∈ Td such that d(x, x′), d(y, y′) 6 reMn and

µ∗n ({g ∈ G
∣∣gx′ = y′

})
> C ′e−t′n

The criterion that we are going to prove will use the diophantine properties of the
translation parts of the elements in suppµ. More specifically, we want a condition that
ensures that if (g1, v1), (g2, v2) ∈ suppµ∗n are such that v1 and v2 are close (in some
sense) then v1 = v2. This is why we make the following

Definition 4.2 (Diophantine subsets of Td). Let d ∈ N∗ and B ⊂ Td a finite subset.
We that that B is (C,L)−diophantine if for any non zero (Mb) ∈ ZB,

d

(
∑

b∈B
Mbb, 0

)
6

C

maxb |Mb|L
⇒
∑

b

Mbb = 0

More generally, we say that B is diophantine if it is (C,L)−diophantine for some C,L ∈
R∗
+.

Remark 4.3. With this definition, a diophantine subset can contain rational points.

Example 4.4. Let b ∈ T1 \Q/Z. Asking {b} to be diophantine is asking for C,L ∈ R∗
+

such that for any q ∈ N∗,

d(qb, 0) >
C

qL

The name comes from this property.

Remark 4.5. Let d > 2 and B a subset of Td. It is not the same thing to say that B
is diophantine and that {coefficients of b|b ∈ B} is a diophantine subset of T1 (consider
B = {(b1, b2)} with b1 diophantine and b2 not). This last property is stronger but this
is the one that we will need in the sequel and we refer to lemma 4.8 for more details.
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Example 4.6. Let N ∈ N∗. Then, for a.e. b1, . . . bN ∈ T1, the set {b1, . . . bN} is
diophantine.

We are now ready to state the main result of this section

Proposition 4.7. Let µ be a borelian probability measure on SLd(Z)⋉Td and let µ0 be
it’s projection on SLd(Z). Assume that µ0 is strongly irreducible, proximal and that it
has an exponential moment and that {coefficients of b|(a, b) ∈ suppµ} is a diophantine
subset of T1.

Then, µ satisfies an effective shadowing lemma.

To prove this proposition, we first come back to the difference for a subset B of Td

between being diophantine and having elements whose coefficients form a diophantine
subset of T1.

Lemma 4.8. Let B be a finite subset of Td and

F := {coefficients of B} ⊂ T1

Then, F is (C,L)−diophantine if and only if there is C ′ ∈ R∗
+ such that for any non

zero (Mb) ∈ Md(Z)
B,

d

(
∑

b∈B
Mbb, 0

)
6

C ′

(maxb ‖Mb‖)L
⇒
∑

b

Mbb = 0

Proof. First, assume that F is (C,L)−diophantine and set C ′ = C/(d|B|)L.
Let 0 6= (Mb) ∈ Md(Z)

B be such that

d(
∑

b∈B
Mbb, 0) 6

C ′

(maxb ‖Mb‖)L

Each coefficient of
∑

b Mbb is a sum of elements of F multiplied by integers that are
smaller than d|B|maxb ‖Mb‖. In other words, for any coefficient of

∑
b Mbb, we get a

sum
∑

f∈F Lff with |Lf | 6 d|B|maxb ‖Mb‖ and

d


∑

f

Lff, 0


 6

C ′

maxb ‖Mb‖L
6

C ′(d|B|)L
maxf |Lf |L

=
C

(maxf |Lf |)L

And as F is (C,L)−diophantine, this implies that
∑

f Lff = 0 and so, as this is true

for any coefficient of
∑

bMbb, we get that
∑

b Mbb = 0.
Reciprocally, if there is C ′ ∈ R∗

+ such that for any 0 6= (Mb) ∈ Md(Z)
B

d

(
∑

b∈B
Mbb, 0

)
6

C ′

(maxb ‖Mb‖)L
⇒
∑

b

Mbb = 0

Then, we set C = C ′/dL and let 0 6= (Lf ) ∈ ZF be such that

d


∑

f∈F
Lff, 0


 6

C

(maxf |Lf |)L
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For any element f of F , choose an element (b(f), i(f)) in

{(b, i) ∈ B × [1, d]|f is the i− th coefficient of b}
Now, for any b ∈ B, we denote by Mb the matrix where we set Lf in the i−th column
if there is f ∈ F such that (b(f), i(f)) = (b, i) and 0 otherwise.

Thus, by definition,

∑

b∈B
Mbb =




∑
f Lff
...∑

f Lff




And maxb ‖Mb‖ 6 dmaxf |Lf | so

d

(
∑

b

Mbb, 0

)
6

C

(maxf |Lf |)L
6

C ′

(maxb ‖Mb‖)L

And this proves, as B is (C,L)−diophantine, that
∑

b Mbb = 0 and so we also get that∑
f Lff = 0 and this finishes the proof of the lemma. �

From now on, we set

(4.1) B(µ) := {b|(a, b) ∈ suppµ} and F (µ) := {coefficients of b|b ∈ B(µ)}
To prove proposition 4.7, we are going to use some control of the translation parts of

elements of suppµ∗n. To do so, for any Q ∈ N∗ and any finite subset B of Td, we set

XQ(B) =

{
p+

∑
b∈B Mbb

q

∣∣∣∣p ∈ Zd, q ∈ Z, |q| 6 Q, (Mb) ∈ Md(Z)
B , max

b∈B
‖Mb‖ 6 Q

}

Thus some x ∈ Td belongs to XQ(B) if there is q ∈ N∗ with q 6 Q such that each
coefficient of qx can be obtained from translations by coefficients of elements of B with
multiplicities smaller than Q.

This definition is made so that for any M large enough we have that for any n ∈ N∗,
with large probability, any element (g, v) ∈ suppµ∗n is such that v ∈ XeMn(B(µ)).

To make this idea more precise, we set, for any M ∈ R∗
+ and n ∈ N,

GM
n :=

{
(ai) ∈ Gn

0

∣∣∣∣ max
k∈[1,n]

max
16i1<···<ik6n

‖aik . . . ai1‖ 6 eMn

}

The aim of the following lemma is to prove that elements of GM
n are generic.

Lemma 4.9. Let µ be a borelian probability measure on G and let µ0 be the image of µ
on SLd(Z). Assume that µ0 has an exponential moment.

Then, for any M ∈ R∗
+ large enough, there is t ∈ R∗

+ such that for any n ∈ N,

µ⊗n
0

(
GM

n

)
> 1− e−tn

Moreover, if B(µ) is finite (see equation (4.1)), then, for any (a1, b1), . . . , (an, bn) ∈
suppµ such that (ai) ∈ GM

n ,

n∑

k=1

an . . . ak+1bk ∈ Xe(M+1)n(B(µ))
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Proof. First, remark that as µ0 is concentrated on SLd(Z), for µ0−a.e. g ∈ G0, ‖g‖ > 1
and so, noting δ ∈ R∗

+ such that
∫
G0

‖g‖δdµ0(g) < +∞, we have that for any M ∈ R∗
+

and any n ∈ N,

µ⊗n
0 (GM

n ) : = µ⊗n
0

({
(gi) ∈ GN

0

∣∣∣∣ max
k∈[1,n]

max
16i1<···<ik6n

‖gik . . . gi1‖ > eMn

})

6 µ⊗n
0

({
(gi) ∈ GN

0

∣∣∣‖gn‖ . . . ‖g1‖ > eMn
})

6 e−δMn

(∫

G0

‖g‖δdµ0(g)

)n

And this finishes the proof of the first part of the lemma.
To prove the second one, take (a1, b1), . . . , (an, bn) ∈ suppµ such that (ai) ∈ GM

n .
Then, we can write

n∑

k=1

an . . . ak+1bk =
∑

b′∈B(µ)

(
n∑

k=1

1bk=b′an . . . ak

)
b′

and, for any b′ ∈ B(µ), ∥∥∥∥∥

n∑

k=1

1bk=b′an . . . ak

∥∥∥∥∥ 6 neMn

This proves that
∑n

k=1 an . . . ak+1bk ∈ XneMn(B(µ)). �

In the sequel, we will have to control sums of the form
∑

ciai where the ai are
µ∗n−generic and ci ∈ Z. To do so, we will use the

Lemma 4.10 ([BFLM11]). Let µ0 be a strongly irreducible and proximal borelian prob-
ability measure on SLd(Z) having an exponential moment.

Set

G1
0 :=

{
a ∈ G0

∣∣∣∣
∣∣∣∣
1

n
ln ‖a‖ − λ1

∣∣∣∣ 6 ε

}

and

Gd
0 :=

{
(ai) ∈ Gd

0

∣∣∣∣∣∀i ∈ [1, d], ai ∈ G1
0 and det

(
∑

i

ciai

)
6= 0

}

where we put c1 = 1− d and ci = 1 for i ∈ [2, d].
Then, for any ε ∈ R∗

+, there are C, t ∈ R∗
+ such that for any n ∈ N,

µ∗n(G1
0) > 1− Ce−tn et µ∗n ⊗ · · · ⊗ µ∗n(Gd

0) > 1− Ce−tn

Proof. In [BFLM11], this lemma is not stated as we do it here but it corresponds to the
lemmas 4.3, 4.6 and 7.9 and to some part of the proof of proposition 7.3. �

We are now ready to prove proposition 4.7. The proof consists in two lemmas. In
lemma 4.11, we study points that are far from points of Xen(B(µ)) and in lemma 4.12
we study points that are close to it.
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Lemma 4.11. With the assumptions of proposition 4.7, for any M ∈ R∗
+ large enough

there are C, t ∈ R∗
+ such that for any r ∈]0, 1], any n ∈ N, any x, y ∈ Td, if

µ∗n ({g ∈ G|d(gx, y) 6 r}) > Ce−tn

then there is x′ ∈ XeMn(B(µ)) such that

d(x, x′) 6 reMn

Proof. The idea that makes the demonstration work is that if a1x+ b1, . . . , adx+ bd are
close to each-others, then setting c1 = 1−d and ci = 1 for i ∈ [2, d], we get that

∑
i ciaix

is close to
∑

i cibi. But, according to lemma 4.10, with large probability, the matrix∑
i ciai is invertible and, according to lemma 4.9, the bi belong to XeMn(B(µ)), and so

x ∈ XeMn(B(µ)).
We keep the notations G1

0 and Gd
0 from lemma 4.10 and the notation GM

n from
lemma 4.9. Then, for any ε ∈ R∗

+ and any large enough M we denote by C, t the
constants given by lemma 4.10 and by t0 the one given by lemma 4.9.

Then, we set

G∗ :=
{
((a1, b1), . . . , (ad, bd)) ∈ Gd

∣∣∣(ai) ∈ Gd
0 and for any i, bi ∈ Xe(M+1)n(B(µ))

}

By definition, we have that

µ∗n ⊗ · · · ⊗ µ∗n(G∗) 6 Ce−tn + de−t0n

So, we can compute, for any x, y ∈ Td,

In(x, y) : = (µ∗n ({g ∈ G|d(gx, y) 6 r}))d

=

∫

Gd

1B(y,r)(a1x+ b1) . . . 1B(y,r)(adx+ bd)dµ
∗n(a1, b1) . . . dµ

∗n(ad, bd)

6 Ce−tn + de−t0n +

∫

G∗

d∏

i=1

1B(y,r)(aix+ bi)dµ
∗n(a1, b1) . . . dµ

∗n(ad, bd)

Thus, if M is large enough, we can find C, t ∈ R∗
+ such that for any r ∈]0, 1], any n ∈ N,

if
µ∗n ({g ∈ G|d(gx, y) 6 r}) > Ce−tn

then ∫

G∗

d∏

i=1

1B(y,r)(aix+ bi)dµ
∗n(a1, b1) . . . dµ

∗n(ad, bd) > 0

In particular, there is ((a1, b1), . . . , (ad, bd)) ∈ G∗ such that for any i,

d(aix+ bi, y) 6 r

Now, we let −→x ,−→y ,
−→
bi be representatives of x, y, bi in Rd. We have that for any i ∈ [1, d]

there is pi ∈ Zd such that

‖ai−→x +
−→
bi −−→y − pi‖ 6 r

So, noting c1 = 1− d and ci = 1 for i 6= 1, we get that

‖(
∑

i

ciai)x+
∑

i

cibi −
∑

i

cipi‖ 6 2dr
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But, by definition of Gd
0, det (

∑
i ciai) ∈ Z∗.

So,

1 6

∣∣∣∣∣det
(
∑

i

ciai

)∣∣∣∣∣ 6
∥∥∥∥∥
∑

i

ciai

∥∥∥∥∥

d

6 d2de(λ1+ε)dn

Let U =
∑

i ciai. Then U is invertible and we can write,

U−1 =
1

detU
V

with V ∈ Md(Z) and for some constant C(d) depending only on d, ‖V ‖ 6 C(d)‖U‖d−1.
Thus, we get that

‖x+ U−1
∑

i

cibi − U−1
∑

i

cipi‖ 6 2dr‖U‖

To conclude, we only need to remark that we can write

bi =
∑

b∈B(µ)

M i
gb with max

b
‖M i

b‖ 6 e(M+1)n

And this proves that

−U−1
∑

i

cibi + U−1
∑

i

cipi =

∑
i ciV pi

det(U)
+

∑
b∈B(µ)

(∑
i ciVM i

b

)
b

det(U)

And that

max
b∈B(µ)

∥∥∥∥∥
∑

i

ciVM i
b

∥∥∥∥∥ 6 2d‖V ‖max
b

‖M i
b‖ 6 2dC(d)e(M+1)ne(λ1+ε)(d−1)n

So, maybe for some M ′ > M we get that

x′ := −U−1
∑

i

cibi + U−1
∑

i

cipi ∈ XeM′n(suppµ)

and d(x, x′) 6 reM
′n. �

Lemma 4.12. With the same assumptions as in proposition 4.7, there are C0, L such
that for any M ∈ R+ large enough, there are C, t ∈ R∗

+ such that for any n ∈ N∗, any
r ∈]0, 1] with

r 6
C0

eMLn

we have that for any y ∈ Td, any x′ ∈ Xe(M+1)n(B(µ)) and any x ∈ Td with d(x, x′) 6 r,

(µ∗n ({g ∈ G|d(gx, y) 6 r}))2 6 Ce−tn + µ∗n ⊗ µ∗n ({g1, g2
∣∣g1x′ = g2x

′})

Proof. To simplify our notations, we set B = B(µ) and F = F (µ). let x, x′, y ∈ Td as in
the proposition. By definition of XQ(B), there is (Mv) ∈ Md(Z)

B with max ‖Mv‖ 6 Q,

there is p ∈ Zd and q ∈ N∗ with |q| 6 Q such that

x′ =
p+

∑
b∈B Mbb

q
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Let, for any ε ∈ R∗
+ and M ∈ N,

G∗ :=
{
(a, b) ∈ G

∣∣∣‖a‖ 6 e(λ1+ε)n et b ∈ Xe(M+1)n(B)
}

Lemmas 4.10 and 4.9 prove that for any ε ∈ R∗
+ and any M ∈ R+ large enough, there

are C, t ∈ R∗
+ such that for any n ∈ N,

µ∗n(G∗) > 1−Ce−tn

Let’s compute

In(x, y) : = (µ∗n ({g ∈ G|d(gx, y) 6 r}))2

=

∫

G2

1B(y,r)(g1x)1B(y,r)(g2x)dµ
∗n(g1)dµ

∗n(g2)

6 2µ∗n(G∗) +
∫

G2

1G∗
(g1)1G∗

(g2)1d(g1x,g2x)62rdµ
∗n(g1)dµ

∗n(g2)

6 2Ce−tn +

∫

G2

1G∗
(g1)1G∗

(g2)1d(g1x,g2x)62rdµ
∗n(g1)dµ

∗n(g2)

Moreover, for g1 = (a1, b1) and g2 = (a2, b2), we have that

d(g1x
′, g2x

′) 6 d(g1x
′, g1x) + d(g1x, g2x) + d(g2x, g2x

′) 6 ‖a1‖r + d(g1x, g2x) + ‖a2‖r
And this proves that

In(x, y) 6 2Ce−tn +

∫

G2

1G∗
(g1)1G∗

(g2)1d(g1x′,g2x′)63re(λ1+ε)ndµ∗n(g1)dµ
∗n(g2)

To conclude, we only need to prove that, under the diophantine condition, if x′ ∈
Xe(M+1)n , g1, g2 ∈ G∗ are such that d(g1x

′, g2x′) 6 3re(λ1+ε)n then g1x
′ = g2x

′.
To do so, remark that if x′ ∈ Xe(M+1)n(B) and g = (a, b) ∈ G∗, alors, ax′ + b ∈

X2e(M+1+λ1+ε)n(B)
Thus, we have that (g1 − g2)x

′ ∈ X4e(M+1+λ1+ε)n(B) and that d((g1 − g2)x
′, 0) 6

3re(λ1+ε)n.
In particular, there is q ∈ N∗ with q 6 4e(M+1+λ1+ε)n such that q(g1−g2)x

′ is a sum of

elements of b multiplied on the left by matrices of norm smaller than (4e(M+1+λ1+ε)n)2

and

d(q(g1 − g2)x
′, 0) 6 |q|3re(λ1+ε)n

6 12re(M+1+2λ1+2ε)n

So, as F is (C,L)−diophantine, according to lemma 4.8, there are constants C ′, L such
that if

12re(M+1+2λ1+2ε)n 6
C ′

(4e(M+1+λ1+ε)n)2L

then we have that qg1x
′ = qg2x

′. But, this proves that g1x′ = g2x
′ + p

q for some p ∈ Zd.

And

d

(
p

q
, 0

)
= d(g1x

′, g2x
′) 6 3re(λ1+ε)n

So, if 1
|q| > 3re(λ1+ε)n, we have that p

q = 0 and so, g1x
′ = g2x

′. �
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End of the proof of proposition 4.7. According to lemma 4.11, we have that for any M ∈
R∗
+ large enough, there are C, t ∈ R∗

+ such that for any r ∈]0, 1], any n ∈ N and any

x, y ∈ Td, if
µ∗n ({g ∈ G|d(gx, y) 6 r}) > Ce−tn

then there is x′ ∈ XeMn(B(µ)) such that

d(x, x′) 6 reMn

But, in this case, we have, according to lemma 4.12, that if

reMn
6

C0

eLMn
,

then

(µ∗n ({g ∈ G|d(gx, y) 6 r}))2 6 Ce−tn + µ∗n ⊗ µ∗n ({g1, g2
∣∣g1x′ = g2x

′})

And this is what we intended to prove since

µ∗n ⊗ µ∗n ({g1, g2
∣∣g1x′ = g2x

′}) =
∫

G

µ∗n ({g1
∣∣g1x′ = g2x

′}) dµ∗n(g2) �

Appendix A. Products of random matrices

In this section, we are going to recall some of the properties of products of random
matrices.

To do so, we fix some finite dimensional R−vector space V that we endow with an
euclidian norm.

Let µ be a borelian probability measure on G := GL(V).
We set, for any g ∈ G, N(g) = max(‖g‖, ‖g−1‖) and we say that µ has a moment of

order 1 if ∫

G

lnN(g)dµ(g) < +∞

and that it has an exponential moment if there is some ε ∈ R∗
+ such that

∫

G

N(g)εdµ(g) < +∞

Remark that there is some constant C depending only on dim(V) such that for any
g ∈ SLd(V), ‖g−1‖ 6 C‖g‖dimV and so, if µ is a measure on SL(V), it is enough to ask
that for some ε ∈ R∗

+, ∫

G

‖g‖εdµ(g) < +∞

We would like to study the product gn . . . g1 where (gi) is an iid sequence of law µ.
The first result in this direction is Oseledec’s theorem :

Theorem A.1. Let µ be a borelian probability measure on G := GL(V) having a moment
of order 1.

Then, there are m1, . . . ,mr ∈ N∗ with
∑

i mi = dimV, there is Λ1 > · · · > Λr ∈ R and

some measurable function from GN into the space of flags V := V1 ⊃ · · · ⊃ Vr+1 := {0}
of V such that dimVi =

∑r
j=imj and such that for µ⊗N−a.e. ω = (gn) ∈ GN,

• g1V
ω
i = Vϑω

i where ϑ is the shift on GN.
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• For any x ∈ Vω
i \ Vω

i+1,

lim
n

1

n
ln ‖gn . . . g1x‖ = Λi

We call Lyapunov exponents the paramaters Λ1, . . . ,Λr and we note

λ1 = · · · = λm1 = Λ1, λm1+1 = · · · = λm1+m2 = Λ2, etc.

However, if x ∈ V, this theorem doesn’t say anything on the behavior of ‖gn . . . g1x‖ for
some generic (gn) ∈ GN because we have no information on the sequences (gn) such that

x ∈ V
(gn)
i . To avoid this problem, we usually assume that the subgroup of G spanned

by the support of µ acts irreducibly on V (it doesn’t fix any non-trivial subspace of V).
And in this case, Furstenberg proved the

Theorem A.2 ([BL85]). Let µ be a borelian probability measure on G having a momen
tof order 1 and whose support generates a group acting irreducibly on V.

Then, for any x ∈ V \ {0},
1

n
ln ‖gn . . . g1x‖ −→ λ1 a.e.

This irreducibility assumption is not good enough for us since we will identify SLd(R)⋉
Rd with the subgroup (

SLd(R) Rd

0 1

)

of SLd+1(R) whose action on Rd+1 is not irreducible.

A first important case of reducible actions on V is when the support of µ generates a
group {(

Γ1 ∗
0 Γ2

)}

where Γi < SL(Vi) with V1 ⊕ V2 = V and Γi acts irreducibly on Vi. Indeed, in this
case, we can study the action on V1 and on V2 to get the one on V. This motivates the
following

Definition A.3. Let µ be a borelian probability measure on GL(V).
We say that some subspace W of V is adapted to µ if it is proper, invariant by the

subgroup of GL(V) spanned by the support of µ and if there are ∆1 > ∆2 ∈ R such that

• For any x ∈ V/W \ {0},
1

n
ln ‖gn . . . g1x‖ −→ ∆1 a.e.

• For any x ∈ W \ {0},

lim sup
1

n
ln ‖gn . . . g1x‖ 6 ∆2 a.e.

This definition is only useful since there is always an adapted subspace.

Theorem A.4 ([FK83] or [Hen84]). Let µ be a borelian probability measure on GL(V)
having a moment of order 1.

Then there is some subspace W of V that is adapted to µ.
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This theorem proves that we can always block-triangularize the group Gµ spanned
by the support of µ. Indeed, we can find by induction ∆1 > · · · > ∆s ∈ R and a flag
V = W1 ⊃ · · · ⊃ Ws+1 := 0 adapted to µ : Wi is Gµ−invariant and for any i and any
x ∈ Wi/Wi+1 \ {0},

(A.1)
1

n
ln ‖gn . . . g1x‖ −→ ∆i a.e.

The flag that we obtain in this way is included in the flag given by Oseledec’s theorem (it
means that {Wi} ⊂ {Vi} and that {∆i} ⊂ {Λi} with ∆1 = Λ1) but it has the advantage
of being invariant and the convergence in equation (A.1) gives us Furstenberg’s law of
large numbers without any irreducibility assumption.

We are going to precise the convergence in equation (A.1) through a non-concentration
inequality that we state in next

Theorem A.5. Let µ be a borelian probability measure on GL(V) having an exponential
moment.

Then, for any ε ∈ R∗
+, there are C, t ∈ R∗

+ such that for any n ∈ N,

µ∗n
({

g ∈ GL(V)

∣∣∣∣
∣∣∣∣
1

n
ln ‖g‖ − Λ1

∣∣∣∣ > ε

})
6 Ce−tn

Moreover, if W is adapted to µ then, for any x ∈ V and any n ∈ N,

µ∗n
({

g ∈ GL(V)
∣∣∣e(Λ1−ε)nd(x,W) 6 ‖gx‖ 6 e(Λ1+ε)n‖x‖

})
> 1− Ce−tn

where we noted
d(x,W) = inf

y∈W
‖x− y‖

To prove this theorem, we first prove the following

Lemma A.6. Let µ be a borelian probability measure on GL(V) having an exponential
moment.

Let ∆1 > · · · > ∆s ∈ R and V := W1 ⊃ · · · ⊃ Ws+1 := {0} be the flag adapted to µ
and given by induction by theorem A.4.

Then for any ε ∈ R∗
+, there are C, t ∈ R∗

+ such that for any n ∈ N and any x ∈ V\{0},

µ∗n
({

g ∈ GL(V)

∣∣∣∣∆s − ε 6
1

n
ln

‖gx‖
‖x‖ 6 ∆1 + ε

})
> 1−Ce−tn

Proof. The proof of this lemma is an adaptation of the proof of proposition 3.2 in [BQ16]
where Benoist and Quint only have polynomial moments.

First, for g ∈ G and X = Rx ∈ P(Rd), we set

σ(g,X) = ln
‖gx‖
‖x‖ , ϕ(X) =

∫

G

σ(g,X)dµ(g) et σ′(g,X) = σ(g,X) − ϕ(X)

Then, for any X = Rx ∈ P(Rd) and any sequence (gn) ∈ GL(V)N, noting Xk =
gk . . . g1X, we have that

ln
‖gn . . . g1x‖

‖x‖ =

n−1∑

k=0

σ(gk+1,Xk) =

n∑

k=1

σ′(gk+1,Xk) +

n−1∑

k=0

ϕ(Xk)
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Now, let Mn =
∑n−1

k=0 σ
′(gk+1,Xk).

We can compute

E [Mn+1 −Mn|X0, . . . ,Xn] = E
[
σ′(gn+1,Xn)

∣∣X0, . . . ,Xn

]
=

∫

G

σ′(g,Xn)dµ(g) = 0

This proves that Mn is a martingale. Moreover, for any ε ∈ R∗
+,

E
[
eε|Mn+1−Mn|

∣∣∣X0, . . . ,Xn

]
=

∫

G

eε|σ
′(g,Xn)|dµ(g)

And the inequality

− ln ‖g−1‖ 6 σ(g,X) = ln
‖gx‖
‖x‖ 6 ln ‖g‖

shows that

E
[
eε|Mn+1−Mn|

∣∣∣X0, . . . ,Xn

]
6

∫

G

e2ε lnmax(‖g‖,‖g−1‖)dµ(g)

And so, as µ has an exponential moment, there is ε ∈ R∗
+ and some constant C0 such

that for any X ∈ P(V) and any n ∈ N,

EX

[
eε|Mn+1−Mn|

∣∣∣X0, . . . ,Xn

]
6 C0 a.e.

Thus, according to the non-concentration inequality for martingales (see theorem 1.1
in [LW09]), for any ε ∈ R∗

+, there is C, t ∈ R∗
+ such that for any X ∈ P(V) and any

n ∈ N,

PX(|Mn| > εn) 6 Ce−tn

(it is important to remark that the constants C, t don’t depend on X but only on ε and
C0).

To conclude, we only need to study
∑n−1

k=0 ϕ(Xk). To do so, we just proved (using
Borel-Cantelli-s theorem) that

1

n
Mn −→ 0 a.e.

Moreover, by definition of ∆1, . . . ,∆s and W1, . . . ,Ws, we have that for any X ∈ P(V),

∆s 6 lim inf
n

1

n

n−1∑

k=0

σ(gk+1,Xk) 6 lim sup
n

1

n

n−1∑

k=0

σ(gk+1,Xk) 6 ∆1 a.e.

This proves that

∆s 6 lim inf
n

1

n

n−1∑

k=0

ϕ(Xk) 6 lim sup
n

1

n

n−1∑

k=0

ϕ(Xk) 6 ∆1 a.e.

And so, for any stationary probability measure ν on P(V),

∆s 6

∫
ϕdν = lim

n

∫
Ex

1

n

n−1∑

k=0

ϕ(Xk)dν(x) 6 ∆1
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Finally, using proposition 3.1 of [BQ16], we get that for any ε ∈ R∗
+, there are C, t ∈ R∗

+

such that for any n ∈ N and any X ∈ P(Rd),

PX

(
∆s − ε 6

1

n

n−1∑

k=0

ϕ(Xk) 6 ∆1 + ε

)
6 Ce−tn

And this finishes the proof of the lemma. �

End of the proof of theorem A.5. We refer to the proof of proposition 4.1 in [BQ16].
First, remark that for any basis (v1, . . . , vd) of V there is a constant C such that for

any g ∈ GL(V),
1

C
‖gv1‖ 6 ‖g‖ 6 C max

i∈[1,d]
‖gvi‖

And so, the non-concentration inequality for ln ‖gv‖
‖v‖ for any v ∈ V \ {0} implies the one

for ln ‖g‖.
Then, remark that according to lemma A.6, for any ε ∈ R∗

+, there are C, t ∈ R∗
+ such

that for any x ∈ V and any n ∈ N,

µ∗n
({

g ∈ GL(V)
∣∣∣‖gx‖ > e(Λ1+ε)n‖x‖

})
6 Ce−tn

We endow V/W with the norm

‖x‖V/W := inf
y∈W

‖x− y‖

Then, we have that for any x ∈ V,

‖x‖ > d(x,W) = ‖πx‖V/W
where π is the projection onto V/W and, by definition, since W is adapted to µ, for any
x ∈ V/W \ {0},

1

n
ln ‖gn . . . g1x‖V/W −→ Λ1 a.e.

This proves that {0} is adapted to the image of µ in GL(V/W). And so, according
to lemma A.6, for any ε ∈ R∗

+, there are C, t ∈ R∗
+ such that for any n ∈ N and any

x ∈ V/W \ {0},

µ∗n
({

g

∣∣∣∣
∣∣∣∣
1

n
ln

‖gx‖
‖x‖ − Λ1

∣∣∣∣ > ε

})
6 Ce−tn

And this proves that for any n ∈ N and any x ∈ V,

µ∗n
({

g
∣∣∣‖gx‖ 6 e(Λ1−ε)nd(x,W)

})
6 Ce−tn

And this finishes the proof of the theorem. �

We end this section with the study, for a borelian probability measure µ on SLd(R)⋉
Rd, of the translation part b of the µ∗n−generic elements g = (a, b). The aim is to
prove that if we make some assumptions on µ, for any n, with large µ∗n−probability, an
element g = (a, b) ∈ SLd(R)⋉Rd is such that ‖b‖ ≈ eΛ1n.

To do so, we wirst compare the Lyapunov exponents of µ and of it’s projection on
SLd(R) in next
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Lemma A.7. Let µ be a borelian probability measure on SLd(R)⋉ Rd having an expo-
nential moment and let µ0 be the projection of µ onto SLd(R).

See µ as a probability measure on SLd+1(R) and define Λ1(µ) this way.
Then,

Λ1(µ) = Λ1(µ0)

Proof. First for any n ∈ N∗ and any ε ∈ R∗
+,

µ⊗N

({∣∣∣∣
1

n
ln ‖g2n . . . gn+1‖ − Λ1(µ)

∣∣∣∣ > ε

})
= µ⊗N

({∣∣∣∣
1

n
ln ‖gn . . . g1‖ − Λ1(µ)

∣∣∣∣ > ε

})

So, according to lemma A.5,

1

n
ln ‖g2n . . . gn+1‖ −→ Λ1(µ) µ

⊗N − a.e.

We can write, for any g ∈ SLd(R)⋉Rd,

g =

(
a b
0 1

)

and if g has law µ, then a has law µ0.
Thus,

g2n . . . g1 =

(
a2n . . . a1 a2n . . . an+1

∑n
k=1 an . . . ak+1bk +

∑2n
k=n+1 a2n . . . ak+1bk

0 1

)

And so,,

‖gn . . . g1‖ > ‖an . . . a1‖
This proves that Λ1(µ) > Λ1(µ0).

Let now Ω ∈ GN be such that µ⊗N(Ω) = 1 and for any (gn) ∈ Ω,

lim
n

1

n
ln ‖gn . . . g1‖ = lim

n

1

n
ln ‖g2n . . . gn+1‖ = Λ1(µ)

and

lim
n

1

n
ln ‖an . . . a1‖ = lim

n

1

n
ln ‖a2n . . . an+1‖ = Λ1(µ0)

This way, for any ε ∈ R∗
+, there is Nε such that for any n ∈ N with n > Nε,

e(Λ1(µ)−ε)n 6 ‖gn . . . g1‖, ‖g2n . . . gn+1‖ 6 e(Λ1(µ)+ε)n

and,

‖an . . . a1‖, ‖a2n . . . an+1‖ 6 e(Λ1(µ0)+ε)n

Thus, we have that for any ε ∈ R∗
+ and any large enough n,

e2(Λ1(µ)−ε)n
6 ‖g2n . . . g1‖ 6 max

(
e2(Λ1(µ0)+ε)n, e(Λ1(µ)+Λ1(µ0)+2ε)n + e(Λ1(µ)+ε)n

)

This proves that for any ε ∈ R∗
+,

2(Λ1(µ)− ε) 6 max(2Λ1(µ0) + ε,Λ1(µ) + Λ1(µ0) + 2ε)

And so, we get that

2Λ1(µ) 6 max(2Λ1(µ0),Λ1(µ) + Λ1(µ0))
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Finally, as we already proved that Λ1(µ0) 6 Λ1(µ), the previous inequality actually is
an equality and we get the expected result. �

Until now, we didn’t say anything on the positivity of Λ1.
If µ is a measure on SL(V), then, as for µ−a.e. g ∈ G, det(g) = 1, we have that

λ1 + · · · + λdim(V) = 0 and so, λ1 = 0 if and only if for any i, λi = 0.
To get conditions that ensure that λ1 > 0, we will say that a subgroup H of SLd(R)

is strongly irreducible if it doesn’t fix any non trivial finite union of subspaces of Rd.
We remind the following result

Theorem A.8 (see [BL85] or [Gui81]). Let µ be a borelian probability measure on SL(V)
having a moment of order 1 and such that the subgroup spanned by the support of µ is
strongly irreducible and non-compact.∫

SLd(R)
ln ‖g‖dµ(g) < +∞

Then, Λ1 > 0.

Corollary A.9. Let µ be a borelian probability measure on SLd(R) ⋉ Rd having an
exponetial moment and that is not concentrated on SLd(R) ⋉ {0}. Assume that the
projection onto SLd(R) of the subgroup spanned by the support of µ is strongly irreducible
and non-compact.

Then, for any ε ∈ R∗
+, there are C, t ∈ R∗

+ such that for any n ∈ N and any x ∈ Rd,

µ∗n
({

g ∈ SLd(R)⋉Rd

∣∣∣∣
∣∣∣∣
1

n
ln

1 + ‖gx‖
1 + ‖x‖ − Λ1

∣∣∣∣ > ε

})
6 Ce−tn

Proof. We see µ as a probability measure on SLd+1(R) and we are going to prove that
the subspace W adapted to µ and given by theorem A.4 is {0}.

First, since the projection of suppµ on SLd(R) spans a group Gµ that acts strongly

irreducibly and non-compactly on Rd, the only subspaces of Rd+1 that can be invariant
by suppµ are Rd+1, Vect(e1, . . . ed), Vect(ed+1) and {0}. But, assuming that suppµ is
not a subset of SLd(R)⋉ {0} implies that Vect(ed+1) is not invariant by the group spans
by the support of µ. Moreover, according to theorem A.8, there is Λ1 ∈ R∗

+ such that
for any x ∈ Vect(e1, . . . , ed) \ {0},

1

n
ln ‖gn . . . g1x‖ −→ Λ1 a.e.

Then, for any x ∈ Rd+1 \ Vect(e1, . . . , ed+1), we have, according to lemma A.7 that

lim sup
n

1

n
ln ‖gn . . . g1x‖ 6 Λ1

So we also have that W 6= Vect(e1, . . . , ed) and, as W is proper, we have that W = {0}.
Thus, according to lemma A.5, for any ε ∈ R∗

+, there are C, t ∈ R∗
+ such that for any

x ∈ Rd+1 \ {0},

µ∗n
({

g ∈ SLd(R)⋉Rd

∣∣∣∣
∣∣∣∣
1

n
ln

‖gx‖
‖x‖ − Λ1

∣∣∣∣ > ε

})
6 Ce−tn

And in particular, with x = x0 + ed+1 for x0 ∈ Vect(e1, . . . , ed) we get the expected
result. �
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