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#### Abstract

In this work, a modified coupling Lattice Boltzmann Model (LBM) in simulation of cardiac electrophysiology is developed in order to capture the detailed activities of macro- to micro-scale transport processes. The propagation of electrical activity in the human heart through torso is mathematically modeled by bidomain type systems. As transmembrane potential evolves, we take into account domain anisotropical properties using intracellular and extracellular conductivity, such as in a pacemaker or an electrocardiogram, in both parallel and perpendicular directions to the fibers. The bidomain system represents multi-scale, stiff and strongly nonlinear coupled reaction-diffusion models that consist of a set of ordinary differential equations coupled with a set of partial differential equations. Due to dynamic and geometry complexity, numerical simulation and implementation of bidomain type systems are extremely challenging conceptual and computational problems but are very important in many real-life and biomedical applications. This paper suggests a modified LBM scheme, reliable, efficient, stable and easy to implement in the context of such bidomain systems. Numerical tests to confirm effectiveness and accuracy of our approach are provided and the propagation of electrophysiological waves in the heart is analyzed.
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## 1 Introduction

Computational cardiac electrophysiological modeling is now an important field in applied mathematics. Indeed, nowadays, heart and cardiovascular diseases are still the leading cause of death and disability all over the world. That is why we need to improve our knowledge about heart behavior, and more particularly about its electrical behavior. Consequently we want strong methods to compute electrical fluctuations in the torso region to prevent cardiac disorders (as arrhythmias), or to study interactions between brain and heart.

In this work, coupling Lattice Boltzmann Models (LBM) in simulation of cardiac electrophysiology are developed in order to capture the detailed activities of macro- to micro-scale transport processes. The propagation of electrical activity in the human heart is mathematically modeled by bidomain type systems in heart, derived from Ohm's law,
and is coupled with a general Laplace equation in surrounding tissues across the torso. As heart is embedded in the torso, the dynamic of electrical potential in torso have to be treated in detail to obtain realistic behavior in myocardium (the muscle tissue of the heart) for several applications such as in a pacemaker or an electrocardiogram. The muscle tissue of the ventricles and atria are composed of fibers which is oblong like cylinders and formed by thick and thin protein filaments. Each fiber is connected to neighboring fibers with a step-like surface. Because of these connections, the electrical current passes from cell to cell and its direction is therefore determined by the orientation of the fibers. This makes the myocardial tissue anisotropic, and we use intracellular and extracellular conductivity, with two tensors respectively called $\mathcal{K}_{i c}$ and $\mathcal{K}_{e c}$, in both parallel and perpendicular directions to those fibers to taking into account the anisotropy. So, even if this tissue has a granular nature and is composed of multiple individual cells, we can consider this tissue as continuous anisotropic domain which can be likened to a functional syncytium. This biophysical model of electrical cardiac activity links electrophysiological cell models, at small scales, and myocardial tissue mechanics, metabolism and blood flow at large scales. Indeed, myocardium fibers have a higher conductivity than normal muscle fibers. That is because the heart cells are surrounded by a plasma membrane which induces a different chemical and electrical intracellular and extracellular behavior. There is notably a higher intracellular potassium concentration than in the extracellular fluid. This difference induces an outflow of potassium which can be traduced by a difference of distribution charge, called the transmembrane potential $\rho$. External electrical stimulus control ion channels gates in the membrane, and intracellular and extracellular ionical concentration changes while the transmembrane potential leaves its resting state (see e.g. [14], [24] and the references therein).

So, the bidomain system represents multi-scale, stiff and strongly nonlinear coupled reaction-diffusion models (governing the dynamics at cellular and tissue levels) that consists of a set of ordinary differential equations coupled with a set of partial differential equations in myocard to compute extracellular potential $\rho_{e}$, transmembrane potential $\rho$ and ionic variable $U$, which are linked to the Laplace equation in torso to compute torso potential $\rho_{T}$ with Robin type boundary conditions between torso and extra-cellular potentials. During last years a lot of studies about bidomain models have led to results about well-posedness, existence and uniqueness of solutions (see e.g., [3] , [9] and the references therein), and several numerical methods based on methods as finite difference method or finite element method are used to solve these models (see e.g., [31] and the references therein).

However, there exist several models to simulate electrical behavior in electrophysiology based on Hodgkin-Huxley equations to approximate the electrical characteristics of excitable cells such as neurons and cardiac myocytes. In order to have a simple and realistic model, we choose 2-variable phenomenological Mitchell-Schaeffer (MS) model [26] to capture ionic phenomena. This model derived from Fenton-Karma 3-variable model [19] is interesting because of its simplicity. In the same time, it has already shows its accuracy and its realism. Due to dynamic and geometry complexity, numerical simulation and implementation of bidomain type systems are extremely challenging conceptual and computational problems but are very important in many real-life and biomedical applications. This work presents a modified coupled LBM scheme, reliable, efficient, stable and easy to implement in the context of such bidomain systems with Neumann type boundary conditions in complex geometry boundaries. LBM was originated from Boltzmann's kinetic theory of gases (70s), and attracts more and more attentions for simulating complex fluid flows since 90s. More recently, LBM has been extended successfully to simulate different types of parabolic reaction-diffusion equation as Keller-Segel chemotaxis model [35] and monodomain model in cardiac electrophysiology [11], or Poisson equation [12]. The concept of LBM, which is efficient in terms of parallelization, is based on Boltzmann equations which describe the evolution of particles in kinetic theory. LBM has two main phases: one, local, which models the collision between particles and the second, along each direction of interpolation, which models the transport phase. We demonstrate that solving Lattice Boltzmann Equations (LBE) is equivalent to solving governing bidomain system
with Chapman-Enskog perturbation expansion [13]. This ansatz leads us to decompose the particular distributions $f$ around equilibrium state in different scales of perturbation with introduction of dimensionless Knudsen number $\varepsilon$ which is a ratio between the particular mean free path length to a representative physical length scale. So, for every distribution function we can rewrite distribution function $f$ as $f=f^{e q}+\varepsilon f^{(1)}+\varepsilon^{2} f^{(2)}+\ldots$. Then, the main point of Chapman-Enskog expansion is to match LBE with Taylor series with including the decomposition in order to recompose the governing bidomain system. Finally, we propose two applications in simplified square domains for heart and torso. On the one hand, numerical results demonstrate the effectiveness and accuracy of our approach using general methods for bidomain type systems with full known data and chosen analytical solution. On the other one, we treat the model with realistic data to show good agreement with numerical results and potential behavior reported in the literature (see e.g., [7], [29]).

The paper is structured as follows: first, in Section 2 we introduce the full coupled heart and torso bidomain system and the MS ionic model. Then, in Section 3 after some generalities about LBM, we develop our modified coupled LBM for numerical simulations of the considered model and investigate its asymptotic behavior as $\epsilon$ goes to zero. The validity of this method is demonstrated in Section 4 by comparing the numerical solution to the known exact solution, and convergence of solution is established. Finally, the propagation of electrophysiological waves in the heart is studied.

## 2 The bidomain Model



Figure 1: Modeling of the membrane as resistor and capacitor coupled in parallel.

The full coupled heart and torso bidomain model of cardiac tissue is expressed mathematically by the following time dependent system of coupled partial differential equations governing the electrical potentials in the physical region $\Omega=\Omega_{H} \cup \Omega_{T}$, which is an open, bounded, and connected subset of $\mathbf{R}^{d}, d \leq 3$ and during a time interval $(0, T)$. The two spaces $\Omega_{H}$ and $\Omega_{T}$ are the regions occupied by the excitable myocardium tissue (the heart muscle) and the thorax, respectively.

First, we will introduce the bidomain model in myocard $\Omega_{H}$. Propagation of electrical potential is modeled by:

$$
\begin{equation*}
\operatorname{div}\left(\mathcal{K}_{i c} \nabla \rho_{i}\right)=I_{m}-\kappa f_{i s}, \quad \operatorname{div}\left(\mathcal{K}_{e c} \nabla \rho_{e}\right)=-I_{m}-\kappa f_{e s}, \tag{1}
\end{equation*}
$$

where $\rho_{i}$ and $\rho_{e}$ are the intracellular and extracellular potentials, respectively; $\mathcal{K}_{i c}$ and $\mathcal{K}_{e c}$ are the conductivity tensors describing the anisotropic intracellular and extracellular conductive media; $f_{i s}(x, t)$ and $f_{e s}(x, t)$ are the respective externally applied current sources after they passed through the thorax. The transmembrane current density is described by $I_{m}$ and is given by the following expression:

$$
\begin{equation*}
I_{m}=\kappa\left(c_{m} \frac{\partial \rho}{\partial t}+\mathcal{I}_{i o n}\right) \tag{2}
\end{equation*}
$$

where $\rho$ is the transmembrane potential, which is defined as $\rho=\rho_{i}-\rho_{e}, \kappa$ is the ratio of the membrane surface area to the volume occupied by the tissue, $c_{m}$ term is the transmembrane capacitance time unit area. We can assimilate this membrane to a simple electrical circuit with a resistor associate to the ionic current ( $\mathcal{I}_{\text {ion }}$ ) and a capacitor associate to the capacitive current $\left(I_{c}=c_{m} \frac{\partial \rho}{\partial t}\right)$ in parallel (Figure 1). The tissue is assumed to be passive, so the capacitance $c_{m}$ can be assumed to be not a function of the state variables. The nonlinear operator $\mathcal{I}_{\text {ion }}(x, t ; \rho, U)$ describes the sum of transmembrane ionic currents across the cell membrane with $U$ the electrophysiological ionic state variable (which describes e.g., the dynamics of ion-channel and ion concentrations in different cellular compartments). These variables satisfy the following ODE (with $H_{i o n}$ a nonlinear operator)

$$
\begin{equation*}
\frac{\partial U}{\partial t}=H_{i o n}(x, t ; \rho, U) \tag{3}
\end{equation*}
$$

From (1), (2) and (3), the bidomain model can be formulated in terms of the state variables $\rho, \rho_{e}$ and $U$ as follows (in $\mathcal{Q}_{H}=\Omega_{H} \times(0, T)$ )

$$
\begin{align*}
& \kappa\left(c_{m} \frac{\partial \rho}{\partial t}+\mathcal{I}_{i o n}(. ; \rho, U)\right)-\operatorname{div}\left(\mathcal{K}_{i c} \nabla \rho\right)=\operatorname{div}\left(\mathcal{K}_{i c} \nabla \rho_{e}\right)+\kappa f_{i s} \\
& -\operatorname{div}\left(\left(\mathcal{K}_{e c}+\mathcal{K}_{i c}\right) \nabla \rho_{e}\right)=\operatorname{div}\left(\mathcal{K}_{i c} \nabla \rho\right)+\kappa\left(f_{e s}+f_{i s}\right)  \tag{4}\\
& \frac{\partial U}{\partial t}=H_{\text {ion }}(. ; \rho, U)
\end{align*}
$$

The operators $\mathcal{I}_{\text {ion }}$ and $H_{\text {ion }}$ which describe electrophysiological behavior depends on the considered cell ionic model. We can choose physiological ionic models (e.g Djabella and Sorine [16] or Luo and Rudy [25]), phenomenological models (e.g Fenton-Karma [19], Fitzhugh-Nagumo [27], or Mitchell-Schaeffer [26]). In our case, we choose the phenomenological two-variable classical model proposed by Mitchell and Schaeffer as:

$$
\begin{align*}
& \mathcal{I}_{\text {ion }}(\mathbf{x}, t ; \rho, U)=I_{1}(\mathbf{x}, t ; \rho)+I_{2}(\mathbf{x}, t ; \rho) U \\
& H_{\text {ion }}(\mathbf{x}, t ; \rho, U)=\left\{\begin{array}{l}
\lambda_{1}(\mathbf{x}) U+H_{0}(\mathbf{x}, t) \text { if } \rho \leq \rho_{\text {gate }} \\
\lambda_{2}(\mathbf{x}) U \text { if } \rho>\rho_{\text {gate }}
\end{array}\right. \tag{5}
\end{align*}
$$

where operators $I_{1}, I_{2}$, functions $\lambda_{1}, \lambda_{2}$ and $H_{0}$ depend of given parameters and where $\rho_{\text {gate }}$ is a given activation threshold.

Then, under the assumption that the heart is isolated from its surrounding (e.g. noncoupled with the thorax), we will search $\rho_{T}$ which is electrical potential in thorax with solving propagation equation (in $\mathcal{Q}_{T}=\Omega_{T} \times(0, T)$ ):

$$
\begin{equation*}
-\operatorname{div}\left(\mathcal{K}_{T} \nabla \rho_{T}\right)=f_{T} \tag{6}
\end{equation*}
$$

where $\mathcal{K}_{T}$ is the conductivity tensor describing the anisotropic conductivity in thorax, and $f_{T}$ is the applied current source.

To close the system, we impose the following boundary conditions on $\Sigma=\partial \Omega_{H} \times(0, T)$

$$
\begin{equation*}
\left(\mathcal{K}_{i c} \nabla\left(\rho+\rho_{e}\right)\right) \cdot \mathbf{n}=\zeta_{i}, \quad\left(\mathcal{K}_{e c} \nabla \rho_{e}\right) \cdot \mathbf{n}=\zeta_{e} \tag{7}
\end{equation*}
$$

and on $\Sigma_{T}=\Gamma_{T} \times(0, T)$ where $\Gamma_{T}=\partial \Omega_{T} \backslash \partial \Omega_{H}:$

$$
\begin{equation*}
\left(\mathcal{K}_{T} \nabla \rho_{T}\right) \cdot \mathbf{n}=0 \tag{8}
\end{equation*}
$$

where $\mathbf{n}$ being the outward normal to $\Gamma=\partial \Omega_{H}$ and $\zeta_{i}$ and $\zeta_{e}$ are the intra- and extra-cellular currents per unit area applied across the boundary, and the following initial conditions (in $\Omega_{H}$ )

$$
\begin{equation*}
\rho(t=0)=\rho_{0}, \quad U(t=0)=U_{0} \tag{9}
\end{equation*}
$$

Such problems have compatibility conditions determining whether there are any solutions to the PDEs. This is easily found by integrating the second equation of (4) over the domain and using the divergence theorem with the boundary conditions (7) (a.e. in ( 0 , $\mathrm{T})$ ). Then (for compatibility reasons), we require the following condition

$$
\begin{equation*}
\int_{\Gamma}\left(\zeta_{i}+\zeta_{e}\right) d \Gamma+\kappa \int_{\Omega_{H}}\left(f_{e s}+f_{i s}\right) d x=0 \tag{10}
\end{equation*}
$$

Moreover, the function $\rho_{e}$ is defined within a class of equivalence, regardless of a timedependent function. This function can be fixed, for example by setting the following condition (a.e. in ( $0, \mathrm{~T}$ ))

$$
\begin{equation*}
\int_{\Omega_{H}} \rho_{e} d x=0 . \tag{11}
\end{equation*}
$$

Under some hypotheses for the data and parameters of the system and some regularity of operators $\mathcal{I}_{\text {ion }}$ and $H_{\text {ion }}$, system (4) with (7)-(9) and under the conditions (10)-(11) is a well-posed problem (for more details see [3, 9]).

We respect the following boundary conditions on $\Sigma$ :

$$
\begin{equation*}
\left(\mathcal{K}_{i c} \nabla \rho+\left(\mathcal{K}_{i c}+\mathcal{K}_{e c}\right) \nabla \rho_{e}\right) \cdot \mathbf{n}=\left(\mathcal{K}_{T} \nabla\left(\rho_{T}\right)\right) \cdot \mathbf{n} \tag{12}
\end{equation*}
$$

which induce the following boundary condition:

$$
\begin{equation*}
\left(\mathcal{K}_{T} \nabla \rho_{T}\right) \cdot \mathbf{n}=\zeta_{e}+\zeta_{i} \quad \text { on } \Sigma . \tag{13}
\end{equation*}
$$

## Remark 2.1 .

In order to guarantee the well-posedness of system (4)-(9) (under some hypotheses for data and some regularity of the nonlinear operators), we can use the following regularized version of ionic operators $H_{\text {ion }}$, given by (5), (see e.g., [8])

$$
\begin{aligned}
H_{r}(\mathbf{x}, t ; \rho, U)= & \left(-\lambda_{2}(\mathbf{x})+\left(\lambda_{2}(\mathbf{x})-\lambda_{1}(\mathbf{x})\right) h_{\infty}(\rho)\right)\left(U(\mathbf{x}, t)-h_{\infty}(\rho)\right) \\
& -\left(H_{0}(\mathbf{x}, t)+\lambda_{1}(\mathbf{x})\right) h_{\infty}(\rho)
\end{aligned}
$$

where $h_{\infty}(\rho)$ is given by

$$
h_{\infty}(\rho)=\frac{1}{2}\left(1-\tanh \left(\frac{\rho-\rho_{g a t e}}{r_{g}}\right)\right)
$$

with $r_{g}$ a positive parameter. We can deduce that

$$
\lim _{r_{g} \rightarrow 0} h_{\infty}(\rho)=\left\{\begin{array}{l}
1 \text { if } \rho<\rho_{\text {gate }} \\
0 \text { if } \rho>\rho_{\text {gate }}
\end{array}\right.
$$

To illustrate the convergence of $H_{r}$ to $H_{i o n}$, we consider, e.g., the following functions

$$
\begin{aligned}
& \lambda_{1}(\mathbf{x})=\frac{1}{\mathcal{T}_{\text {open }}}, \lambda_{2}(\mathbf{x})=\frac{1}{\mathcal{T}_{\text {close }}} \\
& H_{0}(\mathbf{x}, t)=-\frac{1}{\mathcal{T}_{\text {open }}\left(\rho_{\max }-\rho_{\text {min }}\right)^{2}}
\end{aligned}
$$

with $\rho_{\text {gate }}=-67 \mathrm{mV}, \mathcal{T}_{\text {open }}=100 \mathrm{~ms}, \mathcal{T}_{\text {close }}=120 \mathrm{~ms}$, and we choose $U(\mathbf{x}, t)=10^{-3}$. As Figure 2 shows for different parameters $r_{g}, \lim _{r_{g} \rightarrow 0} H_{r}(\rho, U)=H_{\text {ion }}(\rho, U)$.


Figure 2: Operator $H_{\text {ion }}$ and regularized operator $H_{r}$ for $r_{g}=1, r_{g}=0.5, r_{g}=0.1$.

## 3 Numerical method and algorithm

In this section, a numerical method is presented for the bidomain system (4) in two space dimensions. For this, we introduce a coupled modified LBM for solving the coupled system of nonlinear parabolic and elliptic equations (i.e. the first and second equations of (4)). Then we treat the ODE satisfied by ionic state by applying Gronwall Lemma to obtain an integral formulation, and by using a quadrature rule to approximate the obtained integral.

In the sequel, without loss of generality, we assume $c_{m}=1$ and $\kappa=1$. Moreover we assume $\mathcal{K}_{i c}=K_{i c} \mathbf{I}_{d}, \mathcal{K}_{e c}=K_{e c} \mathbf{I}_{d}, \mathcal{K}_{T}=K_{T} \mathbf{I}_{d}$, with $\mathbf{I}_{d}$ identity matrix and $K_{i c}, K_{e c}$, $K_{T}$ constants.

### 3.1 LBM for coupled parabolic and elliptic equations

In this first part, we develop and describe the modified LBM to solve the following system (which corresponds to two first parts of (4) and elliptic equation in thorax (6))

$$
\begin{align*}
& \frac{\partial \rho}{\partial t}-\operatorname{div}\left(K_{i c} \nabla\left(\rho+\rho_{e}\right)\right)=F\left(. ; \rho, \rho_{e}\right), \text { in } \mathcal{Q}_{H} \\
& -\operatorname{div}\left(K_{i c} \nabla \rho+\left(K_{i c}+K_{e c}\right) \nabla \rho_{e}\right)=G\left(. ; \rho, \rho_{e}\right), \text { in } \mathcal{Q}_{H}  \tag{14}\\
& -\operatorname{div}\left(K_{T} \nabla \rho_{T}\right)=H\left(. ; \rho_{T}\right), \text { in } \mathcal{Q}_{T}
\end{align*}
$$

where $F, G$ and $H$ are given nonlinear operators.
Before introducing the coupled LBM for system (14), it is important to explain the main steps of this method and to give some definitions about discretization and operators in case of a general reaction-diffusion equation.

### 3.1.1 LBM for general reaction-diffusion equations

Let us introduce the LBM for solving the following reaction-diffusion equation (with the macroscopic variable $\Theta$ )

$$
\begin{equation*}
\frac{\partial \Theta(\mathbf{x}, t)}{\partial t}-\operatorname{div}(K(\mathbf{x}, t) \nabla \Theta(\mathbf{x}, t))=\Phi(\mathbf{x}, t ; \Theta), \tag{15}
\end{equation*}
$$

where $\Phi$ is a non linear operator and $K$ is a diffusion coefficient. The evolution equation of the LBM for (15) is given by the following continuous Boltzmann equation [6]:

$$
\begin{equation*}
\frac{\partial \phi(\mathbf{x}, t ; \mathbf{e})}{\partial t}+\mathbf{e} \cdot \nabla \phi(\mathbf{x}, t ; \mathbf{e})=\mathcal{J}(\mathbf{x}, t ; \mathbf{e}) \tag{16}
\end{equation*}
$$

with

$$
\begin{equation*}
\Theta(\mathbf{x}, t)=\int \phi(\mathbf{x}, t ; \mathbf{e}) d \mathbf{e} \tag{17}
\end{equation*}
$$

where $\mathcal{J}(\mathbf{x}, t ; \mathbf{e})=Q_{\text {col }}(\phi(\mathbf{x}, t ; \mathbf{e}))+P(\mathbf{x}, t ; \mathbf{e}), \phi(\mathbf{x}, t ; \mathbf{e})$ is the distribution function of the single particle moving with velocity e at position $\mathbf{x}$ and time $t, P$ is the distribution type function of particle of macroscopic external force $\Phi$ moving with velocity e and $Q_{\text {col }}$ is the Bhatnagar-Gross-Krook (BGK) collision operator defined by (see [5]):

$$
\begin{equation*}
Q_{c o l}(\phi(\mathbf{x}, t ; \mathbf{e}))=-\frac{1}{\tau(\mathbf{x}, t)}\left(\phi(\mathbf{x}, t ; \mathbf{e})-\phi^{e q}(\mathbf{x}, t ; \mathbf{e})\right), \tag{18}
\end{equation*}
$$

where $\phi^{e q}$ is the Maxwell-Boltzmann equilibrium distribution function and $\tau$ is the dimensionless relaxation time.

LBM leads us to approximate (16) to recover reaction-diffusion equation (15) with Chapman-Enskog expansion. In the method of Chapman-Enskog the distribution function $\phi$ is expanded as : $\phi=\phi^{(0)}+\epsilon \phi^{(1)}+\epsilon^{2} \phi^{(2)}+\ldots=\sum_{k=0}^{\infty} \epsilon^{k} \phi^{(k)}$, which can be regarded as a power series in a small variable $\epsilon$ or an expression that keeps track of the relative orders of magnitude of the different terms through the scaling parameter $\epsilon$ (the so-called Kundsen number). The distribution functions $\phi^{(0)}, \phi^{(1)}$ and $\phi^{(2)}$ represent the zero, first and second approximation to the distribution function $\phi$, and so on.

## Remark 3.1 .

It is important to note that $\phi^{e q}$ is an exact solution of the Chapman-Enskog's zero-order approximation of the Boltzmann equation (see [22]).

The numerical solution of Boltzmann equation (16) requires to discretize the configuration spaces, velocities and time. For that, we discretize $\mathcal{Q}=\Omega \times(0, T)$ in time and space. Then we consider a regular lattice $\mathcal{L}$ with typical mesh size $\Delta x$ and time step size $\Delta t$, and we define streaming lattice speed $c=\Delta x / \Delta t$ and lattice sound speed $C_{s}$ by $3 C_{s}^{2}=c^{2}$. We note $\left(\mathbf{e}_{i}\right)_{i=0, N-1}$ the discrete set of $N$ admissible particle velocities (the magnitude of each $\mathbf{e}_{i}$ depends on the speed $c$ ) and we assume that for each node $\mathbf{x}$ of lattice $\mathcal{L}$, and each $\mathbf{e}_{i}$, the point $\mathbf{x}+\mathbf{e}_{i} \Delta t$ is also a node of the lattice $\mathcal{L}$. For the latter, we use the so-called $D 2 Q N$ LBM scheme (i.e., 2 -dimensional and $N$ velocity vectors).

## Remark 3.2 .

Since the velocities $\mathbf{e}_{i}$ are constant vectors in space-time variables, then, for sufficiently regular scalar function $\Xi$, we have

$$
\begin{equation*}
\mathbf{e}_{i} \cdot \nabla \Xi=\operatorname{div}\left(\mathbf{e}_{i} \Xi\right) \tag{19}
\end{equation*}
$$

First, we consider the finite discrete-velocity system of the Boltzmann equation with the finite discrete velocity $\mathbf{e}_{i}$, for $i=0, N-1$ (by discretizing the velocity space by the discrete set of microscopic velocities)

$$
\begin{equation*}
\frac{\partial \phi_{i}(\mathbf{x}, t)}{\partial t}+\mathbf{e}_{i} \cdot \nabla \phi_{i}(\mathbf{x}, t)=\mathcal{J}_{i}(\mathbf{x}, t) \tag{20}
\end{equation*}
$$

where, for each particle on the lattice, we associate discrete functions, for $i=0, N-1$, $\phi_{i}(\mathbf{x}, t)=\phi\left(\mathbf{x}, t ; \mathbf{e}_{i}\right), \phi_{i}^{e q}(\mathbf{x}, t)=\phi^{e q}\left(\mathbf{x}, t ; \mathbf{e}_{i}\right)$ and $\mathcal{J}_{i}(\mathbf{x}, t)=\mathcal{J}\left(\mathbf{x}, t ; \mathbf{e}_{i}\right)$, and the discrete operator $\Phi_{i}$ of $\Phi$, which describes the probability of streaming in one particular direction.

The aim of the so-called LBM scheme is to compute the distribution function of particle $\left(\phi_{i}(\mathbf{x}, t)\right)_{i=1, N}$ for $\mathbf{x} \in \mathcal{L}$ and discrete values of time $t$ by solving the discretization of the Boltzmann's equation (20) in two steps (for each time): collision and streaming processes. Then, by using a second order time integration scheme to approximate (20) (by limiting physical space to a lattice and velocity space to the discrete set of microscopic velocities), we can obtain

$$
\begin{align*}
\phi_{i}\left(\mathbf{x}+\mathbf{e}_{i} \Delta t, t+\Delta t\right)= & \phi_{i}(\mathbf{x}, t)-\frac{1}{\tau(\mathbf{x}, t)}\left(\phi_{i}(\mathbf{x}, t)-\phi_{i}^{e q}(\mathbf{x}, t)\right) \\
& +\Delta t \Phi_{i}(\mathbf{x}, t)+\frac{\Delta t^{2}}{2}\left(\frac{\partial}{\partial t}+\mathbf{e}_{i} \cdot \nabla\right) \Phi_{i}(\mathbf{x}, t) \tag{21}
\end{align*}
$$

which can be decomposed into the two key sub-steps i.e. collision and streaming. The collision process is local in space and is given for each node $\mathbf{x}$ by:

$$
\begin{align*}
\phi_{i}^{c o l}(\mathbf{x}, t) & =\phi_{i}(\mathbf{x}, t)-\frac{1}{\tau(\mathbf{x}, t)}\left(\phi_{i}(\mathbf{x}, t)-\phi_{i}^{e q}(\mathbf{x}, t)\right) \\
& +\Delta t \Phi_{i}(\mathbf{x}, t)+\frac{\Delta t^{2}}{2}\left(\frac{\partial}{\partial t}+\mathbf{e}_{i} \cdot \nabla\right) \Phi_{i}(\mathbf{x}, t) \tag{22}
\end{align*}
$$

Then we can formally summarize the streaming step as a translation in post-collision distribution function fields. For each node, the post-collision distribution function $\phi_{i}^{\text {col }}(\mathbf{x}, t)$ will replace post-collision distribution function of the neighbor node $\phi_{i}^{c o l}\left(\mathbf{x}+\mathbf{e}_{i} \Delta t, t\right)$ according to velocity $\mathbf{e}_{i}$ (Fig. 4). So, streaming process is given for each velocity $\mathbf{e}_{i}$ and in a step time $\Delta t$ by:

$$
\begin{equation*}
\phi_{i}\left(\mathbf{x}+\mathbf{e}_{i} \Delta t, t+\Delta t\right)=\phi_{i}^{c o l}(\mathbf{x}, t) \quad \text { (the propagation of Lattice Boltzmann scheme). } \tag{23}
\end{equation*}
$$

Finally, we recover governing macroscopic variable $\Theta$ by a summation of microscopic particle distribution function $\phi_{i}, i=1, N$ as follows (which is a discrete approximation
of the integral given in (17))

$$
\begin{equation*}
\sum_{i=0}^{N} \phi_{i}(\mathbf{x}, t)=\Theta(\mathbf{x}, t), \quad \text { for } \mathbf{x} \in \mathcal{L} \text { and discrete values of time } t \tag{24}
\end{equation*}
$$

In this paper, we consider the popular two-dimensional $D 2 Q 9$ lattice, which involves 9 velocity vectors (i.e. $N=9$ ). The microscopic velocities $\mathbf{e}_{i}$, for $i=0,8$ in $D 2 Q 9$ are given as (see Figure 3)

$$
\begin{gathered}
\mathbf{e}_{0}=\binom{0}{0} \\
\mathbf{e}_{i}=c\binom{\cos \left((i-1) \frac{\pi}{2}\right)}{\sin \left((i-1) \frac{\pi}{2}\right)}, \text { for } i=1,2,3,4 \\
\mathbf{e}_{i}=\sqrt{2} c\binom{\cos \left(\left(i-\frac{9}{2}\right) \frac{\pi}{2}\right)}{\sin \left(\left(i-\frac{9}{2}\right) \frac{\pi}{2}\right)}, \text { for } i=5,6,7,8
\end{gathered}
$$

According to the expression of the microscopic velocities $\mathbf{e}_{i}$, we prove easily that

$$
\begin{equation*}
\sum_{i=0}^{8} \mathbf{e}_{i}=\sum_{i=0}^{8} w_{i} \mathbf{e}_{i}=\binom{0}{0} \tag{25}
\end{equation*}
$$

and

$$
\begin{equation*}
\sum_{i=0}^{8} w_{i} \mathbf{e}_{i} \mathbf{e}_{i}=C_{s}^{2} \mathbf{I}_{d} \tag{26}
\end{equation*}
$$

where the weight vector $\mathbf{w}=\left(w_{0}, \ldots, w_{8}\right)$ is defined by

$$
\begin{align*}
& \sum_{i=0}^{8} w_{i}=1, \quad w_{0}=4 / 9  \tag{27}\\
& w_{1}=w_{2}=w_{3}=w_{4}=1 / 9 \text { and } w_{5}=w_{6}=w_{7}=w_{8}=1 / 36
\end{align*}
$$

## Remark 3.3 .

With using D2Q9 model, we define a 9-speed square lattice with square elements. It is also possible to use D2Q7 model to obtain a 7-speed hexagonal lattice with triangular elements or to define other types of quadrature if it is needed. In all cases, we have to care about geometric properties. Indeed, respect summations (25) and (26) is necessary to obtain a convergent method.


Figure 3: Particle velocities for D2Q9 LBM
Figure 4: Streaming process of a lattice node

## Remark 3.4 .

During streaming and collision processes, in order to satisfy boundary conditions, the boundary nodes need special treatments on distribution functions, which are essential to stability and accuracy of the method. We use extrapolation methods [20] and modified bounce-back methods [37], [23], [36].

### 3.1.2 LBM for coupled system

In this part, we detail the modified coupled LBM presented in [15], adapted from [35] with introducing LBM for elliptic equations proposed in [12]. We begin with the introduction of three Lattice Boltzmann type equations, which are associated to the three equations of the coupled system of parabolic and elliptic equations (14), respectively. Then, we define discrete equilibrium functions, source terms, nonlinear operators and relaxation time associated to each equation as in previous section. So, we associate the repartition functions of particle moving with velocity $\mathbf{e}_{i}$, with $i=0, \ldots, 8, f_{i}, g_{i}$ and $h_{i}$ for $\rho, \rho_{e}$ and $\rho_{T}$, respectively.

The discrete LBM equation for the first equation of (14), which is parabolic, can be given by (at node $\mathbf{x}$ and time variable $t$ )

$$
\begin{align*}
f_{i}\left(\mathbf{x}+\mathbf{e}_{i} \Delta t, t+\Delta t\right)= & f_{i}(\mathbf{x}, t)-\frac{1}{\tau_{1}(\mathbf{x}, t)}\left(f_{i}(\mathbf{x}, t)-f_{i}^{e q}(\mathbf{x}, t)\right) \\
& +\Delta t S_{i}^{1}\left(\mathbf{x}, t ; \nabla \rho, \nabla \rho_{e}\right) \\
& +\Delta t F_{i}(\mathbf{x}, t)+\frac{\Delta t^{2}}{2}\left(\frac{\partial}{\partial t}+\mathbf{e}_{i} \cdot \nabla\right) F_{i}(\mathbf{x}, t) \tag{28}
\end{align*}
$$

where $\tau_{1}(\mathbf{x}, t)$ is the dimensionless relaxation factor, $F_{i}(\mathbf{x}, t)$ is the discrete source term associated to operator $F\left(\mathbf{x}, t ; \rho, \rho_{e}\right), S_{i}^{1}\left(\mathbf{x}, t ; \nabla \rho, \nabla \rho_{e}\right)$ is a link function (between the first and second equations of (14)) related to gradients $\nabla \rho$ and $\nabla \rho_{e}$.

For the two elliptic equations of (14), for a fixed time $t$, the discrete pseudo-timestepping LBM equations can be given (at node $\mathbf{x}$ and pseudo time variables $r$ and $s$ )

$$
\begin{align*}
g_{i}\left(\mathbf{x}+\mathbf{e}_{i} \Delta r, r+\Delta r ; t\right)= & g_{i}(\mathbf{x}, r ; t)-\frac{1}{\tau_{2}(\mathbf{x}, t)}\left(g_{i}(\mathbf{x}, r ; t)-g_{i}^{e q}(\mathbf{x}, r ; t)\right) \\
& +\Delta r S_{i}^{2}\left(\mathbf{x}, r ; t, \nabla \rho, \nabla \tilde{\rho}_{e}\right) \\
& +\Delta r G_{i}(\mathbf{x}, r ; t)+\frac{\Delta r^{2}}{2}\left(\frac{\partial}{\partial r}+\mathbf{e}_{i} \cdot \nabla\right) G_{i}(\mathbf{x}, r ; t),  \tag{29}\\
h_{i}\left(\mathbf{x}+\mathbf{e}_{i} \Delta s, s+\Delta s ; t\right)= & h_{i}(\mathbf{x}, s ; t)-\frac{1}{\tau_{3}(\mathbf{x}, t)}\left(h_{i}(\mathbf{x}, t)-h_{i}^{e q}(\mathbf{x}, s ; t)\right) \\
& +\Delta s H_{i}(\mathbf{x}, s ; t)+\frac{\Delta s^{2}}{2}\left(\frac{\partial}{\partial s}+\mathbf{e}_{i} \cdot \nabla\right) H_{i}(\mathbf{x}, s ; t), \tag{30}
\end{align*}
$$

where $\Delta r$ and $\Delta s$ are given time-steps, $\tau_{2}(\mathbf{x}, t)$ and $\tau_{3}(\mathbf{x}, t)$ are the dimensionless relaxation factors, $g_{i}(\mathbf{x}, r ; t)$ and $h_{i}(\mathbf{x}, s ; t)$ are the distribution functions of particle moving with velocity $\mathbf{e}_{i}$ at node $\mathbf{x}$ and times $r$ and $s, G_{i}(\mathbf{x}, r ; t)$ and $H_{i}(\mathbf{x}, s ; t)$ are the discrete source terms associated respectively to operators $\tilde{G}\left(\mathbf{x}, r ; t, \rho, \tilde{\rho}_{e}\right)$ and $\tilde{H}\left(\mathbf{x}, s ; t, \tilde{\rho}_{T}\right)$. The term $S_{i}^{2}\left(\mathbf{x}, r ; t, \nabla \rho, \nabla \tilde{\rho}_{e}\right)$ is the second link function (between the first and second equations of (14)) related to gradients $\nabla \rho$ and $\nabla \tilde{\rho}_{e}$.

Then, after each time step, we obtain new particular repartitions which lead us to recover governing macroscopic potentials $\rho, \tilde{\rho}_{e}$ and $\tilde{\rho}_{T}$ with following summations:

$$
\begin{array}{r}
\sum_{i=0}^{8} f_{i}(\mathbf{x}, t)=\rho(\mathbf{x}, t) \\
\frac{1}{1-w_{0}} \sum_{i=0}^{8} g_{i}(\mathbf{x}, r ; t)=\tilde{\rho}_{e}(\mathbf{x}, r ; t) \\
\frac{1}{1-w_{0}} \sum_{i=0}^{8} h_{i}(\mathbf{x}, s ; t)=\tilde{\rho}_{T}(\mathbf{x}, s ; t) \tag{33}
\end{array}
$$

The two elliptic equations of system (14) associated to the pseudo time variables $r$ and $s$ induce subroutines in order to reach the following convergence:

$$
\begin{equation*}
\lim _{r \rightarrow \infty} \tilde{\rho}_{e}(\mathbf{x}, r ; t)=\rho_{e}(\mathbf{x}, t) \tag{34}
\end{equation*}
$$

$$
\begin{align*}
\lim _{s \rightarrow \infty} \tilde{\rho}_{T}(\mathbf{x}, s ; t) & =\rho_{T}(\mathbf{x}, t)  \tag{35}\\
\lim _{r \rightarrow \infty} \tilde{G}\left(\mathbf{x}, r ; t, \rho, \tilde{\rho}_{e}\right) & =G\left(\mathbf{x}, t ; \rho, \rho_{e}\right) \tag{36}
\end{align*}
$$

and

$$
\begin{equation*}
\lim _{s \rightarrow \infty} \tilde{H}\left(\mathbf{x}, s ; t, \tilde{\rho}_{T}\right)=H\left(\mathbf{x}, t ; \rho_{T}\right) \tag{37}
\end{equation*}
$$

Now we define equilibrium functions, source terms functions, linked functions and the three dimensionless factors $\tau_{1}, \tau_{2}, \tau_{3}$. The local equilibrium distribution functions are given by $(\forall i=0, \ldots, 8)$

$$
\begin{align*}
f_{i}^{e q}(\mathbf{x}, t) & =w_{i} \rho(\mathbf{x}, t),  \tag{38}\\
g_{i}^{e q}(\mathbf{x}, r ; t) & =\left\{\begin{array}{l}
w_{i} \tilde{\rho}_{e}(\mathbf{x}, r ; t) \text { for } i \neq 0 \\
\left(w_{0}-1\right) \tilde{\rho}_{e}(\mathbf{x}, r ; t) \text { for } i=0
\end{array}\right.  \tag{39}\\
h_{i}^{e q}(\mathbf{x}, s ; t) & =\left\{\begin{array}{l}
w_{i} \tilde{\rho}_{T}(\mathbf{x}, s ; t) \text { for } i \neq 0 \\
\left(w_{0}-1\right) \tilde{\rho}_{T}(\mathbf{x}, s ; t) \text { for } i=0
\end{array}\right. \tag{40}
\end{align*}
$$

According to (25) and (26), we can prove easily that

$$
\begin{gather*}
\sum_{i=0}^{8} f_{i}^{e q}(\mathbf{x}, t)=\rho(\mathbf{x}, t)  \tag{41}\\
\sum_{i=0}^{8} \mathbf{e}_{i} f_{i}^{e q}(\mathbf{x}, t)=\binom{0}{0}  \tag{42}\\
\sum_{i=0}^{8} \mathbf{e}_{i} \mathbf{e}_{i} f_{i}^{e q}(\mathbf{x}, t)=C_{s}^{2} \rho(\mathbf{x}, t) \mathbf{I}_{d}  \tag{43}\\
\sum_{i=0}^{8} g_{i}^{e q}(\mathbf{x}, r ; t)=0  \tag{44}\\
\sum_{i=0}^{8} \mathbf{e}_{i} g_{i}^{e q}(\mathbf{x}, r ; t)=\binom{0}{0}  \tag{45}\\
\sum_{i=0}^{8} \mathbf{e}_{i} \mathbf{e}_{i} g_{i}^{e q}(\mathbf{x}, r ; t)=C_{s}^{2} \tilde{\rho}_{e}(\mathbf{x}, r ; t) \mathbf{I}_{d}  \tag{46}\\
\sum_{i=0}^{8} h_{i}^{e q}(\mathbf{x}, s ; t)=0  \tag{47}\\
8  \tag{48}\\
\sum_{i=0}^{8} \mathbf{e}_{i} h_{i}^{e q}(\mathbf{x}, s ; t)=\binom{0}{0}  \tag{49}\\
\mathbf{e}_{i} h_{i}^{e q}(\mathbf{x}, s ; t)=C_{s}^{2} \tilde{\rho}_{T}(\mathbf{x}, s ; t) \mathbf{I}_{d}
\end{gather*}
$$

## Remark 3.5 .

There is no uniqueness of equilibrium function definition. According to implementation choices and type of PDE, we can choose more complex forms which are more efficient in term of implementation. This choice only depends on the definitions of link functions $S_{i}^{1}$ and $S_{i}^{2}$, and time relaxations $\tau_{1}$ and $\tau_{2}$. Indeed, we can take into account nonlinear diffusion operators in relaxation terms $\tau_{1}$ and $\tau_{2}$, and we can merge equilibrium and link functions (see e.g. [34]).

Then, we can define the source terms $F_{i}, G_{i}$ and $H_{i}$, which are discrete approximations of nonlinear operator and source terms of system (14), as follows ( $\forall i=0, \ldots, 8$ )

$$
\begin{array}{r}
F_{i}(\mathbf{x}, t)=w_{i} F\left(\mathbf{x}, t ; \rho, \rho_{e}\right) \\
G_{i}(\mathbf{x}, r ; t)=w_{i} \tilde{G}\left(\mathbf{x}, r ; t, \rho, \tilde{\rho}_{e}\right) \\
H_{i}(\mathbf{x}, s ; t)=w_{i} \tilde{H}\left(\mathbf{x}, s ; t, \tilde{\rho}_{T}\right) \tag{52}
\end{array}
$$

According again to (25) and (26), we can derive the following relations

$$
\begin{array}{r}
\sum_{i=0}^{8} F_{i}(\mathbf{x}, t)=F\left(\mathbf{x}, t ; \rho, \rho_{e}\right) \\
\sum_{i=0}^{8} \mathbf{e}_{i} F_{i}(\mathbf{x}, t)=\binom{0}{0} \\
\sum_{i=0}^{8} G_{i}(\mathbf{x}, r ; t)=\tilde{G}\left(\mathbf{x}, r ; t, \rho, \tilde{\rho}_{e}\right) \\
\sum_{i=0}^{8} \mathbf{e}_{i} G_{i}(\mathbf{x}, r ; t)=\binom{0}{0} \\
\sum_{i=0}^{8} H_{i}(\mathbf{x}, t)=\tilde{H}\left(\mathbf{x}, s ; t, \tilde{\rho}_{T}\right) \\
\sum_{i=0}^{8} \mathbf{e}_{i} H_{i}(\mathbf{x}, s ; t)=\binom{0}{0} \tag{58}
\end{array}
$$

Similarly, we define the first link function $S_{i}^{1}$ associate to the first equation of (14) and equation (28) by $(\forall i=0, \ldots, 8)$

$$
\begin{equation*}
S_{i}^{1}\left(\mathbf{x}, t ; \nabla \rho, \nabla \rho_{e}\right)=w_{i}\left(\beta_{\rho}(\mathbf{x}, t) \mathbf{e}_{i} \cdot \nabla \rho_{e}(\mathbf{x}, t)+\alpha_{\rho}(\mathbf{x}, t) \mathbf{e}_{i} \cdot \nabla \rho(\mathbf{x}, t)\right) \tag{59}
\end{equation*}
$$

and the second link function $S_{i}^{2}$ associate to the second equation of (14) and equation (29) as $(\forall i=0, \ldots, 8)$

$$
\begin{equation*}
S_{i}^{2}\left(\mathbf{x}, r ; t, \nabla \rho, \nabla \tilde{\rho}_{e}\right)=w_{i}\left(\beta_{\rho_{e}}(\mathbf{x}, t) \mathbf{e}_{i} \cdot \nabla \rho(\mathbf{x}, t)+\alpha_{\rho_{e}}(\mathbf{x}, t) \mathbf{e}_{i} \cdot \nabla \tilde{\rho}_{e}(\mathbf{x}, r ; t)\right) \tag{60}
\end{equation*}
$$

where we choose $\alpha_{\rho}, \alpha_{\rho_{e}}, \beta_{\rho}, \beta_{\rho_{e}}$ to be:

$$
\begin{gather*}
\alpha_{\rho}(\mathbf{x}, t)=-\frac{1}{\tau_{1}(\mathbf{x}, t) C_{s}^{2} \Delta t}\left(K_{i c}(\mathbf{x}, t)+C_{s}^{2} \Delta t\left(\frac{1}{2}-\tau_{1}(\mathbf{x}, t)\right)\right)  \tag{61}\\
\beta_{\rho}(\mathbf{x}, t)=\frac{-K_{i c}(\mathbf{x}, t)}{\tau_{1}(\mathbf{x}, t) C_{s}^{2} \Delta t}  \tag{62}\\
\alpha_{\rho_{e}}(\mathbf{x}, t)=-\frac{1}{\tau_{2}(\mathbf{x}, t) C_{s}^{2} \Delta r}\left(\left(K_{i c}(\mathbf{x}, t)+K_{e c}(\mathbf{x}, t)\right)+C_{s}^{2} \Delta r\left(\frac{1}{2}-\tau_{2}(\mathbf{x}, t)\right)\right),  \tag{63}\\
\beta \rho_{e}(\mathbf{x}, t)=\frac{-K_{i c}(\mathbf{x}, t)}{\tau_{2}(\mathbf{x}, t) C_{s}^{2} \Delta r} \tag{64}
\end{gather*}
$$

## Remark 3.6 .

As values $\alpha_{\rho}$ and $\alpha_{\rho_{e}}$ defined by the equations (61) and (64) depend on relaxation factors $\tau_{1}$ and $\tau_{2}$, we can choose them as arbitrary nonzero constants. However, for the relaxation time $\tau_{3}$, in order to recover relaxation tensor $K_{T} \mathbf{I}_{d}$ in the governing elliptic equation, we can define it as

$$
\begin{equation*}
\tau_{3}(\mathbf{x}, t)=\frac{K_{T}(\mathbf{x}, t)}{C_{s}^{2} \Delta s}+\frac{1}{2} \tag{65}
\end{equation*}
$$

By using the relations (25) and (26), we can deduce the following properties

$$
\begin{align*}
\sum_{i=0}^{8} S_{i}^{1}\left(\mathbf{x}, t ; \nabla \rho, \nabla \rho_{e}\right) & =0  \tag{66}\\
\sum_{i=0}^{8} S_{i}^{2}\left(\mathbf{x}, r ; t, \nabla \rho, \nabla \tilde{\rho}_{e}\right) & =0 \tag{67}
\end{align*}
$$

$$
\begin{align*}
\sum_{i=0}^{8} \mathbf{e}_{i} S_{i}^{1}\left(\mathbf{x}, t, \nabla \rho, \nabla \rho_{e}\right) & =C_{s}^{2}\left(\beta_{\rho}(\mathbf{x}, t) \nabla \rho_{e}(\mathbf{x}, t)+\alpha_{\rho}(\mathbf{x}, t) \nabla \rho(\mathbf{x}, t)\right)  \tag{68}\\
\sum_{i=0}^{8} \mathbf{e}_{i} S_{i}^{2}\left(\mathbf{x}, r ; t, \nabla \rho, \nabla \tilde{\rho}_{e}\right) & =C_{s}^{2}\left(\beta_{\rho_{e}}(\mathbf{x}, t) \nabla \rho(\mathbf{x}, t)+\alpha_{\rho_{e}}(\mathbf{x}, t) \nabla \tilde{\rho}_{e}(\mathbf{x}, r ; t)\right) \tag{69}
\end{align*}
$$

## Remark 3.7.

The link functions $S_{i}^{1}$ and $S_{i}^{2}$ depend on the gradient of functions $\rho, \rho_{e}$ and $\tilde{\rho}_{e}$. The approximation of these gradients can be directly derived from Chapman-Enskog expansion with distribution functions $f_{i}$ and $g_{i}$ (see the below equations (101) and (111)), or with a finite difference approximation type method.

We can now prove formally that the above coupled LBM recovers the governing macroscopic system (14).

## Proposition 3.1.

If local equilibrium distribution functions $f_{i}^{e q}, g_{i}^{e q}$ and $h_{i}^{e q}$ satisfy relations (41)-(49), source terms $F_{i}, G_{i}, H_{i}$ respect properties given by equations (53)-(58), properties (66)(69) hold for link functions $S_{i}^{1}$ and $S_{i}^{2}$, then, for $\tau_{3}=\frac{K_{T}}{C_{s}^{2} \Delta t}+\frac{1}{2}$, the above coupled LBM recover correctly macroscopic system (14) through the Chapman-Enskog analysis.

Proof: To derive the macroscopic equation from developed coupled lattice BGK model, the Chapman-Enskog expansion is applied under the assumption of small Kundsen number $\epsilon$ (which can be a ratio between a characteristic length $L$ and the particular mean free path $l$ ) to determine equilibrium functions, source terms and link functions. Each function is decomposed around its equilibrium state with different scale of perturbations. Then, the difference between associated LBE and Taylor series of the distribution function lead us to recover the governing macroscopic equation.

Before to prove the main result of proposition, we introduce the main steps of demonstration with applying Chapman-Enskog expansion to distribution functions $\phi_{i}$ of LBE (21) in order to recover governing reaction-diffusion equation (15). The macroscopic variable $\Theta$ is defined in terms of distribution functions as

$$
\begin{align*}
& \Theta=\sum_{i=1}^{8} \phi_{i}=\sum_{i=1}^{8} \phi_{i}^{e q}, \text { with } \\
& \sum_{i=1}^{8} \mathbf{e}_{i} \phi_{i}^{e q}=\binom{0}{0} \text { and }  \tag{70}\\
& \sum_{i=0}^{8} \mathbf{e}_{i} \mathbf{e}_{i} \phi_{i}^{e q}(\mathbf{x}, t)=C_{s}^{2} \Theta(\mathbf{x}, t) \mathbf{I}_{d} .
\end{align*}
$$

For every distribution functions $\phi_{i}$ the Chapman-Enskog expansion is applied with the small parameter $\epsilon$ as:

$$
\begin{align*}
\phi_{i} & =\phi_{i}^{(0)}+\varepsilon \phi_{i}^{(1)}+\varepsilon^{2} \phi_{i}^{(2)}+\ldots \\
& =\phi_{i}^{e q}+\varepsilon \phi_{i}^{(1)}+\varepsilon^{2} \phi_{i}^{(2)}+\ldots  \tag{71}\\
\frac{\partial}{\partial t} & =\varepsilon \frac{\partial}{\partial t_{1}}+\varepsilon^{2} \frac{\partial}{\partial t_{2}}  \tag{72}\\
\nabla & =\varepsilon \nabla_{1}, \operatorname{div}_{1}=\nabla_{1} \tag{73}
\end{align*}
$$

where $t_{i}$ is the time scale, for $i=1,2, \mathbf{x}_{1}$ is the space scale and $\nabla_{1}=\nabla_{\mathbf{x}_{1}}$ is the gradient with respect to $\mathbf{x}_{1}$, and we assume that every source term $\Phi_{i}$ take the form

$$
\begin{align*}
& \Phi_{i}=\varepsilon \Phi_{i}^{(1)}+\varepsilon^{2} \Phi_{i}^{(2)}, \quad \text { with } \\
& \sum_{i=0}^{8} \Phi_{i}^{(n)}(\mathbf{x}, t)=\Phi^{(n)}(\mathbf{x}, t) \text { and }  \tag{74}\\
& \sum_{i=0}^{8} \mathbf{e}_{i} \Phi_{i}^{(n)}(\mathbf{x}, t)=\binom{0}{0}
\end{align*}
$$

## Remark 3.8 .

The Chapman-Enskog expansion is usually called multi-scale Chapman-Enskog expansion, because this ansatz lead us to decompose every function according to several perturbation scales. But we take into account the multi-scale nature of a biological or physical problem through the relaxation-time $\tau(\mathbf{x}, t)$ which is related to diffusion properties and nondimensionalization parameters.

## Property 3.1 .

The functions $\phi_{i}^{(0)}$ are associated to unperturbed state (i.e.: $\forall i=0, \ldots, 8: \phi_{i}^{(0)}=\phi_{i}^{e q}$ ). Moreover, since each scale of perturbation is linearly independent of each other, we can deduce that (for all $n \in \mathbb{N}^{*}$ )

$$
\begin{equation*}
\sum_{i=0}^{8} \phi_{i}^{(n)}=0 \tag{75}
\end{equation*}
$$

Then, we express the difference between (21) and Taylor series of distribution function $\phi_{i}$ moving with velocity $\mathbf{e}_{i}$. Indeed Taylor series also lead us to approximate the term $\phi_{i}\left(\mathbf{x}+\mathbf{e}_{i} \Delta t, t+\Delta t\right)$ as:

$$
\begin{equation*}
\phi_{i}\left(\mathbf{x}+\mathbf{e}_{i} \Delta t, t+\Delta t\right)=\phi_{i}(\mathbf{x}, t)+\sum_{k=1}^{\infty} \frac{\Delta t^{k}}{k!}\left(\frac{\partial}{\partial t}+\mathbf{e}_{i} \cdot \nabla\right)^{k} \phi_{i}(\mathbf{x}, t) \tag{76}
\end{equation*}
$$

where

$$
\left(\frac{\partial}{\partial t}+\mathbf{e}_{i} \cdot \nabla\right)^{k}=\sum_{n=0}^{k}\binom{k}{n} \frac{\partial^{k-n}}{\partial t^{k-n}}\left(\mathbf{e}_{i} \cdot \nabla\right)^{n},
$$

with

$$
\left(\mathbf{e}_{i} \cdot \nabla\right)^{n}=\left(\mathbf{e}_{i} \cdot \nabla\right)\left(\mathbf{e}_{i} \cdot \nabla\right)^{n-1}
$$

So, by using the expressions (74)-(73), Taylor series (76) and discrete LBE (21) become $(\forall i=0, \ldots, 8)$

$$
\begin{gather*}
\phi_{i}\left(\mathbf{x}+\mathbf{e}_{i} \Delta t, t+\Delta t\right)=\left(\phi_{i}^{(0)}(\mathbf{x}, t)+\varepsilon \phi_{i}^{(1)}(\mathbf{x}, t)+\ldots\right) \\
+\sum_{k=1}^{\infty} \frac{\Delta t^{k}}{k!}\left(\varepsilon \frac{\partial}{\partial t_{1}}+\varepsilon^{2} \frac{\partial}{\partial t_{2}}+\mathbf{e}_{i} \cdot\left(\varepsilon \nabla_{1}\right)\right)^{k}\left(\phi_{i}^{(0)}(\mathbf{x}, t)+\varepsilon \phi_{i}^{(1)}(\mathbf{x}, t)+\ldots\right) \tag{77}
\end{gather*}
$$

and

$$
\begin{align*}
\phi_{i}\left(\mathbf{x}+\mathbf{e}_{i} \Delta t, t+\Delta t\right) & =\left(1-\frac{1}{\tau}\right)\left(\phi_{i}^{(0)}(\mathbf{x}, t)+\varepsilon \phi_{i}^{(1)}(\mathbf{x}, t)+\ldots\right) \\
+ & \frac{1}{\tau} \phi_{i}^{e q}(\mathbf{x}, t)+\Delta t\left(\varepsilon \Phi_{i}^{(1)}(\mathbf{x}, t)+\varepsilon^{2} \Phi_{i}^{(2)}(\mathbf{x}, t)\right) \\
+ & \frac{\Delta t^{2}}{2}\left(\varepsilon \frac{\partial}{\partial t_{1}}+\varepsilon^{2} \frac{\partial}{\partial t_{2}}+\varepsilon \mathbf{e}_{i} \cdot \nabla_{1}\right)\left(\varepsilon \Phi_{i}^{(1)}(\mathbf{x}, t)+\varepsilon^{2} \Phi_{i}^{(2)}(\mathbf{x}, t)\right) . \tag{78}
\end{align*}
$$

By calculating the difference between relations (78) and (77), we can obtain

$$
\begin{align*}
0= & \frac{1}{\tau}\left(\phi_{i}^{(0)}(\mathbf{x}, t)+\varepsilon \phi_{i}^{(1)}(\mathbf{x}, t)+\ldots\right) \\
& +\sum_{k=1}^{\infty} \frac{\Delta t^{k}}{k!}\left(\varepsilon \frac{\partial}{\partial t_{1}}+\varepsilon^{2} \frac{\partial}{\partial t_{2}}+\mathbf{e}_{i} \cdot\left(\varepsilon \nabla_{1}\right)\right)^{k}\left(\phi_{i}^{(0)}(\mathbf{x}, t)+\varepsilon \phi_{i}^{(1)}(\mathbf{x}, t)+\ldots\right) \\
& -\frac{1}{\tau} \phi_{i}^{e q}(\mathbf{x}, t)-\Delta t\left(\varepsilon \Phi_{i}^{(1)}(\mathbf{x}, t)+\varepsilon^{2} \Phi_{i}^{(2)}(\mathbf{x}, t)\right) \\
& -\frac{\Delta t^{2}}{2}\left(\varepsilon \frac{\partial}{\partial t_{1}}+\varepsilon^{2} \frac{\partial}{\partial t_{2}}+\varepsilon \mathbf{e}_{i} \cdot \nabla_{1}\right)\left(\varepsilon \Phi_{i}^{(1)}(\mathbf{x}, t)+\varepsilon^{2} \Phi_{i}^{(2)}(\mathbf{x}, t)\right), \tag{79}
\end{align*}
$$

which can be rewritten as follows (according to different scales of $\varepsilon$ )

$$
\begin{equation*}
0=\Psi_{i}^{(0)}(\mathbf{x}, t)+\varepsilon \Psi_{i}^{(1)}(\mathbf{x}, t)+\varepsilon^{2} \Psi_{i}^{(2)}(\mathbf{x}, t)+\ldots \tag{80}
\end{equation*}
$$

where probability density functions $\Psi_{i}^{(n)}$ regroup all terms of (79) in order of $\varepsilon^{n}, n=0, \ldots$, respectively (which are partial differential equations for $n \neq 0$ )

$$
\begin{align*}
\Psi_{i}^{(0)}= & \frac{1}{\tau}\left(\phi_{i}^{(0)}-\phi_{i}^{e q}\right)=0  \tag{81}\\
\Psi_{i}^{(1)}= & \Delta t\left(\frac{\partial}{\partial t_{1}}+\mathbf{e}_{i} \cdot \nabla_{1}\right) \phi_{i}^{(0)}+\frac{1}{\tau} \phi_{i}^{(1)}-\Delta t \Phi_{i}^{(1)}=0  \tag{82}\\
\Psi_{i}^{(2)}= & \left(\frac{\Delta t^{2}}{2}\left(\frac{\partial}{\partial t_{1}}+\mathbf{e}_{i} \cdot \nabla_{1}\right)^{2}+\Delta t \frac{\partial}{\partial t_{2}}\right) \phi_{i}^{(0)}+\Delta t\left(\frac{\partial}{\partial t_{1}}+\mathbf{e}_{i} \cdot \nabla_{1}\right) \phi_{i}^{(1)} \\
& +\frac{1}{\tau} \phi_{i}^{(2)}-\Delta t \Phi_{i}^{(2)}-\frac{\Delta t^{2}}{2}\left(\frac{\partial}{\partial t_{1}}+\mathbf{e}_{i} \cdot \nabla_{1}\right) \Phi_{i}^{(1)}=0 \tag{83}
\end{align*}
$$

As functions $\Psi_{i}$ are density probability functions, summation along each velocity $\mathbf{e}_{i}$ lead us to recover macroscopic functions, noted $\Psi^{(n)}$ at order $n$. Then, we recover macroscopic functions with

$$
\begin{equation*}
\sum_{i=0}^{8}\left(\Psi_{i}^{(0)}+\varepsilon \Psi_{i}^{(1)}+\ldots\right)=\Psi^{(0)}+\varepsilon \Psi^{(1)}+\ldots \tag{84}
\end{equation*}
$$

and with an order $N$ accuracy as:

$$
\begin{equation*}
\Psi^{(0)}+\varepsilon \Psi^{(1)}+\ldots+\varepsilon^{N-1} \Psi^{(N-1)}+\mathcal{O}\left(\varepsilon^{N}\right)=\Psi+\mathcal{O}\left(\varepsilon^{N}\right) \tag{85}
\end{equation*}
$$

Finally, by retaining terms up to $\mathcal{O}\left(\varepsilon^{3}\right)$, taking (82) times $\epsilon$ plus (83) times $\epsilon^{2}$, summing over $i$ and using (81), (70), (72), (73) and (75), we can obtain, by a suitable choice of equilibrium distribution $\phi_{i}^{e q}$ (with similar properties as $f_{i}^{e q}, g_{i}^{e q}$ and $h_{i}^{e q}$ given in (41)(49)), source terms $\Phi_{i}$ (with similar properties as $F_{i}, G_{i}$ and $H_{i}$ given in (53)-(58)) and relaxation time $\tau(\mathbf{x}, t)=\frac{K(\mathbf{x}, t)}{C_{s}^{2} \Delta t}+\frac{1}{2}$, the approximation of the general reaction-diffusion equation (15).

In fact, according to $(74),(70),(75)$ and using the relation (19), we can prove easily from (82) that

$$
\begin{equation*}
\Psi^{(1)}=\Delta t\left(\frac{\partial \Theta(\mathbf{x}, t)}{\partial t_{1}}-\Phi^{(1)}(\mathbf{x}, t)\right) \tag{86}
\end{equation*}
$$

To treat the second order terms, we rewrite $\frac{\Delta t^{2}}{2}\left(\frac{\partial}{\partial t_{1}}+\mathbf{e}_{i} \cdot \nabla_{1}\right)^{2} \phi_{i}^{e q}$ with using first order term given by (82) as:

$$
\begin{aligned}
\frac{\Delta t^{2}}{2}\left(\frac{\partial}{\partial t_{1}}+\mathbf{e}_{i} \cdot \nabla_{1}\right)^{2} \phi_{i}^{e q} & =\frac{\Delta t}{2}\left(\frac{\partial}{\partial t_{1}}+\mathbf{e}_{i} \cdot \nabla_{1}\right)\left(-\frac{1}{\tau} \phi_{i}^{(1)}+\Delta t \Phi_{i}^{(1)}\right) \\
& =-\Delta t\left(\frac{\partial}{\partial t_{1}}+\mathbf{e}_{i} \cdot \nabla_{1}\right)\left(\frac{1}{2 \tau} \phi_{i}^{(1)}\right)+\frac{\Delta t^{2}}{2}\left(\frac{\partial}{\partial t_{1}}+\mathbf{e}_{i} \cdot \nabla_{1}\right) \Phi_{i}^{(1)}
\end{aligned}
$$

and then $\Psi_{i}^{(2)}$ becomes

$$
\begin{align*}
\Psi_{i}^{(2)}= & \Delta t\left(\frac{\partial}{\partial t_{1}}+\mathbf{e}_{i} \cdot \nabla_{1}\right)\left(\left(1-\frac{1}{2 \tau}\right) \phi_{i}^{(1)}\right)+\frac{1}{\tau} \phi_{i}^{(2)} \\
& +\Delta t\left(\frac{\partial}{\partial t_{2}}\right) \phi_{i}^{e q}-\Delta t \Phi_{i}^{(2)} . \tag{87}
\end{align*}
$$

Summing over $i$ the terms of equation (87), according again to (74),(70), (75) and using the relation (19), we can deduce that

$$
\Psi^{(2)}=\Delta t\left(\frac{\partial \Theta(\mathbf{x}, t)}{\partial t_{2}}-\Phi^{(2)}+\operatorname{div}_{1}\left(\left(1-\frac{1}{2 \tau}\right) \sum_{i=0}^{8} \mathbf{e}_{i} \phi_{i}^{(1)}\right)\right)
$$

To express $\left(1-\frac{1}{2 \tau}\right) \sum_{i=0}^{8} \mathbf{e}_{i} \phi_{i}^{(1)}$, we use relation (82) and properties (74),(70) (using (19))

$$
\left(1-\frac{1}{2 \tau}\right) \sum_{i=0}^{8} \mathbf{e}_{i} \phi_{i}^{(1)}=-\tau C_{s}^{2} \Delta t\left(1-\frac{1}{2 \tau}\right) \nabla_{1} \Theta
$$

According to the expression of $\tau$ we can deduce that $\tau C_{s}^{2} \Delta t\left(1-\frac{1}{2 \tau}\right)=K$, and then

$$
\begin{equation*}
\Psi^{(2)}=\Delta t\left(\frac{\partial \Theta(\mathbf{x}, t)}{\partial t_{2}}-\operatorname{div}_{1}\left(K \nabla_{1} \Theta(\mathbf{x}, t)\right)-\Phi^{(2)}\right) . \tag{88}
\end{equation*}
$$

Then, we can recompose $\Psi$ with using (81), (85), (86) and (88) and deduce the following approximation of equation (15) as

$$
\begin{equation*}
\frac{\partial \Theta(\mathbf{x}, t)}{\partial t}-\operatorname{div}(K(\mathbf{x}, t) \nabla \Theta(\mathbf{x}, t))-\Phi(\mathbf{x}, t ; \Theta)=0 \tag{89}
\end{equation*}
$$

Now, we will follow the previous process and steps for each equation of bidomain system (14) and its associate discrete LBE system (28)-(30). For this, we perform the Taylor expansion on (28)-(30) up to terms with order of $\mathcal{O}\left(\varepsilon^{3}\right)$ and we use ansatz given by equations (71)-(73) where distribution functions $f_{i}, g_{i}$ and $h_{i}$ successively replace $\phi_{i}$ with order 2 expansion given by equation (71) and we assume that the source terms and link functions $F_{i}, G_{i}, H_{i}, S_{i}^{1}$ and $S_{i}^{2}$ take the form (which are defined like source term $\Phi_{i}$ with order 2 expansion)

$$
\begin{align*}
& F_{i}=\varepsilon F_{i}^{(1)}+\varepsilon^{2} F_{i}^{(2)}, \text { with } \sum_{i=0}^{8} \mathbf{e}_{i} F_{i}^{(j)}=0, \text { for } j=1,2  \tag{90}\\
& S_{i}^{1}=\varepsilon S_{i}^{1,(1)}, \text { with } \sum_{i=0}^{8} S_{i}^{1,(1)}=0  \tag{91}\\
& G_{i}=\varepsilon G_{i}^{(1)}+\varepsilon^{2} G_{i}^{(2)}, \text { with } \sum_{i=0}^{8} \mathbf{e}_{i} G_{i}^{(j)}=0, \text { for } j=1,2  \tag{92}\\
& S_{i}^{2}=\varepsilon S_{i}^{2,(1)}, \text { with } \sum_{i=0}^{8} S_{i}^{2,(1)}=0  \tag{93}\\
& H_{i}=\varepsilon H_{i}^{(1)}+\varepsilon^{2} H_{i}^{(2)}, \text { with } \sum_{i=0}^{8} \mathbf{e}_{i} H_{i}^{(j)}=0, \text { for } j=1,2 \tag{94}
\end{align*}
$$

First, we consider the first equation of (14) and its associate discrete LBE system (28). According to (90)-(91) and using similar arguments to derive the terms $\Psi_{i}^{(n)}$ in (81)-(87), we can obtain the following terms $\mathcal{P}_{i}^{(n)}, n=0,2$ (after division by $\Delta t$ )

$$
\begin{align*}
\mathcal{P}_{i}^{(0)}= & -\frac{1}{\Delta t \tau_{1}}\left(f_{i}^{(0)}-f_{i}^{e q}\right)=0  \tag{95}\\
\mathcal{P}_{i}^{(1)}= & \left(\frac{\partial}{\partial t_{1}}+\mathbf{e}_{i} \cdot \nabla_{1}\right) f_{i}^{e q}+\frac{1}{\tau_{1} \Delta t} f_{i}^{(1)} \\
& -S_{i}^{1,(1)}-F_{i}^{(1)}=0  \tag{96}\\
\mathcal{P}_{i}^{(2)}= & \left(\frac{\partial}{\partial t_{1}}+\mathbf{e}_{i} \cdot \nabla_{1}\right) f_{i}^{(1)} \\
& +\left(\frac{\partial}{\partial t_{2}}+\frac{\Delta t}{2}\left(\frac{\partial}{\partial t_{1}}+\mathbf{e}_{i} \cdot \nabla_{1}\right)^{2}\right) f_{i}^{e q} \\
& +\frac{1}{\tau_{1} \Delta t} f_{i}^{(2)}-\frac{\Delta t}{2}\left(\frac{\partial}{\partial t_{1}}+\mathbf{e}_{i} \cdot \nabla_{1}\right) F_{i}^{(1)}-F_{i}^{(2)}=0 . \tag{97}
\end{align*}
$$

Summing over $i$ the terms of equation (96) and using the fact that $\sum_{i=0}^{8} f_{i}^{(n)}=0$, for $n \neq 0$, and the relations $(41),(42),(53),(66),(90)$ and (91) we obtain

$$
\begin{equation*}
\epsilon \mathcal{P}^{(1)}=\epsilon \sum_{i=0}^{8} \mathcal{P}_{i}^{(1)}=\epsilon \frac{\partial \rho}{\partial t_{1}}-\varepsilon F^{(1)}=0 \tag{98}
\end{equation*}
$$

By rewriting the equation (97) with the equation (96), we obtain

$$
\begin{align*}
\mathcal{P}_{i}^{(2)}= & \left(\frac{\partial}{\partial t_{1}}+\mathbf{e}_{i} \cdot \nabla_{1}\right)\left(\left(1-\frac{1}{2 \tau_{1}}\right) f_{i}^{(1)}\right) \\
& +\frac{\partial f_{i}^{e q}}{\partial t_{2}}+\frac{1}{\tau_{1} \Delta t} f_{i}^{(2)} \\
& +\frac{\Delta t}{2}\left(\frac{\partial}{\partial t_{1}}+\mathbf{e}_{i} \cdot \nabla_{1}\right) S_{i}^{1,(1)}-F_{i}^{(2)} \tag{99}
\end{align*}
$$

Summing over $i$ the terms of equation (99) and using the fact that $\sum_{i=0}^{8} f_{i}^{(n)}=0$, for $n \neq 0$, Remark 3.2 and the relations (41), (42), (53), (66), (90) and (91) we obtain

$$
\begin{align*}
\epsilon^{2} \mathcal{P}^{(2)}=\epsilon^{2} \sum_{i=0}^{8} \mathcal{P}_{i}^{(2)}= & \epsilon^{2} \frac{\partial \rho}{\partial t_{2}}+\operatorname{div}\left(\epsilon\left(1-\frac{1}{2 \tau_{1}}\right) \sum_{i=0}^{8} \mathbf{e}_{i} f_{i}^{(1)}\right)  \tag{100}\\
& +\frac{\Delta t}{2}\left(\operatorname{div}\left(\sum_{i=0}^{8} \mathbf{e}_{i} S_{i}^{1}\right)\right)-\epsilon^{2} F^{(2)},
\end{align*}
$$

with $F^{(j)}=\sum_{i=0}^{8} F_{i}^{(j)}$, for $j=1,2$.
Now we calculate $\left(1-\frac{1}{2 \tau_{1}}\right) \epsilon \sum_{i=0}^{8} \mathbf{e}_{i} f_{i}^{(1)}$. From (96) (to express $\sum_{i=0}^{8} \mathbf{e}_{i} f_{i}^{(1)}$ ) and according to (19), (54), (68), (90) and (91), we can deduce

$$
\begin{equation*}
\left(1-\frac{1}{2 \tau_{1}}\right) \epsilon \sum_{i=0}^{8} \mathbf{e}_{i} f_{i}^{(1)}=-\left(1-\frac{1}{2 \tau_{1}}\right) C_{s}^{2} \tau_{1} \Delta t \nabla \rho+\tau_{1} \Delta t\left(1-\frac{1}{2 \tau_{1}}\right) \sum_{i=0}^{8} \mathbf{e}_{i} S_{i}^{1} \tag{101}
\end{equation*}
$$

According to (68) and (101), the relation (100) becomes

$$
\begin{align*}
\epsilon^{2} \mathcal{P}^{(2)}= & \epsilon^{2} \frac{\partial \rho}{\partial t_{2}}-\epsilon^{2} F^{(2)} \\
& +\operatorname{div}\left(C_{s}^{2} \tau_{1} \Delta t\left(\beta_{\rho} \nabla \rho_{e}+\left(\alpha_{\rho}+\left(1-\frac{1}{2 \tau_{1}}\right)\right) \nabla \rho\right)\right) \tag{102}
\end{align*}
$$

Then (from (59), (61) and (62))

$$
\begin{equation*}
\epsilon^{2} \mathcal{P}^{(2)}=\epsilon^{2} \frac{\partial \rho}{\partial t_{2}}-\epsilon^{2} F^{(2)}-\operatorname{div}\left(K_{i c}\left(\nabla \rho+\nabla \rho_{e}\right)\right) \tag{103}
\end{equation*}
$$

Consequently, from (98) and (103), we can recover the macroscopic parabolic equation of (14) with

$$
\begin{equation*}
0=\mathcal{P}^{(0)}+\varepsilon \mathcal{P}^{(1)}+\varepsilon^{2} \mathcal{P}^{(2)}+\mathcal{O}\left(\varepsilon^{3}\right)=\frac{\partial \rho}{\partial t}-F-\operatorname{div}\left(K_{i c}\left(\nabla \rho+\nabla \rho_{e}\right)\right) \tag{104}
\end{equation*}
$$

Second, for a fixed time $t$, we consider the second equation of (14) and its associate discrete pseudo-time-stepping LBM system (29) (for pseudo-time variables $r$ with $\frac{\partial}{\partial r}=$
$\varepsilon \frac{\partial}{\partial r_{1}}+\varepsilon^{2} \frac{\partial}{\partial r_{2}}$ and pseudo-time step $\Delta r$ ). By using similar arguments to derive the terms $\mathcal{P}_{i}^{(n)}, n=0,2$, we can obtain the following terms (after division by $\Delta r$ )

$$
\begin{align*}
\mathcal{Q}_{i}^{(0)}= & -\frac{1}{\Delta t \tau_{2}}\left(g_{i}^{(0)}-g_{i}^{e q}\right)=0  \tag{105}\\
\mathcal{Q}_{i}^{(1)}= & \left(\frac{\partial}{\partial r_{1}}+\mathbf{e}_{i} \cdot \nabla_{1}\right) g_{i}^{e q} \\
& +\frac{1}{\tau_{2} \Delta r} g_{i}^{(1)}-S_{i}^{2,(1)}-G_{i}^{(1)}=0  \tag{106}\\
\mathcal{Q}_{i}^{(2)}= & \left(\frac{\partial}{\partial r_{1}}+\mathbf{e}_{i} \cdot \nabla_{1}\right) g_{i}^{(1)} \\
& +\left(\frac{\partial}{\partial r_{2}}+\frac{\Delta r}{2}\left(\frac{\partial}{\partial r_{1}}+\mathbf{e}_{i} \cdot \nabla_{1}\right)^{2}\right) g_{i}^{e q} \\
& +\frac{1}{\tau_{2} \Delta r} g_{i}^{(2)}-\frac{\Delta r}{2}\left(\frac{\partial}{\partial r_{1}}+\mathbf{e}_{i} \cdot \nabla_{1}\right) G_{i}^{(1)}-G_{i}^{(2)}=0 \tag{107}
\end{align*}
$$

Summing over $i$ the terms of equation (106) and using the fact that $\sum_{i=0}^{8} g_{i}^{(n)}=0$, for $n \neq 0$, and the relations (44), (45) and (93) we obtain

$$
\begin{equation*}
\mathcal{Q}^{(1)}=-\tilde{G}^{(1)} \tag{108}
\end{equation*}
$$

with $\tilde{G}^{(1)}=\sum_{i=0}^{8} G_{i}^{(1)}$.
By rewriting the equation (107) with the equation (106), we obtain

$$
\begin{align*}
\mathcal{Q}_{i}^{(2)}= & \left(\frac{\partial}{\partial r_{1}}+\mathbf{e}_{i} \cdot \nabla_{1}\right)\left(\left(1-\frac{1}{2 \tau_{2}}\right) g_{i}^{(1)}\right) \\
& +\frac{\partial g_{i}^{e q}}{\partial r_{2}}+\frac{1}{\tau_{2} \Delta r} g_{i}^{(2)} \\
& +\frac{\Delta r}{2}\left(\frac{\partial}{\partial r_{1}}+\mathbf{e}_{i} \cdot \nabla\right) S_{i}^{2,(1)}-G_{i}^{(2)} \tag{109}
\end{align*}
$$

Summing over $i$ the terms of equation (109) and using the fact that $\sum_{i=0}^{8} g_{i}^{(n)}=0$, for $n \neq 0, \sum_{i=0}^{8} g_{i}^{e q}=0$, Remark 3.2 and the relations (44), (45)and (93) we obtain

$$
\begin{align*}
\epsilon^{2} \mathcal{Q}^{(2)}=\epsilon^{2} \sum_{i=0}^{8} \mathcal{Q}_{i}^{(2)}= & \operatorname{div}\left(\epsilon\left(1-\frac{1}{2 \tau_{2}}\right) \sum_{i=0}^{8} \mathbf{e}_{i} g_{i}^{(1)}\right)  \tag{110}\\
& +\frac{\Delta r}{2}\left(\operatorname{div}\left(\sum_{i=0}^{8} \mathbf{e}_{i} S_{i}^{2}\right)\right)-\epsilon^{2} \tilde{G}^{(2)}
\end{align*}
$$

with $\tilde{G}^{(2)}=\sum_{i=0}^{8} G_{i}^{(2)}$.
Now we calculate $\left(1-\frac{1}{2 \tau_{2}}\right) \epsilon \sum_{i=0}^{8} \mathbf{e}_{i} g_{i}^{(1)}$. From (106) and according to (19), (54), (69), (92) and (93), we can deduce

$$
\begin{equation*}
\left(1-\frac{1}{2 \tau_{2}}\right) \epsilon \sum_{i=0}^{8} \mathbf{e}_{i} g_{i}^{(1)}=-\left(1-\frac{1}{2 \tau_{2}}\right) C_{s}^{2} \tau_{2} \Delta r \nabla \tilde{\rho}+\tau_{2} \Delta r\left(1-\frac{1}{2 \tau_{1}}\right) \sum_{i=0}^{8} \mathbf{e}_{i} S_{i}^{2} \tag{111}
\end{equation*}
$$

According to (69) and (111), the relation (110) becomes

$$
\begin{align*}
\epsilon^{2} \mathcal{Q}^{(2)}= & -\epsilon^{2} \tilde{G}^{(2)} \\
& +\operatorname{div}\left(C_{s}^{2} \tau_{2} \Delta r\left(\beta_{\rho_{e}} \nabla \rho+\left(\alpha_{\rho_{e}}+\left(1-\frac{1}{2 \tau_{2}}\right)\right) \nabla \tilde{\rho}_{e}\right)\right) \tag{112}
\end{align*}
$$

Then (from (60), (63) and (64))

$$
\begin{equation*}
\epsilon^{2} \mathcal{Q}^{(2)}=-\epsilon^{2} \tilde{G}^{(2)}-\operatorname{div}\left(K_{i c} \nabla \rho+\left(K_{i c}+K_{e c}\right) \nabla \tilde{\rho}_{e}\right) . \tag{113}
\end{equation*}
$$

We can now sum the terms of order 0 to 2 to obtain the following equation (from (108) and (113))

$$
\begin{equation*}
0=\mathcal{Q}^{(0)}+\varepsilon \mathcal{Q}^{(1)}+\varepsilon^{2} \mathcal{Q}^{(2)}+\mathcal{O}\left(\varepsilon^{3}\right)=-\tilde{G}-\operatorname{div}\left(K_{i c} \nabla \rho+\left(K_{i c}+K_{e c}\right) \nabla \tilde{\rho}_{e}\right) \tag{114}
\end{equation*}
$$

To recover the first elliptic equation of system (14), we use the two limits (34) and (36) to write the following limit: (formally)

$$
\begin{align*}
\lim _{r \rightarrow \infty} & \left(-\tilde{G}\left(\mathbf{x}, r ; t, \rho, \rho_{e}\right)-\operatorname{div}\left(K_{i c} \nabla \rho(\mathbf{x}, t)+\left(K_{i c}+K_{e c}\right) \nabla \tilde{\rho}_{e}(\mathbf{x}, r ; t)\right)\right) \\
& =-G\left(\mathbf{x}, t ; \rho, \rho_{e}\right)-\operatorname{div}\left(K_{i c} \nabla \rho(\mathbf{x}, t)+\left(K_{i c}+K_{e c}\right) \nabla \rho_{e}(\mathbf{x}, t)\right) \tag{115}
\end{align*}
$$

Finally, we apply the previous method to recover the governing second elliptic equation of the system (14). For that, for a fixed time $t$, we consider the discrete pseudo-timestepping LBM system (30) (for pseudo-time variables $s$ with $\frac{\partial}{\partial s}=\varepsilon \frac{\partial}{\partial s_{1}}+\varepsilon^{2} \frac{\partial}{\partial s_{2}}$ and pseudo-time step $\Delta s$ ). By using similar arguments to derive the terms $\mathcal{Q}_{i}^{(n)}, n=0$, 2 , we can obtain the following terms (after division by $\Delta s$ )

$$
\begin{align*}
\mathcal{R}_{i}^{(0)}= & -\frac{1}{\tau_{3} \Delta s}\left(h_{i}^{(0)}-h_{i}^{e q}\right)=0,  \tag{116}\\
\mathcal{R}_{i}^{(1)}= & \left(\frac{\partial}{\partial s_{1}}+\mathbf{e}_{i} \cdot \nabla_{1}\right) h_{i}^{e q}+\frac{1}{\tau_{3} \Delta s} h_{i}^{(1)}-H_{i}^{(1)}=0,  \tag{117}\\
\mathcal{R}_{i}^{(2)}= & \left(\frac{\partial}{\partial s_{1}}+\mathbf{e}_{i} \cdot \nabla_{1}\right) h_{i}^{(1)} \\
& +\left(\frac{\partial}{\partial s_{2}}+\frac{\Delta s}{2}\left(\frac{\partial}{\partial s_{1}}+\mathbf{e}_{i} \cdot \nabla_{1}\right)^{2}\right) h_{i}^{e q} \\
& +\frac{1}{\tau_{3} \Delta s} h_{i}^{(2)}-\frac{\Delta s}{2}\left(\frac{\partial}{\partial s_{1}}+\mathbf{e}_{i} \cdot \nabla_{1}\right) H_{i}^{(1)}-H_{i}^{(2)}=0 . \tag{118}
\end{align*}
$$

Summing over $i$ the terms of equation (117) and using the fact that $\sum_{i=0}^{8} h_{i}^{(n)}=0$, for $n \neq 0$, and the relations (47) and (48) we obtain

$$
\begin{equation*}
\varepsilon \mathcal{R}^{(1)}=-\varepsilon \tilde{H}^{(1)}, \tag{119}
\end{equation*}
$$

with $\tilde{H}^{(1)}=\sum_{i=0}^{8} H_{i}^{(1)}$.
By rewriting the equation (118) with the equation (117), we obtain

$$
\begin{align*}
\mathcal{R}_{i}^{(2)}= & \left(\frac{\partial}{\partial s_{1}}+\mathbf{e}_{i} \cdot \nabla_{1}\right)\left(\left(1-\frac{1}{2 \tau_{3}}\right) h_{i}^{(1)}\right) \\
& +\frac{\partial h_{i}^{e q}}{\partial s_{2}}+\frac{1}{\tau_{3} \Delta r} h_{i}^{(2)} \\
& -H_{i}^{(2)} . \tag{120}
\end{align*}
$$

Summing over $i$ the terms of equation (120) and using the fact that $\sum_{i=0}^{8} h_{i}^{(n)}=0$, for $n \neq 0, \sum_{i=0}^{8} h_{i}^{e q}=0$, Remark 3.2 and the relations (47) and (48) we obtain

$$
\begin{align*}
\epsilon^{2} \mathcal{R}^{(2)}=\epsilon^{2} \sum_{i=0}^{8} \mathcal{R}_{i}^{(2)}= & \operatorname{div}\left(\epsilon\left(1-\frac{1}{2 \tau_{3}}\right) \sum_{i=0}^{8} \mathbf{e}_{i} h_{i}^{(1)}\right)  \tag{121}\\
& -\epsilon^{2} \tilde{H}^{(2)}
\end{align*}
$$

with $\tilde{H}^{(2)}=\sum_{i=0}^{8} H_{i}^{(2)}$.
Now we calculate $\left(1-\frac{1}{2 \tau_{3}}\right) \epsilon \sum_{i=0}^{8} \mathbf{e}_{i} h_{i}^{(1)}$. From (117) and according to (19), (58) and (65), we can deduce

$$
\begin{equation*}
\left(1-\frac{1}{2 \tau_{3}}\right) \epsilon \sum_{i=0}^{8} \mathbf{e}_{i} h_{i}^{(1)}=-\left(1-\frac{1}{2 \tau_{3}}\right) C_{s}^{2} \tau_{3} \Delta s \nabla \tilde{\rho}_{T}=-K_{T} \nabla \tilde{\rho}_{T} \tag{122}
\end{equation*}
$$

According to (122), the relations (121) becomes

$$
\begin{equation*}
\epsilon^{2} \mathcal{R}^{(2)}=-\epsilon^{2} \tilde{H}^{(2)}-\operatorname{div}\left(K_{T} \nabla \tilde{\rho}_{T}\right) \tag{123}
\end{equation*}
$$

We can now sum the terms of order 0 to 2 to obtain the following equation (from (119) and (123))

$$
\begin{equation*}
0=\mathcal{R}^{(0)}+\varepsilon \mathcal{R}^{(1)}+\varepsilon^{2} \mathcal{R}^{(2)}+\mathcal{O}\left(\varepsilon^{3}\right)=-\tilde{H}-\operatorname{div}\left(K_{T} \nabla \tilde{\rho}_{T}\right) \tag{124}
\end{equation*}
$$

To recover the second elliptic equation of system (14), we use the two limits (35) and (37) to write the following limit (formally):

$$
\begin{align*}
\lim _{s \rightarrow \infty} & \left(-\tilde{H}\left(\mathbf{x}, s ; t, \rho_{T}\right)-\operatorname{div}\left(K_{T} \nabla \tilde{\rho}_{T}(\mathbf{x}, s ; t)\right)\right) \\
& =-H\left(\mathbf{x}, t ; \rho_{T}\right)-\operatorname{div}\left(K_{T} \nabla \rho_{T}(\mathbf{x}, t)\right) \tag{125}
\end{align*}
$$

This completes the proof.

### 3.2 Treatment of ODE

Now, we present briefly the method to solve ODE satisfy by variable $V$ on the interval [ $s_{1}, s_{2}$ ], with initial condition $V\left(\mathbf{x}, s_{1}\right)=V_{0}(\mathbf{x})$. As:

$$
\begin{equation*}
\frac{\partial V(\mathbf{x}, s)}{\partial s}=W(\mathbf{x}, s ; V) \tag{126}
\end{equation*}
$$

where operator $W$ is defined by

$$
\begin{equation*}
W(\mathbf{x}, s ; V)=\tilde{W}(\mathbf{x}, s)-\lambda(\mathbf{x}) V(\mathbf{x}, s) \tag{127}
\end{equation*}
$$

By using Gronwall Lemma we can deduce that

$$
V\left(\mathbf{x}, s_{2}\right)=V_{0}(\mathbf{x}) e^{-\lambda(\mathbf{x})\left(s_{2}-s_{1}\right)}+e^{-\lambda(\mathbf{x}) s_{1}} \int_{s_{1}}^{s_{2}} \tilde{W}(\mathbf{x}, s) e^{\lambda(\mathbf{x}) s} d s
$$

Then, according to approximation of derived integral by trapezoidal method between $t_{1}$ and $t_{2}$ we obtain the following approximation of $V$ denoted also by $V$

$$
\begin{equation*}
V\left(., s_{2}\right)=V_{0}(.) e^{-\lambda(.)\left(s_{2}-s_{1}\right)}+\frac{s_{2}-s_{1}}{2}\left(\tilde{W}\left(., s_{1}\right)+\tilde{W}\left(., s_{2}\right) e^{\lambda(.)\left(s_{2}-s_{1}\right)}\right) \tag{128}
\end{equation*}
$$

In our case, we assume that for all $t \in[0 ; T-\Delta t]$ the ionic function $U$ given by (3) looks like $V$ given by (127) between $t$ and $t+\Delta t$. So with thin enough discretization, we aim to reach an order 2 convergence space accuracy method to approximate ionic variable $U$ with using relation (128).

### 3.3 Algorithm

After non-dimensionalization, mesh definition and initialization of initial conditions, parameters and data, the proposed algorithm to solve the full coupled heart and torso bidomain system can be summarized as follows

1. Initialization: $\mathrm{t}=0$.
2. LBE according to time t by using (28) to compute $\rho(\mathbf{x}, t+\Delta t)$.
3. Trapezoidal method by using (128) to compute $U(\mathbf{x}, t+\Delta t)$.
4. Loop on new time variable r :
(a) LBE according to time r by using (29) to compute $\tilde{\rho}_{e}(\mathbf{x}, r+\Delta r ; t+\Delta t)$ (i.e., approximation of $\left.\rho_{e}(\mathbf{x}, t+\Delta t)\right)$.
(b) If we don't reach the stopping criteria chosen to be:

$$
\begin{equation*}
\left|g_{i}(\mathbf{x}, r+\Delta r ; t)-g_{i}(\mathbf{x}, r ; t)\right|<C_{\rho_{e}} \Delta \mathbf{x}^{N_{e}} \tag{129}
\end{equation*}
$$

where $C_{\rho_{e}}$ is a chosen constant and $N_{e}$ the order of accuracy we want, set $r=r+\Delta r$ and go back to (4a).
5. Set $\rho_{e}(\mathbf{x}, t+\Delta t):=\tilde{\rho}_{e}(\mathbf{x}, r ; t+\Delta t)$.
6. Loop on new time variable s:
(a) LBE according to time s by using (30) to compute $\tilde{\rho}_{T}(\mathbf{x}, s+\Delta s ; t+\Delta t)$ (i.e., approximation of $\rho_{T}(\mathbf{x}, t+\Delta t)$, with taking into account boundary condition (12) between $\rho_{T}$ and $\rho_{e}$.
(b) If we don't reach the stopping criteria chosen to be:

$$
\begin{equation*}
\left|h_{i}(\mathbf{x}, s+\Delta s ; t)-h_{i}(\mathbf{x}, s ; t)\right|<C_{\rho_{T}} \Delta \mathbf{x}^{N_{T}} \tag{130}
\end{equation*}
$$

where $C_{\rho_{T}}$ is a chosen constant and $N_{T}$ the order of accuracy we want, set $s=s+\Delta s$ and go back to (6a).
7. Set $\rho_{T}(\mathbf{x}, t+\Delta t):=\tilde{\rho}_{T}(\mathbf{x}, s ; t+\Delta t)$.
8. If $t \neq T$, set $t:=t+\Delta t$ and go back to (2).

## Remark 3.9 .

In order to parallelize the LBM, the main idea is to treat separately the collision and the streaming phases. The collision step is strictly local and can be computed on each node independently of its neighbors. Then, the streaming is just an exchange of data between its node of origin and the adjacent neighbor along velocity (see e.g. [30], [38], and references therein).

## 4 Numerical simulation and applications

To validate the capacity of our modified coupled LBM to deal with 2D bidomain systems, several situations are numerically simulated. In this study, we consider the phenomenological two-variable model proposed by Mitchell and Schaeffer [26]. The functions $H_{i o n}$ and $\mathcal{I}_{\text {ion }}$ are given by:

$$
\begin{align*}
\mathcal{I}_{\text {ion }} & =-\frac{U}{\mathcal{T}_{\text {in }}} \frac{\left(\rho-\rho_{\min }\right)^{2}\left(\rho_{\max }-\rho\right)}{\rho_{\max }-\rho_{\min }} \\
& +\frac{1}{\mathcal{T}_{\text {out }}} \frac{\rho-\rho_{\min }}{\rho_{\max }-\rho_{\min }} \tag{131}
\end{align*}
$$

and

$$
H_{\text {ion }}= \begin{cases}\frac{U}{\mathcal{T}_{\text {open }}}-\frac{1}{\mathcal{T}_{\text {open }}\left(\rho_{\text {max }}-\rho_{\text {min }}\right)^{2}} & \text { if } \rho<\rho_{\text {gate }}  \tag{132}\\ \frac{\text { Tclose }}{} & \text { if } \rho \geq \rho_{\text {gate }}\end{cases}
$$

Then, the ionic variable $U$ depends on the change-over voltage $\rho_{\text {gate }}$, the resting potential $\rho_{\text {min }}$, the maximum potential $\rho_{\max }$, and on the time constants for opening, $\mathcal{T}_{\text {open }}$, and closing, $\mathcal{T}_{\text {close }}$. The time constants $\mathcal{T}_{\text {in }}$ and $\mathcal{T}_{\text {out }}$ are respectively related to the length of depolarization and repolarization phases. These constants are such that

$$
\mathcal{T}_{\text {in }}<\mathcal{T}_{\text {out }}<\min \left(\mathcal{T}_{\text {open }}, \mathcal{T}_{\text {close }}\right)
$$

In the sequel, we take the values of the parameters, which are consistent with the analysis and observation reported in Mitchell and Schaeffer [26], given e.g. in [7] (see Table 1). Moreover, we assume that the domain heart-torso is in a square region $\Omega=$

| Description | name | value (unit) |
| :---: | :---: | :---: |
| Cell surface to volume ratio | $\kappa$ | $200\left(\mathrm{~cm}^{-1}\right)$ |
| transmembrane capacitance | $C_{m}$ | $10^{-3}\left(\mathrm{~F} / \mathrm{cm}^{2}\right)$ |
| Depolarization length | $\mathcal{T}_{\text {in }}$ | $4.5(\mathrm{~ms})$ |
| Repolarization length | $\mathcal{T}_{\text {out }}$ | $90(\mathrm{~ms})$ |
| Opening time constant | $\mathcal{T}_{\text {open }}$ | $100(\mathrm{~ms})$ |
| Closing time constant | $\mathcal{T}_{\text {close }}$ | $130(\mathrm{~ms})$ |
| Change-over voltage | $\rho_{\text {gate }}$ | $-67(\mathrm{mV})$ |
| Resting potential | $\rho_{\text {min }}$ | $-80(\mathrm{mV})$ |
| Maximum potential | $\rho_{\text {max }}$ | $20(\mathrm{mV})$ |
| Activation time | $T_{\text {act }}$ | $10(\mathrm{~ms})$ |
| Time-delay | $\mathcal{T}_{d}$ | $20(\mathrm{~ms})$ |
|  |  |  |

Table 1: Cell membrane parameters.
$\left[-L_{T} / 2 ; L_{T} / 2\right] \times\left[-L_{T} / 2 ; L_{T} / 2\right]=\Omega_{H} \cup \Omega_{T}$, where $\Omega_{H}=\left[0 ; L_{H}\right] \times\left[0 ; L_{H}\right]$ and $\Omega_{T}=$ $\Omega \backslash \Omega_{H}$, where $L_{H}$ and $L_{T}$ are respectively heart and torso lengths (Figure 5).


Figure 5: Heart-torso domain.

Nota Bene: If the exact solution $\phi_{\text {sol }}$ is known, we can measure the efficiency of method with the following $L^{2}$ relative error:

$$
E r r_{\phi}=\frac{\left\|\phi_{\text {sol }}-\phi\right\|_{L^{2}(\Omega)}}{\left\|\phi_{\text {sol }}\right\|_{L^{2}(\Omega)}}
$$

### 4.1 Benchmark problem and validation

In this first analysis, we investigate the accuracy and spatial convergence rate of the proposed modified LBM for which we postulate that the error estimates of the method is of order 2 in space and of order 1 in time (for sufficiently regular solution). We assume
$L_{H}=1, L_{T}=3$ and $T=1$, and we take $K_{i c}=1, K_{e c}=1, \xi_{i}=0, \xi_{e}=0, \rho(\mathbf{x}, t=0)=0$ and $U(\mathbf{x}, t=0)=\cos (\pi(x+y))$. Moreover the source terms $F_{\rho}, F_{\rho_{e}}$ and $F_{\rho_{T}}$ are added to parabolic-elliptic system (4) and elliptic equation in thorax (6), respectively, to ensure that the function $\left(\rho, \rho_{e}, U, \rho_{T}\right)$ given by (with $\left.\mathbf{x}=(x, y)\right)$ :

$$
\begin{gathered}
\rho(\mathbf{x}, t)=t x^{2}(x-1)^{2} y^{2}(y-1)^{2}, \quad \rho_{e}(\mathbf{x}, t)=t(\cos (\pi x)+\cos (\pi y)), \quad U(\mathbf{x}, t)=e^{t} \cos (\pi(x+y)) \\
\rho_{T}(\mathbf{x}, t)=K_{i c} \rho(x, y, t)+\left(K_{i c}+K_{e c}\right) \rho_{e}(x, y, t)
\end{gathered}
$$

is the exact solution of system (4)-(6) (with appropriate source term).
To study the convergence, we have constructed a sequence of meshes with decreasing spatial step $\Delta \mathrm{x}$ between $1 / 25$ and $1 / 200$ and $\Delta t=\Delta x^{2}$. Figures $6,8,7,9$ show respectively numerical solution of $\rho, \rho_{e}, U$ and $\rho_{T}$ at $t=1$ for the step $\Delta \mathbf{x}=1 / 100$.


Figure 6: Potential $\rho$ in $\Omega_{H}$ at $t=1$.


Figure 8: Potential $\rho_{e}$ in $\Omega_{H}$ at $t=1$.


Figure 9: Potential $\rho_{T}$ in $\Omega_{T}$ at $t=1$

Since, the chosen stopping criteria for the iterative method to approach $\rho_{e}$ and $\rho_{T}$ involves a constant error (because this criteria is not defined in function of lattice size cell), then we analyze only the numerical estimate of relative error of approximation of $\rho$ and $U$.

We present on Figures 10 and 11 (at $t=0.5$ and $t=1$ ) the convergence curves, $\log (E r r o r)$ versus $\Delta x$, for $\rho$ and $U$ (numerical values can be found in Table 2). We observe that the slope of error curves for $\rho$ passes approximately from 1.5 to 2 and the slope of error curves for $U$ is approximately equal to 2 . This shows that our numerical error estimates agree with the postulated error estimates, and indicate the good performance of our method.

| $\mathrm{t}=0.5$ | $\Delta x$ | $\operatorname{Err}_{\rho}$ | $\operatorname{Err}_{U}$ |
| :---: | ---: | :---: | :---: |
|  | $1 / 25$ | 0.0937 | $7.972 \times 10^{-4}$ |
|  | $1 / 50$ | 0.0334 | $2.039 \times 10^{-4}$ |
|  | $1 / 75$ | 0.0141 | $7.971 \times 10^{-5}$ |
| $1 / 100$ | 0.0074 | $4.483 \times 10^{-5}$ |  |
| $1 / 150$ | 0.0032 | $1.990 \times 10^{-5}$ |  |
| $1 / 200$ | 0.0017 | $1.121 \times 10^{-5}$ |  |


| $\mathrm{t}=1$ | $\Delta x$ | $\operatorname{Err}_{\rho}$ | $\operatorname{Err}_{U}$ |
| :---: | :---: | :---: | :---: |
|  | $1 / 25$ | 0.1204 | 0.0012 |
|  | $1 / 50$ | 0.0541 | $3.117 \times 10^{-4}$ |
|  | $1 / 75$ | 0.0277 | $1.471 \times 10^{-4}$ |
| $1 / 100$ | 0.0187 | $7.314 \times 10^{-5}$ |  |
|  | $1 / 150$ | 0.0097 | $3.417 \times 10^{-5}$ |
| $1 / 200$ | 0.0053 | $2.237 \times 10^{-5}$ |  |

Table 2: Relation between relative error and lattice spacing for $\rho$ and U .


Figure 10: Error curves with respect to spatial step $\Delta x$ for $\rho$ in $\Omega_{T}$ at $t=0.5$ and $t=1$.


Figure 11: Error curves with respect to spatial step $\Delta x$ for $U$ in $\Omega_{T}$ at $t=0.5$ and $t=1$.

## Remark 4.1 .

We notice that the two elliptic equations have relative errors which depend on convergence criteria given in (129) and (130) with $C_{\rho_{e}}=C_{\rho_{T}}=1$ and $N_{T}=N_{e}=2$. These criteria lead to a $10^{-2}$ order relative error for both solutions of elliptic equations.

### 4.2 Study of an action potential in heart and torso

With this second set of data, we aim to reproduce a realistic electrical wave propagation in heart and torso. For that, we apply an external density current within source term $f_{i s}$ in a short time scale $\left(t \in\left[0, T_{a c t}\right]\right)$ which represents external applied current (electroshock for example). This applied current involves action potentials (AP) which are generated by the movement of ions into and out of cardiac cells (i.e. biological manifestation of electrical cells excitation) with diffusion in torso region. This potential leads us then to study the evolution of the transmembrane potential $\rho$ and ionic variable $U$. The purpose of the next analysis is to derive the following standard four phases of the action potential (see e.g. [10] and references therein).

- Phase I: Depolarization. In a short time scale (order of $\mathcal{T}_{\text {in }}$ ), transmembrane potential (TMP) changes from its resting state $\rho_{\min }$ to its maximum $\rho_{\max }$ when cells are depolarized. This sudden change induces opening of ionic channels, so ionic variable $U$ leaves its equilibrium state to falling down.
- Phase II: Excited phase. In a long time scale (order of $\mathcal{T}_{\text {open }}$ ), TMP $\rho$ begins to fall slowly. During this phase, ionic channels are open and ionic variable $U$ goes to its minimum.
- Phase III: Repolarization. In a short time scale (order of $\mathcal{T}_{\text {out }}$ ), TMP goes back towards resting potential of $\rho_{\min }$ to prepare the cells for a new cycle of depolarization. During this phase, ionic channels are gradually inactivated. That induces inversion of ionic variable slope.
- Phase IV: Recovery period. In a long time scale (order of $\mathcal{T}_{\text {close }}$ ), TMP reaches the resting potential $\rho_{\min }$. During this time, ionic variable slowly goes back to its equilibrium state and ionic channels are closed at resting TMP.

To reproduce this behavior, we take the values of the parameters given in Table 1, we choose discretization parameters $\Delta \mathrm{x}=1 / 50, \Delta t=\Delta \mathrm{x}^{2}$ and convergence criteria parameters $C_{\rho_{e}}=C_{\rho_{T}}=1$ and $N_{e}=N_{T}=3$, we fix $L_{H}=15 \mathrm{~cm}$ and $L_{T}=45 \mathrm{~cm}$, and we fix $K_{i}=0.003$ S.cm ${ }^{-1}, K_{e}=0.003 S . \mathrm{cm}^{-1}$ and $K_{T}=0.009$ S.cm ${ }^{-1}$, and we choose the initial data as follows:

$$
\begin{equation*}
\rho(\mathbf{x}, 0)=\rho_{\min }, U(\mathbf{x}, 0)=\frac{1}{\left(\rho_{\max }-\rho_{\min }\right)^{2}} . \tag{133}
\end{equation*}
$$

Moreover, in order to model electrical excitation within the myocardium (due to heart beat or external applied current), we apply a given external stimulus during a short time scale $\left(0<t-\mathcal{T}_{d}<T_{a c t}\right.$, where $\mathcal{T}_{d}$ is a time-delay $)$, and we define $f_{i s}$ as $(\mathbf{x}=(x, y))$

$$
\begin{equation*}
f_{i s}(\mathbf{x}, t)=I_{a p p} \chi_{H}(\mathbf{x}) \chi_{\left[0, T_{a c t}\right]}\left(t-\mathcal{T}_{d}\right) \chi_{\text {prop }}\left(\mathbf{x}, t-\mathcal{T}_{d}\right) \Phi(\mathbf{x}) \tag{134}
\end{equation*}
$$

where $I_{\text {app }}$ is the amplitude of the external applied stimulus with $I_{a p p}=10^{4}$, and the functions $\chi_{H}, \chi_{\left[0, T_{a c t}\right]}$ and $\chi_{\text {prop }}$ are defined by

$$
\begin{gather*}
\chi_{H}(\mathbf{x})=\left\{\begin{array}{l}
1 \text { if } \mathbf{x} \in \Omega_{H}, \\
0 \text { else }
\end{array}\right.  \tag{135}\\
\chi_{\left[0, T_{a c t}\right]}(t)=\left\{\begin{array}{l}
1 \text { if } t<T_{a c t}, \\
0 \text { else }
\end{array}\right.  \tag{136}\\
\chi_{\text {prop }}(\mathbf{x}, t)=\left\{\begin{array}{l}
1 \text { if } x+y<2 t / T_{a c t}, \\
0 \text { else }
\end{array}\right. \tag{137}
\end{gather*}
$$

The last characteristic is associated to wave propagation as a diagonal which evolves from left bottom corner to right top corner. The function $\Phi$, which corresponds to the shape of the electrical wave, is defined by

$$
\begin{equation*}
\Phi(\mathbf{x})=1-\frac{1}{L_{H}}\left(x-\frac{L_{H}}{2}\right)^{2}-\frac{1}{L_{H}}\left(y-\frac{L_{H}}{2}\right)^{2} . \tag{138}
\end{equation*}
$$

Figure 12 shows how the transmembrane potential $\rho$ taken in the middle point of domain $\Omega_{H}$ evolves according to the AP (after electrical wave passage), and we recover clearly the four phases. We present on Figure 13 the ionic behavior in this middle point with evolution of ionic variable $U$.

However, we can see these main phases with 3-dimensional representation of $\rho$ and $U$ at different moments. In a first time, at $t=0.3 s$, the AP involves depolarization of the left bottom corner (Figure 14) of $\Omega_{H}$ and ionic variable $U$ begins to fall down (Figure 15). Then, at $t=0.5 \mathrm{~s}$ (Figure 16), the electrical wave has covered more than the half of heart domain and we can see the different phases of AP: the left bottom corner is already on his recovery period (Phase IV), whereas its neighborhood is on the repolarization phase (Phase III) and we observe the plateau inherent to excited phase (Phase II) just behind the depolarized area (Phase I). In term of ionic variable, we also see the four phases with the activation of ionic channels in left bottom corner at $t=0.3 \mathrm{~s}$ (Figure 15). At $t=0.5 \mathrm{~s}$


Figure 12: Evolution of transmembrane potential $\rho$ in middle of the heart (with four phases of AP).


Figure 14: Potential $\rho$ in $\Omega_{H}$ at $t=0.3 s$.


Figure 16: Potential $\rho$ in $\Omega_{H}$ at $t=0.5 \mathrm{~s}$.


Figure 13: Evolution of ionic variable $U$ in middle of the heart.


Figure 15: Ionic variable $U$ in $\Omega_{H}$ at $t=$ 0.3 s


Figure 17: Ionic variable $U$ in $\Omega_{H}$ at $t=$ $0.5 s$


Figure 18: Potential $\rho_{e}$ in $\Omega_{H}$ at $t=0.3 s$.


Figure 20: Potential $\rho_{e}$ in $\Omega_{H}$ at $t=0.5 s$.


Figure 19: Potential $\rho_{T}$ in $\Omega_{T}$ at $t=0.3 \mathrm{~s}$


Figure 21: Potential $\rho_{T}$ in $\Omega_{T}$ at $t=0.5 \mathrm{~s}$
(Figure 17), as for transmembrane potential, we can identify the four phases during the propagation of the electrical wave through domain $\Omega_{H}$.

Figures 18 and 20 show that these four phases are visible through the extracellular potential $\rho_{e}$ at respectively $t=0.3 \mathrm{~s}$ and $t=0.5 \mathrm{~s}$. Then, as Figures 24 to 27 show for $\Delta \mathbf{x}=1 / 30$ to $1 / 100$ in middle points of $\Omega_{H}$ and $\Omega_{T}$, there is a few perturbation in the numerical solution, when a sudden change arises, due to chosen stopping criteria. This noise is tending to disappear totally with thinner discretization. Finally, we present on Figures 19 and 21 the diffusion of the electrical wave in the torso at $t=0.3 \mathrm{~s}$ and $t=0.5 \mathrm{~s}$.

To complete the analysis, we study the relationship between the transmembrane potential $\rho$ and ionic variable $U$, and their mutual influence. For this, we introduce the following normalized terms

$$
\begin{equation*}
\rho_{N}=\frac{\rho-\rho_{\min }}{\left|\rho_{\max }-\rho_{\min }\right|}, U_{N}=\frac{U-U_{\min }}{\left|U_{\max }-U_{\min }\right|} \tag{139}
\end{equation*}
$$

We can see the correlation between transmembrane potential and ionic movements through the cell membrane in Figure 22. In particular, we clearly see that ionic variable begins to converge slowly to its equilibrium state at the beginning of the recovery period whereas transmembrane potential is already close to its equilibrium.

Finally, in Figure 23 we perform the phase plan curve of $\rho_{N}$ and $U_{N}$. After initialization at $t=0 \mathrm{~ms}$, the point $A$ corresponds to equilibrium state (i.e. $\rho=\rho_{\text {min }}$ and $\left.U=1 /\left(\rho_{\max }-\rho_{\min }\right)^{2}\right)$. We observe that $\rho$ grows to $\rho_{\max }$ in a shorter time scale before the ionic variable $U$ starts to fall down (because $\rho>\rho_{\text {gate }}$ ). This depolarization phase (Phase I) leads us to point $B$. Then, between points $B$ and $C$, we are in the excited phase (Phase II) which numerically corresponds to $\mathcal{I}_{\text {ion }}(\rho, U)=0$. After point $C, \rho$ goes fast to $\rho_{\text {min }}$ while $U$ varies slightly (Phase III). Finally, from point $D$ to the end, $\rho$ is near to its resting state and $U$ goes back to its equilibrium state (Phase IV).

These analyzes led us to verify the efficiency of our coupled modified LBM. Indeed, realistic behavior of the interactions between electrical potentials and ionic movements in heart-torso coupling (which is a critical numerical issue), has been demonstrated by the different simulations. The four phases of the AP are clearly reproduced. Our method remained stable and robust even if the solutions of elliptic equations contain some very local noises due to stopping criteria and sudden changes in dynamics.


Figure 22: Evolution of $\rho_{N}$ and $U_{N}$ in the middle of heart.

## 5 Conclusion and commentary

An efficient and stable coupled LBM to solve a two-dimensional heart-torso coupled bidomain model is developed. From the Chapman-Enskog expansion analysis, the bidomain


Figure 23: $\left(\rho_{N}, U_{N}\right)$ phase plan portrait.


Figure 24: $\rho$ for $\mathbf{x}=(7.5,7.5)$ for $\Delta \mathbf{x}=1 / 30,1 / 50,1 / 75$ and $1 / 100$.
system which is a coupled of reaction-diffusion, elliptic and ODE equations, can be correctly recovered by our modified LBM. This method is easy to implement. The preliminary results presented in this work show the capability of this method to capture the distribution of the electrical wave. It is clear that, due to the multi-scale nature of the system, the Cartesian grid used in our preliminary simulations is not very sufficient to compute in a computationally efficient manner real life clinical situations (see e.g. [17], [32] ) with complex geometry which is in general computationally expensive. Therefore, it is expected to solve the Lattice Boltzmann system on adapted Cartesian or triangular unstructured grids as e.g., in $[33,18]$ and the references therein. Moreover, in order to overcome the limitations of the constraint CFL stability condition, we extend the method to implicit or semi-implicit time schemes, e.g., by using the $\theta$-method (with $\theta \in[0,1]$ ) or Runge-Kutta methods, coupled with adaptive time stepping strategies, as e.g. in [21] and the references therein. This coupled LBM method will be shown in a forthcoming paper for more general coupled models with realistic complex geometries. It would be interesting to use this developed method with observations coming from experimental data and a more complete description of the biophysical model of electrical cardiac activity. Moreover, since time delays in signal transmission are inevitable and a small delay can affect considerably the resulting electrical activity in heart and thus the cardiac disorders therapeutic treatment, it is then necessary to analyze the impact of delays on the dynamical behaviors of such a system by considering time-delays models with continuous and impulsive treatment (see e.g. [2]).


Figure 25: $\rho_{e}$ for $\mathbf{x}=(7.5,7.5)$ for $\Delta \mathbf{x}=1 / 30,1 / 50,1 / 75$ and $1 / 100$.


Figure 26: $\rho_{T}$ for $\mathbf{x}=(0,0)$ for $\Delta \mathbf{x}=1 / 30,1 / 50,1 / 75$ and $1 / 100$.

In order to get even closer to a more realistic calculation, it is necessary to study, in the future, this method coupled with optimization technique and, optimal and robust control problems by using the approach developed in [1, 4].
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Figure 27: $U$ for $\mathbf{x}=(7.5,7.5)$ for $\Delta \mathbf{x}=1 / 30,1 / 50,1 / 75$ and $1 / 100$.

## 6 Appendix

### 6.1 Nondimensional model

We have nondimensionalized (4)-(6) by introducing the following dimensionless quantities (dimensionless variables, parameters and physical domains are denoted with "~")

$$
\begin{aligned}
& \tilde{\mathbf{x}}=\frac{\mathbf{x}}{\bar{L}}, \quad \tilde{t}=\frac{t}{\bar{T}}, \quad \tilde{\nabla}=\bar{L} \nabla, \quad \operatorname{div}=\bar{L} \operatorname{div}, \quad \partial / \partial \tilde{t}=\bar{T} \partial / \partial t \\
& \mathcal{K}_{e c}=\bar{\sigma} \tilde{\mathcal{K}}_{e c}, \quad \mathcal{K}_{i c}=\bar{\sigma} \tilde{\mathcal{K}}_{i c}, \quad \mathcal{K}_{T}=\bar{\sigma} \tilde{\mathcal{K}}_{T}
\end{aligned}
$$

where $\bar{L}$ is a characteristic length of physical domain $\Omega, \bar{T}$ is a characteristic time and $\bar{\sigma}$ is a characteristic conductivity. The dimensional transmembrane and extracellular potentials $\rho$ and $\rho_{e}$, and thorax potential $\rho_{T}$ are rescaled using

$$
\begin{equation*}
\rho=\bar{\rho} \tilde{\rho}+\rho_{\min }, \quad \rho_{e}=\bar{\rho} \tilde{\rho}_{e}+\rho_{\min }, \quad \rho_{T}=\bar{\rho} \tilde{\rho}_{T}+\rho_{\min } \tag{140}
\end{equation*}
$$

with $\bar{\rho}=\rho_{\max }-\rho_{\min }$ the characteristic action potential amplitude. The electrophysiological ionic state variable $U$ is rescaled using

$$
\begin{equation*}
\tilde{U}=\bar{\rho}^{2} U \tag{141}
\end{equation*}
$$

Using these adimensional relations, we get finally the dimensionless system

$$
\begin{align*}
& \frac{\partial \tilde{\rho}}{\partial \tilde{t}}+\tilde{\mathcal{I}}_{i o n}(. ; \tilde{\rho}, \tilde{U})-R_{h} \tilde{d i v}\left(\tilde{\mathcal{K}}_{i c} \tilde{\nabla} \tilde{\rho}\right)=R_{h} \tilde{d i v}\left(\tilde{\mathcal{K}}_{i c} \tilde{\nabla} \tilde{\rho}_{e}\right)+\tilde{f}_{i s}, \text { on } \tilde{\mathcal{Q}}_{H} \\
& -R_{h} d \tilde{i} v\left(\left(\tilde{\mathcal{K}}_{e c}+\tilde{\mathcal{K}}_{i c}\right) \tilde{\nabla} \tilde{\rho}_{e}\right)=R_{h} \tilde{d i} v\left(\tilde{\mathcal{K}}_{i c} \tilde{\nabla} \tilde{\rho}\right)+\left(\tilde{f}_{e s}+\tilde{f}_{i s}\right), \text { on } \tilde{\mathcal{Q}}_{H}  \tag{142}\\
& \frac{\partial \tilde{U}}{\partial \tilde{t}}=\tilde{H}_{i o n}(. ; \tilde{\rho}, \tilde{U}), \text { on } \tilde{\mathcal{Q}}_{H}
\end{align*}
$$

and

$$
\begin{equation*}
-R_{h} \tilde{d i} v\left(\tilde{\mathcal{K}}_{T} \tilde{\nabla} \tilde{\rho}_{T}\right)=\tilde{f}_{T}, \text { on } \quad \tilde{\mathcal{Q}}_{T} \tag{143}
\end{equation*}
$$

where

$$
\begin{align*}
& R_{h}=\frac{\bar{\sigma} \bar{T}}{\bar{L}^{2} \kappa c_{m}} \\
& \tilde{f}_{i s}=\frac{\bar{T}}{c_{m} \bar{\rho}} f_{i s}, \quad \tilde{f}_{e s}=\frac{\bar{T}}{c_{m} \bar{\rho}} f_{e s}, \quad \tilde{f}_{T}=\frac{\bar{T}}{\kappa c_{m} \bar{\rho}} f_{T}  \tag{144}\\
& \tilde{\mathcal{I}}_{i o n}(\tilde{\mathbf{x}}, \tilde{t} ; \tilde{\rho}, \tilde{U})=\frac{\bar{T}}{c_{m} \bar{\rho}} \mathcal{I}_{i o n}(\mathbf{x}, t ; \rho, U) \\
& \tilde{H}_{i o n}(\tilde{\mathbf{x}}, \tilde{t} ; \tilde{\rho}, \tilde{U})=\frac{\bar{T}}{} \bar{\rho}^{2} H_{i o n}(\mathbf{x}, t ; \rho, U)
\end{align*}
$$

Remark 6.1.
If we take for example $\bar{\sigma}=\frac{\bar{L}^{2} \kappa c_{m}}{\bar{T}}, \bar{T}=T$ and $\bar{L}=L_{H}$ then $R_{h}=1$, $\tilde{\mathcal{Q}}_{H}=[0,1] \times[0,1] \times$ $[0,1]$ and $\tilde{\mathcal{Q}}=\tilde{\Omega} \times[0,1]$, where $\tilde{\Omega}=\left[-\frac{L_{T}}{L_{H}}, \frac{L_{T}}{L_{H}}\right] \times\left[-\frac{L_{T}}{L_{H}}, \frac{L_{T}}{L_{H}}\right]$.

### 6.2 Implementation and Algorithm

Our goal is to develop an efficient LBM for bidomain system. In this work, in order to validate the method, we just focus on stability and accuracy of the method for coarse discretization without any specific optimization. So we make our simulation in a beta version of our program, and the characteristic execution time can be significantly reduce with using some Matlab functions or parallelizations. We want to control all the stages of build, and we need to represent every functions at each stage. That is why some stages are not optimized yet, even if we can do it easily (and so reduce the CPU time). The other main reason is that some stages are already implemented for complex boundary and complex domain for further works; the initialization stage or boundary treatment could be simplified for simpler boundaries. By the same way, we introduce some functions in order to have easy graphical representations. For all these reasons, we insist on the non optimal nature of our present code, and the characteristic CPU times we obtain are not revealing of the efficiency of LBM.

Moreover, the way we suggested for parallelization has not already been studied further by ourselves. Indeed, the two-stage build of the method guarantees that we can compute all local stages of the method with dividing the mesh between different threads. That includes local summations to recompose all the macroscopic values, the local definition of the equilibrium functions, second terms and link functions, and the local treatment of collision stage. Then, the streaming process can be resume as an index substitution between distribution function of adjacent nodes witch can also be separate for each velocity $\mathbf{e}_{i}$. This proposed parallelization will be done in a future work.

All the steps of this algorithm are represented in Figure 28. The step $S 1$ is the initialization of the mesh (including vectors $\mathbf{e}_{i}$, vectors of boundaries index, or usual objects for graphical representations), the non-dimentionalization on time and space according to system (142), and definition of initial conditions. The step $S 2$ is the treatment of the parabolic equation and of the ODE of system (142), and the both subroutines $S 3$ and $S 4$ correspond to the treatment of the elliptic equation of the system (142) in the heart and elliptic equation (143) in the thorax.

To estimate typical computionnal times, we have made our simulation with Matlab 2016b and with Intel core i5 processors. We present in Table 3 the different typical computational times for each part $S 1$ to $S 4$ of the algorithm in $\Omega \times(0, T)$ with $T=1$ according to scale $\Delta \mathrm{x}=1 / 50, \ldots, 1 / 100, \Delta t=\Delta \mathrm{x}^{2}$, and convergence criteria parameters $C_{\rho_{e}}=C_{\rho_{T}}=1$ and $N_{e}=N_{T}=3$. The execution time of both elliptic equations treatments are strongly related to the convergence criteria. With this simple implementation without optimization or parallelization, the execution time grows quickly according to the number of iterations and to the number of nodes. The first scaling $\Delta x=1 / 50$ induces 2500 iterations to reach $T=1$ and each domain contains 2601 nodes, and the last one $\Delta x=1 / 100$ induces $10^{4}$ iterations for 10201 nodes for each domain. So we can conclude that execution time for each iteration is proportional to the number of nodes.

| $\Delta x$ | S 1 | S 2 | S 3 | S 4 |
| :---: | :---: | :---: | :---: | :---: |
| $1 / 50$ | 1.0598 | 58.9528 | 71.9957 | 217.8366 |
| $1 / 75$ | 7.8410 | 201.9650 | 243.5739 | 657.5601 |
| $1 / 100$ | 22.5423 | 764.5007 | 1042.5311 | 2567.0278 |

Table 3: Typical computational time (in second) for each part of the algorithm in $\Omega \times(0,1)$.


Figure 28: Step by step representation of the algorithm.
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