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STATIC HEDGING OF BARRIER OPTIONS WITH A SMILE:
AN INVERSE PROBLEM

Claude Bardos1, Raphaël Douady2 and Andrei Fursikov3

Abstract. Let L be a parabolic second order differential operator on the domain Π̄ = [0, T ] × R.
Given a function û : R → R and x̂ > 0 such that the support of û is contained in (−∞,−x̂], we let
ŷ : Π̄ → R be the solution to the equation:

Lŷ = 0, ŷ|{0}×R= û.

Given positive bounds 0 < x0 < x1, we seek a function u with support in [x0, x1] such that the
corresponding solution y satisfies:

y(t, 0) = ŷ(t, 0) ∀t ∈ [0, T ] .

We prove in this article that, under some regularity conditions on the coefficients of L, continuous
solutions are unique and dense in the sense that ŷ|[0,T ]×{0} can be C0-approximated, but an exact
solution does not exist in general. This result solves the problem of almost replicating a barrier option
in the generalised Black–Scholes framework with a combination of European options, as stated by Carr
et al. in [6].

Mathematics Subject Classification. 93C20, 65M32, 62P05, 91B28.
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1. Introduction

1.1. The inverse problem

Let L be a parabolic second order differential operator defined on the domain Π̄ = [0, T ]× R:

Ly = ∂ty(t, x) − a2(t, x) ∂xxy(t, x) + a1(t, x) ∂xy(t, x) + a0(t, x) y(t, x). (1.1)

Given a function u : R → R with mild growth: u(x) = O(|x|m), there is a unique solution y : Π̄ → R to the
equation:

Ly = 0, y|{0}×R = u.
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Suppose now that we are given a function û : R → R and x̂ > 0 such that the support of û is contained in
(−∞,−x̂] and let ŷ : Π̄ → R be the solution to the equation:

Lŷ = 0, ŷ|{0}×R = û.

Given positive bounds 0 < x0 < x1, we seek a function u with support in [x0, x1] such that the corresponding
solution y satisfies:

y(t, 0) = ŷ(t, 0) ∀t ∈ [0, T ] .

This is an ill-posed linear problem. We prove in Section 3 of this article that, under some regularity conditions
on the coefficients ai(t, x), if a solution exists in the space of continuous functions with polynomial growth at
infinity, it is unique in this space. Then we show in Section 4 a density theorem, namely, for any ε > 0, there
is a continuous function u with support in [x0, x1] such that:

max
0≤t≤T

|y(t, 0) − ŷ(t, 0)| ≤ ε.

The regularity conditions on coefficients are precisely stated in Section 2. To summarise, we require uniform
parabolicity on the domain Π̄, Hölder continuity of ai and its derivatives up to order i (C1,2 for a2), analyticity
in x for small t and x > x1, and stabilisation from the right hand side for a1 and a2 (their derivatives should
decrease with a power rate when x tends to +∞).

A first version of this paper was available in 1998 as a preprint, see [3]. Some extensions of the results are
due to Shorygin [24], who obtains explicit bounds for ‖û‖L2 with respect to ‖y(., 0) − ŷ(., 0)‖L2 .

1.2. Financial origin of the question

1.2.1. Barrier options in the generalised Black–Scholes model

This problem finds its origin in the hedging of a certain type of options – namely “barrier options” – in
financial markets. A barrier option on an asset S (a stock, an index, a currency, a commodity, etc.) with
“pay-off” φ(S), maturity M – a date posterior to the current date t0 – and “up-and-out barrier” H delivers an
amount φ(SM ) of numeraire at maturity, if SM is the price of the underlying asset at this date, provided for
any t ∈ [t0, M ] , the asset price St did not cross the barrier, i.e.:

St < H ∀t ∈ [t0, M ] .

Similarly, there exist “down-and-out”, “up-and-in” and “down-and-in” barrier options, as well as “double bar-
rier” options. An option without barriers and no exercise possibility prior to the maturity date is called
“European”. The “pay-off function” φ(S) is typically a piecewise linear function:

φ(S) = max(S − K, 0) “Call with strike K ”
φ(S) = max(K − S, 0) “Put with strike K ”.

In a generalised Black–Scholes setting the underlying price process St, which is assumed to be Markov, is a
positive Ito process:

dSt

St
= µ(t, St) dt + σ(t, St) dW.

See [4] and [21] for the original model with constant coefficients. The generalised framework, with coefficients
depending on the time and on the underlying, is described in [12] and [8].
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Under the assumption of “absence of arbitrage opportunity” (AAO), the option is exactly replicable with a
dynamic hedging strategy and its price P (t, S) satisfies the following parabolic equation, called Black–Scholes
equation:

∂P

∂t
+

1
2

σ(t, S)2 S2 ∂2P

∂S2
+ (r(t) − q(t))S

∂P

∂S
− r(t)P = 0. (1.2)

In this equation, r stands for the interest rate in the domestic currency, and q is the dividend rate if the
underlying is a stock or a stock index, the foreign interest rate if it is a currency or the “convenience yield” in
the case of a commodity. It is widely admitted in financial models that they only depend on time t – even if
they are, sometimes, themselves stochastic processes – although our mathematical framework could allow them
to be a function of both t and S. Nevertheless, it is important that the volatility parameter σ(t, S) be a function
of both variables in order to be consistent with the market price of standard options (i.e. without barriers):
this is the so-called “smile” effect.

Dirichlet-type boundary conditions for barrier options (which are obvious to translate in (M − t, x) variables)
are given on the rectangle Π̃ = [t0, M ] × [0, H ] by:


P (t, S)|t=M = φ(S) 0 ≤ S ≤ H

P (t, S)|S=H = 0 t0 ≤ t ≤ M
(1.3)

and

P (t, S)|S=0 = exp

(
−
∫ M

t

r(z) dz

)
φ(0) t0 ≤ t ≤ M

which is a consequence of the operator degeneracy on the axis {S = 0} .

We get the shape (1.1) by setting x = log
S

H
and reverting the time t 7→ M − t, T = M − t0. With these

changes of variables, one has:

a2(t, x) =
1
2
σ(M − t, Hex)2

a1(t, x) = q(M − t) − r(M − t) +
1
2
σ(M − t, Hex)2

a0(t, x) = r(M − t).

1.2.2. Static hedging of barrier options

The static hedging of barrier options was described in an article by Carr et al. [6] and in El Karoui [19].
In [6], it is assumed that the volatility σ is constant and that r = q = 0, in which case an explicit formula for the
solutions of the parabolic equation with piecewise linear boundary conditions can be found (see [10] and [23]).
The study in [19] is extended to non-zero q and r, but still constant parameters. The idea of static hedging relies
on the fact that European options – i.e. without barriers – are much more liquid and, in particular, traded at
the Exchange, so that they can be used to hedge barrier options.

Suppose now that we have sold (resp. bought) an “up-and-out barrier” option with “barrier” H and “pay-
off” φ̂(S), S < H. We let P (t, S) be the price of the barrier option, that is, the solution to equation (1.2) with
boundary conditions (1.3) in which φ(S) is replaced by φ̂(S). We also let Q̂(t, S) be the price of the European
option with “pay-off” φ̂(S)1{S<H}, that is, the same as the barrier option, but ignoring the barrier except
at maturity. The function Q̂(t, S) is a solution of Black–Scholes equation (1.2) with only the first boundary
conditions of (1.3):

Q̂(t, S)|t=M = φ̂(S)1{S<H} S ∈ [0, +∞).
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Assume that we can find a “mirror” function φ(S) with support in (H, +∞) , such that the solution Q(t, S) to
the Black–Scholes equation (1.2) with terminal condition:




Q(t, S)|t=M = φ(S)1{S>H} S ∈ [0, +∞)

Q(t, S)|S=0 = 0 t0 ≤ t ≤ M

and no barrier assumptions, happens to coincide with Q̂(t, S) along the barrier [t0, M) × {H}:

Q(t, H) = Q̂(t, H) ∀t ∈ [t0, M).

Then the hedging strategy consists in buying (resp. selling) a combination of European options – calls and
puts with maturity M – that reproduce the “pay-off” function φ̂(S)1{S<H}, and selling (resp. buying) another
combination of European options – calls and puts, again with maturity M – that reproduce the “pay-off”
function φ(S)1{S>H}. The price of the overall combination is Q̂(t, S)−Q(t, S). It is a solution of equation (1.2)
and happens to satisfy the same boundary conditions as P (t, S) on ∂Π̃:

(
Q̂(t, S) − Q(t, S)

)
|S=H ≡ 0 t ∈ [t0, M ]

therefore the two functions are equal. In other words, as long as the underlying price St does not reach the
barrier, the barrier option and the combination of European options exactly have the same price. As soon as the
underlying reaches the level St = H , then the barrier option disappears but, at the same time, the combination
of European options vanishes in price, i.e. one can use the exact amount received by selling options that were
bought to buy back options that were sold. In the case where the maturity is reached while the underlying did
not cross the barrier, then the “pay-off” of the combination of European options, i.e. φ̂(S), exactly matches
the amount due to the buyer (resp. expected from the seller) of the barrier option.

Note that the C0-density theorem, together with the fact that any continuous function can be approximated
by piecewise linear ones, prove that unwinding the option portfolio can be made at an arbitrary low cost,
whatever the time the barrier is reached, if ever.

This is of course a theoretical framework where no margin (“transaction costs”) are applied to the “buying”
and “selling” prices of options. We also assume that the “volatility surface”, that is the function σ(t, S), is a
fixed function which does not depend on the evaluation date t0. In practice, one should constantly re-calibrate
this function with respect to the current price of European options, so that it is not clear that a combination of
options which, theoretically, would vanish in price as forecasted at time t0 will indeed have price zero when the
barrier is really crossed. The last remark is the time taken to “unwind” the portfolio in case of barrier crossing,
which may imply some mismatch in the compensation of buys by sales (problem of “slippage”). For the reader
who is interested in the practical management of options, one of the best references is Taleb [25].

Andersen et al. [1] provide a very practical method to numerically build static hedges of various kinds of
barrier options. Unlike our approach, their hedges involve options with maturities ranging from t0 to M, which,
at least theoretically, implies a continuous management of maturing options.

Theoretical studies in more extended mathematical frameworks that involve market imperfections can be
found in Avellaneda and Paras [2] and Davis et al. [7] for the problem of transaction costs and in Dupire [13]
and Derman and Kani [9] for stochastic volatility surfaces. Dubourg’s thesis [11] is fully devoted to market
imperfections. The market slippage is due to the lack of liquidity. Finding models that properly measure
its impact is difficult, but Taleb’s book thoroughly study this issue, as this is one of the toughest practical
difficulties of traders – and probably one of the major limitations to the applicability of static hedging.
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2. Statement of the problem

As stated in the introduction, we are given a parabolic non-degenerate diffusion equation:

Ly = ∂ty(t, x) − a2(t, x) ∂xxy(t, x) + a1(t, x) ∂xy(t, x) + a0(t, x) y(t, x) = 0. (2.1)

The differential operator L is defined on the domain Π = (0, T ) × R.We assume that the coefficients a0(t, x),
a1(t, x) and a2(t, x) satisfy the following conditions:

Condition 2.1 (parabolicity). The coefficients ai(t, x), i = 0, 1, 2 are real-valued functions defined on Π and
there exists α1 > α0 > 0 such that:

α0 ≤ a2(t, x) ≤ α1 ∀(t, x) ∈ Π.

It is well know that, under very mild regularity assumptions on the coefficients and on the initial data u(x):

y(t, x)|t=0 = u(x) (2.2)

(u(x) should be continuous with growth at infinity at most like |x|m, m > 0) the problem (2.1) is well posed,
i.e. it has a unique well defined solution in Π which continuously depends on the boundary data.

At variance nothing similar is true for the problem described in Section 1.1. Let x̂, x1 and x2 be given
positive numbers such that:

x̂ > 0 0 < x0 < x1.

Let ŷ(t, x) be the solution of the Cauchy problem (2.1, 2.2):

Lŷ = 0, ŷ|t=0 = û (2.3)

with initial data u(x) ≡ û(x) concentrated in the set (−∞,−x̂]:

supp û ⊂ (−∞,−x̂]. (2.4)

The question is to find an initial condition u(x) ∈ C0(R) concentrated in [x0, x1]:

supp u ⊂ [x0, x1] (2.5)

such that the solution y(t, x) of the Cauchy problem (2.1, 2.2) with initial condition u(x) satisfies the equality:

y(t, x)|x=0 = ŷ(t, x)|x=0. (2.6)

If such a function u does not exist then one may ask whether it is possible to find a sequence un(x) ∈
C(R), supp un ⊂ [x0, x1] such that the sequence of solutions yn(t, x) of (2.1, 2.2) with initial value u = un

satisfies the relation:

lim
n→+∞ sup

0≤t≤T
|yn(t, 0) − ŷ(t, 0)| = 0.

Since this problem is ill-posed, as it will appear below (in particular a solution exists only for a dense set of
initial data û) more regularity than for the direct problem is needed on the coefficients. In the whole sequel, we
assume that the following “technical” conditions are fulfilled.



132 C. BARDOS, R. DOUADY AND A. FURSIKOV

Condition 2.2 (smoothness). The functions ai(t, x), i = 0, 1, 2 are continuous and bounded on Π, a1 ∈ C1(Π)
and a2(t, x) ∈ C1,2(Π). Furthermore there are two constants A > 0 and 0 < γ < 1 such that for any (t, x) ∈ Π
and (t0, x0) ∈ Π the following Hölder condition is true:∣∣∣∣∂kai(t, x)

∂xk
− ∂kai(t0, x0)

∂xk

∣∣∣∣ ≤ A (|x − x0|γ + |t − t0|γ)

where 0 ≤ i ≤ 2, 0 ≤ k ≤ i with the convention ∂0a(x)/∂x0 ≡ a(x).

Condition 2.3 (analyticity). There exists δ0 > 0 such that for any t ∈ [0, δ0] the functions ai(t, x), i = 0,
1, 2 are analytic with respect to x on [x1, +∞) .

Condition 2.4 (stabilization from the right hand side). The following inequalities are true as x −→ +∞:


|∂ta2(t, x)| ≤ c x−α

|∂xa2(t, x)| ≤ c x−α−1

|∂ta1(t, x)| + |∂xa1(t, x)| ≤ c x−α

where c and α are strictly positive constants that are independent of t.

3. The uniqueness theorem

3.1. Uniqueness

For any solution ŷ(t, x) of (2.1) and (2.2) with û ∈ C0(R), supp û ⊂ (−∞, x̂], we show here that there is at
most one initial data u ∈ C0(R) satisfying:


|u(x)| ≤ C xm , m > 0

supp u ⊂ [x0, +∞), x0 > 0
(3.1)

where C is a positive constant, and such that the corresponding solution y(t, x) coincides with ŷ(t, x) on
{(t, x) ∈ Π, x = 0}. Observe that the uniqueness theorem holds in a slightly broader class than expected. It is
not assumed that supp u is bounded, however, u must mildly increase for x going to +∞.

The problem being linear, it suffices to show that if a continuous initial condition u satisfies (3.1) and if the
solution y(t, x) of equations (2.1, 2.2) vanishes for x = 0, then u = 0.

Theorem 3.1. Let u(x) ∈ C0(R) satisfy (3.1). If the solution y(t, x) of equations (2.1, 2.2) satisfies:

∀t ∈ (0, T ) y(t, 0) = 0 (3.2)

then one must have:

∀x ∈ R u(x) = 0.

Proof. The function y(t, x) satisfies the equation:

∂ty(t, x) − a2∂xxy(t, x) + a1∂xy(t, x) + a0y(t, x) = 0 (3.3)

for (t, x) ∈ Π− = (0, T )× (−∞, 0), as well as the initial and boundary conditions:

y(0, x) = 0, ∀x < 0 (3.4)

y(t, 0) = 0, ∀t ∈ (0, T ). (3.5)
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Therefore its restriction to Π− is a solution of a well-posed Dirichlet problem with zero initial and boundary
(for x = 0) data. This implies:

∀(t, x) ∈ Π− y(t, x) ≡ 0.

Hence on the line {(t, x) ∈ Π, x = 0}, one has:


y(t, x)|x=0 = 0

∂xy(t, x)|x=0 = 0.
(3.6)

As y(t, x) also satisfies (3.3) for (t, x) ∈ Π+ ≡ (0, T ) × (0,∞), the standard Holmgren theorem for parabolic
equations (see for instance Tataru [26] for recent proofs and references) implies, thanks to the mild growth
assumption at infinity for u, that y(t, x) again vanishes in Π+. In particular:

∀x ∈ R u(x) = y(t, x)|t=0 ≡ 0. (3.7)

�

3.2. Non existence results

The uniqueness theorem leads to a non existence result.

Corollary 3.2. For a wide class of parabolic equations problem (2.1, 2.2, 2.6) does not possess a solution u(x)
in the class of u(x) ∈ C0(R) satisfying condition (2.5).

Proof. The first type of obstruction is based on the support of u. Suppose that the coefficients a0(t, x) and
a2(t, x) of equation (2.1) are even functions with respect to x, and that a1(t, x) is an odd function:

ai(t, x) = (−1)iai(t,−x) i = 0, 1, 2. (3.8)

We assume that the support of û(x) coincides with the interval [−x̂1,−x̂], where −∞ ≤ −x̂1. Equalities (3.8)
imply that ŷ(t,−x) is also a solution of (2.1). Therefore, the initial condition û(−x) is the solution of prob-
lem (2.1, 2.2, 2.7). This solution belongs to the class defined by (3.1) and (3.2). From Theorem 3.1, it is unique
in this class, therefore one has:

[x̂, x̂1] ⊆ [x0, x1].

If this inclusion is not satisfied, then there is no solution with support in [x0, x1].
The support of u is not the only obstacle to the existence of solutions. It is indeed possible to build an

example for which no solution with a support contained in the whole interval [0,∞[ will exist. Let us introduce
the diffusion equation:

Ly = ∂ty − ∂xxy + b(t)∂xy. (3.9)
The function b(t) is assumed to be smooth and nonnegative, equal to 0 for 0 ≤ t ≤ T1 and strictly positive for
T1 < t ≤ T . Denote by B(t) the function:

B(t) =
∫ t

0

b(s) ds.

The solution y(t, x) to the evolution equation:

Ly = 0, y(0, x) = u(x) (3.10)
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can be explicitly computed by Fourier transform and is given by the formula:

y(x, t) =
1√
4πt

∫ +∞

−∞
exp

(
−|x − ξ + B(t)|2

4t

)
u(ξ) dξ. (3.11)

We start with a nonnegative initial data û(x) with support in (−∞, 0]. From the first example, and from the
fact that B vanishes on [0, T1] , the solution u (provided it exists) must satisfy the relation:

û(x) = u(−x).

For t ≥ T1 the difference between the two solutions on the line {(t, x) ∈ Π, x = 0} is be given by:

1√
4πt

∫ 0

−∞

{
exp

(
−|ξ − B(t)|2

4t

)
− exp

( |ξ + B(t)|2
4t

)}
û(ξ) dξ (3.12)

which is nonzero for a general û.

Remark 1. Carr and Chou [5] provide an exact solution for u with various pay-off functions û in the case of
a constant b. From these examples, it can be seen that, except very particular shapes of û, the solution u is,
in general, supported by the whole half-line (−∞, 0] and that different values of b lead to different solutions,
which cannot be merged to produce a solution to, for instance, the case where b(t) is a ”bump” function, as
described above, or even a step function.

These negative answers to the first question stated in the end of Section 2 justify the seek for approximate
solutions. This is the purpose of the next section.

4. Approximate solutions

In this section we prove the existence of a sequence un(x) of initial conditions satisfying (2.5), such that the
corresponding solutions yn(t, x) of (2.1, 2.2) uniformly converge to ŷ on the line {x = 0}:

lim
n→+∞ sup

0≤t≤T
|ŷ(t, 0) − yn(t, 0)| = 0. (4.1)

The proof relies both on a duality argument and on the uniqueness property. This method was used already
in many situations (see for instance J.-L. Lions and Lattès [20], J.-L. Lions [22], Fursikov [15], Fursikov and
Imanuvilov [16]). As we are willing C0-convergence – which is the only meaningful convergence for the financial
problem –, the duality argument will involve solutions of the diffusion equation with a measure on the right
hand side.

Theorem 4.1. Suppose that û(x) ∈ C0(R) satisfies (2.4) and that ŷ(t, x) is the solution of problem (2.3),
where L is the operator defined in (2.1). Let 0 < x0 < x1 < ∞ be given. There exists a sequence of functions
un(x) ∈ C0(R) satisfying (2.5), such that the solutions yn(t, x) of (2.1, 2.2) with u(x) ≡ un(x) satisfy (4.1).

Remark 2. If, as in the examples above, an exact solution u does not exist, then the sequence un cannot
converge. In particular, it will not be bounded for any norm which is relatively compact with respect to C0, or
to any functional space in which the uniqueness theorem is valid.

Remark 3. In practice, shrinking the support may have a dramatic impact on the size of the solution. The
figure below shows the function u that minimises ‖ŷ(., 0) − y(., 0)‖L2 when L is given by (3.9) with b = 0,
x0 = 0.1, x1 = 2, x̂ = −0.2 and û(x) = x̂ − x for x ∈ (−∞, x̂].
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Proof. Let W be the subspace of traces w(t) ≡ y(t, 0) of functions y(t, x) satisfying (2.1, 2.2) for initial data
u(x) in the set

U =
{
u ∈ C0(R), supp u ⊂ [x0, x1]

} · (4.2)

If W is not dense in C0(0, T ), then there exists a nonzero measure h(dt), such that

∫ T

0

w(t)h(dt) = 0 (4.3)

for any w ∈ W . Introduce the solution p(t, x) of the following adjoint problem:

∂tp(t, x) + ∂xx(a2(t, x) p(t, x)) + ∂x(a1(t, x) p(t, x)) − a0(t, x) p(t, x) = δ(x)h(dt) (4.4)

p(t, x)|t=T = 0 (4.5)

where δ(x) is the Dirac δ–function. With the change of time variable t → T − t (4.4, 4.5) turns out to be a
classical well posed parabolic problem (see Friedman [11]). Multiplication of both sides of (4.4) by any solution
y(t, x) of (2.1, 2.2) followed by integration over Π and integration by part (all these operations being done in
the sense of distributions) leads to the formula:

0 =
∫

Π

(∂tp + ∂xx(a2p) + ∂x(a1p) − a0p)ydxdt −
∫ T

0

y(0, t)h(dt)

= −
∫ x1

x0

p(0, x)u(x) dx −
∫

Π

(∂ty − a2∂xxy + a1∂xy + a0y)p dxdt

= −
∫ x1

x0

p(0, x)u(x) dx. (4.6)

Since u(x) runs through the whole space U, which can be identified to C0
0 ([x0, x1]) =

{
u ∈ C0(R) , u(x0) =

u(x1) = 0} equality (4.6) implies that:

p(0, x) ≡ 0, ∀x ∈ [x0, x1]. (4.7)

Since the coefficients ai of (4.4) satisfy condition 2.3 (of analyticity), the solution p(t, x) to the parabolic equation
(4.4) is an analytic function with respect to the variable x for t = 0 and x ∈ [x1,∞), and the relation (4.7)
implies the identity:

p(0, x) ≡ 0, ∀x ≥ x0. (4.8)

The following assertion which will be proved in the next section, is the main step in the proof of Theorem 4.1.

Lemma 4.1. Let p(t, x) satisfy equation (4.4) for (t, x) ∈ ΠN ≡ (0, T ) × (N,∞), with N > 0 large enough,
assume that the relations:

p(t, x)|t=0 = p(t, x)|t=T = 0, x > N (4.9)

hold and suppose that there exists a constant β > 0, such that the function r(t, x) = p(t, x) eβx2
belongs to the

class:
H1,2(ΠN ) =

{
z(t, x) ∈ L2

(
[0, T ]; H2(N,∞)

)
: ∂tz ∈ L2(ΠN )

} · (4.10)

Then p(t, x) is identically zero in ΠN+1.

Continuation of the proof of Theorem 4.1. First observe that for any N ≥ x1 the solution p(t, x) of prob-
lem (4.4, 4.5) satisfies the assumptions of Lemma 4.1. With N ≥ x1 (4.9) follows from (4.5, 4.8). To check the
regularity and the growth condition (4.10), which will be used in conjunction with Carleman estimate in the
Section 5, one introduces the Green function Γ(τ, ξ, t, x) of the operator defined by the left hand side of (4.4).
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It is well-known (see Friedman [14]) that the Green function Γ and its derivatives satisfy for τ > t the following
estimates:

|Γ(τ, ξ, t, x)| ≤ c(τ − t)−
1
2 exp

(
−λ|x − ξ|2

(τ − t)

)
(4.11)

|∂xΓ(τ, ξ, t, x)| ≤ c(τ − t)−
3
2 exp

(
−λ|x − ξ|2

(τ − t)

)
(4.12)

|∂tΓ(τ, ξ, t, x)| + |∂xxΓ(τ, ξ, t, x)| ≤ c(τ − t)−
5
2 exp

(
−λ|x − ξ|2

(τ − t)

)
(4.13)

where c and λ are positive constants. The solution p of the problem (4.4, 4.5) is expressed, with respect to the
Green function, as follows:

p(t, x) =
∫ T

t

Γ(τ, 0, t, x)h(dτ). (4.14)

This expression implies a uniform C2 regularity on any domain of the form:

∆k,K = {x, k ≤ |x| ≤ K} × [0, T ] , 0 < k < K < N.

We now introduce a smooth truncation function θ(x) such that:


θ(x) = 0 if |x| ≤ k

θ(x) = 1 if |x| ≥ K

and we set:

p̃(t, x) = θ(x)p(t, x).

The function p̃(x, t) coincides with p(x, t) for |x| ≥ K and is a solution of the following equation:

∂tp̃(t, x) + ∂xx(a2(t, x)p̃(t, x)) + ∂x(a1(t, x)p̃(t, x)) − a0(t, x)p̃(t, x) = g(t, x) (4.15)

p̃(t, x)|t=T = 0 (4.16)

where g(t, x) denotes a C2 function with support in the set ∆k,K , with 0 < k < K < N . Therefore, for |x| ≥ N,
one has:

p(x, t) =
∫ ∞

−∞

∫ T

t

Γ(τ, ξ, t, x) g(τ, ξ) dτdξ. (4.17)

Together with (4.11), this formula implies, for |x| > N , the raw estimate:

|p(x, t)| ≤ C

∫ ∞

−∞

∫ T

t

(τ − t)−
1
2 exp

(
−λ ||x| − ξ|2

τ − t

)
|g(τ, ξ)| dτdξ

≤ CK exp

(
−λ ||x| − K|2

τ − t

)∫ T

t

(τ − t)−
1
2 dτ. (4.18)

Estimates for the derivatives of p can be obtained along the same line with a minor improvement of (4.18).
Therefore all assumptions of the Lemma 4.1 are verified and, in virtue of this lemma, p(t, x) ≡ 0 for any
(t, x) ∈ ΠN+1. The Holmgren theorem applied to the parabolic equation (4.4) implies that

p(t, x) = 0 ∀(t, x) ∈ (0, T ) × (0,∞). (4.19)
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In fact this property can be extended by continuity up to x = 0 as follows. Thanks to (4.14) and Fubini’s
theorem, for any φ(t) ∈ C0([0, T ]) the function Φ(x) =

∫ T

0
p(t, x)φ(t)dt is given by the formula:

Φ(x) =
∫ T

0

φ(t)
∫ T

t

Γ(τ, 0, t, x)h(dτ)dt

=
∫ T

0

(∫ τ

0

φ(t) Γ(τ, 0, t, x) dt

)
h(dτ). (4.20)

From (4.11) and thanks to the upper bound:

∣∣∣∣
∫ τ

0

φ(t) Γ(τ, 0, t, x) dt

∣∣∣∣ ≤ C

∫ τ

0

|φ(t)|√
τ − t

dt ≤ cst (4.21)

we may apply Lebesgue’s convergence theorem as soon as:

∀t ∈ (0, T ) lim
x→0

Γ(τ, 0, t, x) = Γ(τ, 0, t, 0). (4.22)

In fact, we know that the Green function Γ(τ, ξ, t, x) is regular for t 6 =τ (see Taylor [27], Vol. 2, 7.13, and
Friedman [14]). Eventually, it has been shown that Φ(x) is continuous in a neighbourhood of zero. Thanks
to (4.19) one has:

lim
x→0

Φ(x) = lim
x→0+

∫ T

0

p(t, x)φ(t)dt = 0. (4.23)

Consequently:

p(t, x)|x=0 = 0. (4.24)

On Π− = (0, T )× (−∞, 0] the function p(t, x) is the solution of a well-posed Dirichlet problem with initial and
boundary data equal to zero and one has:

p(t, x) ≡ 0 ∀(t, x) ∈ (0, T )× (−∞, 0]. (4.25)

Equalities (4.19, 4.24) and equation (4.4) imply that h(t) ≡ 0.

5. Carleman estimate

This section is devoted to the proof of Lemma 4.1. To this end a Carleman type estimate is proved for a
functions p satisfying assumptions of Lemma 4.1. Note that estimates of such type were used for investigations of
Cauchy problems (see for example Hörmander [18]) or controllability problems (see Fursikov and Imanuilov [17]),
as well as in other areas. Let us introduce the weight function

ϕ(x) = x2−γ − (N + 1)2−γ (5.1)

where γ is such that:

0 < γ < min
(

1
2
, α

)
·

In the above formula α is the number given by the condition 2.4 (stabilization).
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Lemma 5.1. Let p(t, x) satisfy assumptions of Lemma 4.1. Then there exists a constant c > 0 such that for
any sufficiently large s > 0 and N > 0 the following inequality holds:

∫
ΠN

(
sx−γ(∂xp)2 + s3x2−3γp2

)
e2sϕ(x) dxdt ≤ cN3−3γs3e−2sN1−γ

∫ T

0

[
(∂tp)2 + (∂xp)2 + p2

] |x=N dt (5.2)

where ϕ(x) is given by (5.1).

Proof. Introduce in equation (4.4) the function q(t, x) given by:

p(t, x) = e−sϕ(x)q(t, x). (5.3)

This function satisfies:
L1q + L2q = fs (5.4)

where:

L1q = ∂tq + (a1 − 2sa2∂xϕ)∂xq (5.5)

L2q = a2∂xxq + (s2a2(∂xϕ)2 − sa1∂xϕ)q (5.6)

fs = (s ∂xxϕ + 2s (∂xa2) ∂xϕ − ∂xxa2 − ∂xa1 + a0) q − 2(∂xa2) ∂xq. (5.7)

Since p satisfies (4.10), the relations (5.1) and (5.3) imply that q ∈ H1,2(ΠN ). This inclusion justifies all
transformations and integrations on ΠN made below, starting from the formula:

‖L1q‖2
L2(ΠN ) + ‖L2q‖2

L2(ΠN ) + 2(L1q, L2q)L2(ΠN ) = ‖fs‖2
L2(ΠN ). (5.8)

With (5.5) and (5.6) one obtains as last term of the left hand side of (5.8):

2(L1q, L2q)L2(ΠN ) = I1 + I2 + I3 (5.9)

with

I1 = 2
∫

ΠN

(∂tq)(a2∂xxq + {s2a2(∂xϕ)2 − sa1∂xϕ}q) dxdt (5.10)

I2 = 2
∫

ΠN

(a1 − 2sa2∂xϕ)(∂xq)a2∂xxq dxdt (5.11)

I3 = 2
∫

ΠN

(a1 − 2sa2∂xϕ)(∂xq)(s2a2(∂xϕ)2 − sa1∂xϕ)q dxdt. (5.12)

Integrations by parts give:

I1 = − 2
∫ T

0

(a2(∂tq)(∂xq)) |x=N dt

+
∫

ΠN

{−a2∂t(∂xq)2 − 2(∂xa2)(∂tq)(∂xq) + (s2a2(∂xϕ)2 − sa1∂xϕ)∂tq
2
}

dxdt

= − 2
∫ T

0

(a2(∂tq)(∂xq)) |x=N dt

+
∫

ΠN

{
(∂ta2)(∂xq)2 − 2(∂xa2)(∂tq)(∂xq) − (s2(∂ta2)(∂xϕ)2 − s(∂ta1)∂xϕ)q2

}
dxdt (5.13)
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I2 =
∫

ΠN

(a1a2 − 2sa2
2∂xϕ)∂x(∂xq)2 dxdt

= −
∫ T

0

(
(a1a2 − 2sa2

2∂xϕ)(∂xq)2
) |x=N dt

+
∫

ΠN

{
2sa2

2∂xxϕ + 4sa2(∂xa2)∂xϕ − ∂x(a1a2)}(∂xq)2
}

dxdt (5.14)

I3 =
∫

ΠN

{−sa2
1∂xϕ + 3s2a1a2(∂xϕ)2 − 2s3a2

2(∂xϕ)3
}

∂xq2 dxdt

=
∫ T

0

(
(2s3a2

2(∂xϕ)3 − 3s2a1a2(∂xϕ)2 + sa2
1∂xϕ)q2

) |x=N dt

+
∫

ΠN

{6s3a2
2(∂xϕ)2∂xxϕ + 4s3a2(∂xa2)(∂xϕ)3 − 3s2(∂x(a1a2))(∂xϕ)2

− 6s2a1a2∂xϕ∂xxϕ + 2sa1∂xa1∂xϕ + sa2
1∂xxϕ}q2 dxdt. (5.15)

From (5.1), we have: 


∂xϕ = (2 − γ)x1−γ

∂xxϕ = (2 − γ)(1 − γ)x−γ .
(5.16)

The Condition 2.4 on coefficients ai (stabilization) provides an estimate of the function fs given by (5.7) for N
large enough:

‖fs‖2
L2(ΠN ) ≤

∫
ΠN

{
(c1x

−2γs2 + c2)q2 + cx−2(1+α)(∂xq)2
}

dxdt. (5.17)

With the same arguments, lower bounds for the left hand side of (5.14) and (5.15) are obtained:

I2 ≥
∫

ΠN

2sa2
2(2 − γ)(1 − γ)x−γ(∂xq)2 dxdt

− c3

∫
ΠN

(sx−γ−α + x−α)(∂xq)2 dxdt

− c4(1 + N1−γs)
∫ T

0

(∂xq|x=N )2 dt (5.18)

I3 ≥
∫

ΠN

6a2
2(2 − γ)3(1 − γ)s3x2−3γq2 dxdt

− c5

∫
ΠN

|s3x2−3γ−α + s2(x2−2γ−α + x1−2γ) + sx−γ |q2 dxdt

− c6(s3N3−3γ + s2N2−2γ + sN1−γ)
∫ T

0

q2(t, N) dt. (5.19)

The function L1q given by (5.5) satisfies, for x > N � 1:

|2(∂xa2)(∂tq)(∂xq)| ≤ 2 |(∂xa2)(∂xq)L1q| + 2
∣∣(∂xa2)(∂xq)2(a1 − 2sa2∂xϕ)

∣∣
≤ 1

2
|L1q|2 + c7|∂xq|2 (x−2−2α + x−1−α + sx−α−γ

)
. (5.20)
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This relation is used to estimate I1 for N � 1 as follows:

|I1| ≤ c

∫ T

0

|(∂tq∂xq)|x=N dt +
1
2

∫
ΠN

(L1q)2 dxdt

+ c8

∫
ΠN

{
(∂xq)2(x−α + sx−α−γ) + q2(s2x2−2γ−α + sx1−γ)

}
dxdt. (5.21)

From formula (5.1), one has:

ϕ(N) = N2−γ − (N + 1)2−γ

= −N2−γ

((
1 +

1
N

)2−γ

− 1

)

≤ −N2−γ

(
1 +

1
N

− 1
)

= −N1−γ .

With (5.3), we get in particular: 


|q(t, N)| ≤ e−sN1−γ |p(t, N)|

|∂tq(t, N)| ≤ e−sN1−γ |∂tp(t, N)|
(5.22)

and
|∂xq(t, N)| ≤ e−sN1−γ (|∂xp(t, N)| + sN1−γ |p(t, N)|) . (5.23)

Using (5.18, 5.19) and (5.21–5.23), Condition 2.2 (of parabolicity) and the inequality γ < 2
3 , one estimates the

scalar product (5.9) from below:

2(L1q, L2q)L2(ΠN ) ≥
∫

ΠN

{
8s

9
α2

0x
−γ(∂xq)2 +

128
27

α2
0s

3x2−3γq2

}
dxdt

− c

∫
ΠN

{
(x−α + sx−α−γ)(∂xq)2 + (s3x2−3γ−α + s2x2−2γ−α + sx1−γ)q2

}
dxdt

− 1
2

∫
ΠN

(L1q)2 dxdt − c′s3N3−3γe−2sN1−γ

∫ T

0

(|p|2 + |∂tp|2 + |∂xp|2) |x=N dt. (5.24)

Substitution of (5.24) and (5.17) into (5.8), with simple transformations, yields:

1
2
‖L1q‖2

L2(ΠN ) + ‖L2q‖2
L2(ΠN ) +

∫
ΠN

{
8s

9
α2

0x
−γ(∂xq)2 +

128
27

α2
0s

3x2−3γq2

}
dxdt

≤ c′s3N3−3γe−2sN1−γ

∫ T

0

(|p|2 + |∂tp|2 + |∂xp|2)|x=N dt + c
′′
∫

ΠN

(x−α + sx−α−γ) (∂xq)2dxdt

+
∫

ΠN

(s3x2−3γ−α + s2x2−2γ−α + sx1−γ) q2dxdt. (5.25)

Inequality (5.25) implies for N and s large enough, the estimate:

∫
ΠN

(
α2

0s

2
x−γ(∂xq)2 + α2

0s
3x2−3γq2

)
dxdt ≤ c′s3N3−3γe−2sN1−γ

∫ T

0

(|p|2 + |∂tp|2 + |∂xp|2) |x=N dt. (5.26)

We now get the required estimate (5.2) by substituting q in the left hand side of (5.26) by its expression with
respect to p as in (5.3). �



STATIC HEDGING OF BARRIER OPTIONS WITH A SMILE: AN INVERSE PROBLEM 141

Proof of Lemma 4.1. Inequality (5.2) implies that for s and N large enough one has:

∫
ΠN+1

(
sx−γ(∂xp)2 + s3x2−3γp2

)
e2sϕ(x) dxdtcN3−3γs3e−2sN1−γ

∫ T

0

{
(∂tp)2 + (∂xp)2 + p2

}
|x=N dt (5.27)

with a constant c which does not depend on s. The right hand side of this letter estimate tends to zero non-
increasingly as s −→ +∞. If the function p(t, x) is not identically zero on ΠN+1, then the left hand side of this
equation goes to +∞ as s −→ +∞, which leads to a contradiction. �

6. Conclusion

We have proved that the principle of static hedging of barrier options can be extended to the case of ar-
bitrary diffusion coefficients for the underlying – provided some technical conditions are satisfied – for C0-
approximations only, but not as an exact hedge in general. If it exists, we also showed that such a hedge is
unique. The proof of the density theorem deeply uses Carleman estimates on solutions of parabolic equations.

This article addresses a new class of inverse problems, which deserves further investigations. In particular we
are convinced that our C0 framework is neither optimal for the uniqueness, nor for the approximation result.
Shorygin [24] studied the existence of L2 bounds for approximate solutions. Other approaches should also be
considered. Another interesting issue is to let both û and u have their support contain the origin and examine
the local behaviour of u near the origin with respect to that of û and of the coefficients ai, including when û is
discontinuous – as is the case for “reverse barrier options”.

The authors wish to thank the referees for providing many interesting references in this topic.
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(1968).
[23] M. Rubinstein, Exotic Options, Finance Working Paper No. 220. U.C. Berkeley (1991).
[24] P.O. Shorygin, On the Controllability Problem Arising in Financial Mathematics. J. Dynam. Control. Syst. 6 (2000) 353-363.
[25] N. Taleb, Dynamic Hedging: Managing Vanilla and Exotic Options. J. Wiley & Sons, New York (1997).
[26] D. Tataru, Carleman estimates and unique continuation for solutions to boundary value problems. J. Math. Pures Appl. 75

(1996) 367-408.
[27] M.E. Taylor, Partial Differential Equations II. Springer-Verlag, Berlin (1991).

Related papers not cited in the article

[28] P. Acworth, Pricing and Hedging Barrier and Forward Start Options Using Static Replication, Working paper. ING Barings
(1997).

[29] S. Allen and O. Padovani, Risk Management Using Static Hedging, Working paper. Courant Institute, N.Y.U. (2001).
[30] L. Andersen and J. Andreasen, Static Barriers. RISK (2000) 120-122.
[31] S. Aparicio and L. Clewlow, A Comparison of Alternative Methods for Hedging Exotic Options, Working paper. FORC (1997).
[32] A. Bhandari, Static Hedging: A Genetic Algorithms Approach. Working paper (1999).
[33] J. Bowie and P. Carr, Static Simplicity. RISK (1994) 44-50.
[34] H. Brown, D. Hobson and C. Rogers, Robust Hedging of Barrier Options. Math. Finance 11 (2000) 285-314.
[35] P. Carr and J. Picron, Static Hedging of Timing Risk. J. Derivatives (1999) 57-66.
[36] P. Carr and A. Chou, Static Hedging of Complex Barrier Options, Working paper. Courant Institute, N.Y.U. (1998).
[37] A. Chou and G. Grigoriev, A Uniform Approach to Static Replication. J. Risk Fall (1998) 73-86.
[38] M. Davis, W. Schachermayer and R. Tompkins, Pricing, No-arbitrage Bounds and Robust Hedging of Installment Options,

Working paper. Tech. Univ. Vienna, Austria (2000).
[39] E. Derman, D. Ergener and I. Kani, Forever Hedged RISK (1995) 139-145.
[40] E. Derman, D. Ergener and I. Kani, Static Option Replication. J. Derivatives 2 (1995) 78-85.
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