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A SHORT PROOF OF THE LARGE TIME ENERGY GROWTH FOR

THE BOUSSINESQ SYSTEM

LORENZO BRANDOLESE AND CHARAFEDDINE MOUZOUNI

Abstract. We give a direct proof of the fact that the Lp-norms of global solutions

of the Boussinesq system in R3 grow large as t → ∞ for 1 < p < 3 and decay to

zero for 3 < p ≤ ∞, providing exact estimates from below and above using a suitable

decomposition of the space-time space R+ × R3. In particular, the kinetic energy blows

up as ‖u(t)‖22 ∼ ct1/2 for large time. This constrasts with the case of the Navier–Stokes

equations.

1. Introduction

The incompressible Boussinesq system describes the dynamics of an incompressible fluid,

taking into account heat exchanges. In addition to the flow, the transport and diffusion of

temperature, we have also convection currents created by the vertical force of buoyancy.

The Boussinesq approximation consists in neglecting the variations of the density in the

continuity equation. Accordingly with this approximation, we also neglect the local heat

source due to the viscous dissipation. Taking all the physical constants equal to 1 we can

write the Boussinesq system in the following form,

(1.1)


∂tθ + u · ∇θ = ∆θ

∂tu+ u · ∇u+∇p = ∆u+ θe3

∇ · u = 0

u|t=0 = u0, θ|t=0 = θ0

x ∈ R3, t ∈ R+.

Here u : R3 × R+ → R3 is the velocity field and the scalar field θ : R3 × R+ → R denotes

the temperature. The function p : R3 × R+ → R is the Lagrange multiplier related to the

constraint of incompressibility, and is closely related to the pressure of the flow. Moreover,

e3 = (0, 0, 1) is a constant unit vertical vector.

In the particular case of incompressible Navier Stokes system (θ ≡ 0), starting with T.

Kato [6] and M. E. Schonbek [13], many authors studied the decay problem of various

Lp norms as t → +∞. For example, it is known that if ‖u0‖3 is small enough and if
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2 LORENZO BRANDOLESE AND CHARAFEDDINE MOUZOUNI∫
|u0(x)|(1 + |x|)dx <∞, then one has

‖u(t)‖p ≤ Ct−2+3/(2p), for t > 0 and 1 ≤ p ≤ ∞

for the solutions of the Navier–Stokes equations. Asymptotic profiles like those constructed

in Y. Fujigaki and T. Miyakawa [4] prove the optimality of such decay rates. In particular

this shows that the kinetic energy vanishes when t→∞.

The asymptotic behavior of the Lp-norms for Boussinesq system was expected to be

similar to the particular case of the incompressible Navier Stokes system1. But the main

result in [2] put in evidence that this is true only if the initial temperature has zero mean:

indeed, if the data satisfies appropriate size and localization conditions then one has, for

t large enough,

(1.2) c(1 + t)−1/2+3/2p ≤ ‖u(t)‖p ≤ C(1 + t)−1/2+3/2p, for 1 < p ≤ ∞,

with c > 0 if and only if
∫
θ0 6= 0. This proves in particular that ‖u(t)‖L2 ∼ ct1/4 if the con-

dition
∫
θ0 6= 0 is satisfied. The drawbacks of the approach of [2] are that the proof of (1.2)

is involved and the conditions on the data too restrictive. For example, the smallness as-

sumptions needed in [2] was of the form ess supR3 |x| |u0(x)|+ess supR3 |x|3|θ0(x)|+‖θ0‖1 <
ε. Moreover, the data were assumed to satisfy additional pointwise estimates. It does not

look natural to put such restrictive pointwise conditions for studying the long time be-

haviour of Lp-norms. A similar remark could apply to the conditions proposed in [14],

where the results of [2] are extended to higher-order derivatives, but assuming the data in

the Schwartz class.

In this paper we aim to give a simpler and shorter proof for (1.2) by assuming much

weaker assumptions on the data and using the natural functional settings, inspired by

Kato’s classical work [6] for the incompressible Navier Stokes system. The subtle part will

be the proof of the lower bounds: the classical approach (see [4] and the references therein)

of writing an asymptotic profile for u putting in evidence the leading term as t→∞ is not

applicable to our situation. Indeed, it turns out that, when
∫
θ0 6= 0, the linear and the

nonlinear terms behave at the same rates in Lp. The main idea will be to split the analysis

into different regions of space-time: the size of the linear terms contributing to u will be

more important than the size of the nonlinear terms in some of these regions, namely, in

{(x, t) : |x| ≥ A
√
t} provided A is large enough. A careful linear analysis will finally lead

to the lower bound in (1.2).

The use of Duoandikoetxea and Zuazua decompositions for distributions, and of variants

of Young-type estimates (useful for estimating convolution integrals outside balls of large

radii) are two original features of this paper. The crucial technical step is carried in

Proposition 3.3 and the main result is stated in Theorem 4.1.

1Indeed, it was claimed in [5] that ‖u(t)‖2 → ∞ for solutions of Boussinesq system. However, this

article contained an erratum that was pointed out in [2].
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2. The Boussinesq equations

The integral formulation of the Boussinesq system (1.1) reads:

(2.1)


θ(t) = et∆θ0 −

∫ t

0
e(t−s)∆∇ · (θu)(s) ds

u(t) = et∆u0 −
∫ t

0
e(t−s)∆P∇ · (u⊗ u)(s) ds+

∫ t

0
e(t−s)∆Pθ(s)e3 ds.

∇ · u0 = 0

Here P denotes the projector on the space of divergence-free fields, which is also called

Leray’s projector. We will not discuss here the issue of the equivalence between the system

(2.1) and the original system (1.1). One could see [10, Theorems 1.1-1.2] for a discussion

of this issue in the particular case of incompressible Navier Stokes system. In all this paper

the Boussinesq system will be treated in the integral form above.

Let us write the unknown as v =

(
u

θ

)
. It is convenient to rewrite the above integral

system in the following abstract form:

(2.2) v = a + B(v,v),

where B : E × E → E is a bilinear operator in a suitable Banach space E, and a ∈ E is

given in terms of the initial data. Here E = X × Y where X denotes the Banach space of

the velocity and Y the Banach space of the temperature. We define X to be the space of

all C([0,∞), L3) divergence-free vector fields u such that ‖u‖X < ∞, and Y the space of

all C([0,∞), L1) functions such that ‖θ‖Y <∞. Here,

‖u‖X ≡ sup
t>0
‖u(t)‖3 + sup

t>0

√
t‖u(t)‖∞,(2.3)

‖θ‖Y ≡ sup
t>0
‖θ(t)‖1 + sup

t>0
t3/2‖θ(t)‖∞.(2.4)

To write (2.1) in the form (2.2), replace the equation of θ inside
∫ t

0 e
(t−s)∆Pθ(s)e3 ds.

A simple computation transforms (2.1) into the equivalent system

(2.5)
θ(t) = et∆θ0 −

∫ t

0
e(t−s)∆∇ · (θu)(s) ds

u(t) = et∆[u0 + tPθ0e3]−
∫ t

0
e(t−s)∆(t− s)P∇ · (θu)(s) ds e3 −

∫ t

0
e(t−s)∆P∇ · (u⊗ u)(s) ds

∇ · u0 = 0

This system has clearly the form (2.2), with

(2.6) a =

(
et∆[u0 + tPθ0e3]

et∆θ0

)
and

B(v, ṽ) =

(
−B1(u, ũ) +B2(u, θ̃)

−B3(u, θ̃)

)
.
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Here, v =

(
u

θ

)
, ṽ =

(
ũ

θ̃

)
, and the three bilinear operators B1 : X × X → X, next

B2 : X × Y → X and B3 : X × Y → Y , are defined by

B1(u, ũ) =

∫ t

0
e(t−s)∆P∇ · (u⊗ ũ)(s) ds,(2.7a)

B2(u, θ) =

(∫ t

0
e(t−s)∆(t− s)P∇ · (uθ)(s) ds

)
e3,(2.7b)

B3(u, θ) =

∫ t

0
e(t−s)∆∇ · (uθ)(s) ds.(2.7c)

We will make of use the following notations for the standard gaussian

Gt(x) =
e−|x|

2/(4t)

(4πt)3/2
.

The starting point of our analysis will be the following theorem:

Theorem 2.1.

(1) There exist two constants ε > 0 and C > 0 such that if θ0 ∈ L1(R3), u0 ∈ L3(R3),

and

(2.8) ‖u0‖3 + ‖θ0‖1 < ε,

then there exist a unique solution (u, θ) ∈ X × Y of the integral system (2.1) such

that

‖u‖X + ‖θ‖Y ≤ Cε.

(2) If 1 < p < 3 and under the additional conditions u0 ∈ Lp and ‖u0‖3 < εp for some

0 < εp ≤ ε, then the solution constructed in the previous item satisfies

(2.9) sup
t>0

(1 + t)
1
2

(1− 3
p

)‖u(t)‖p <∞.

If 3 ≤ p ≤ ∞, then supt>0 t
1
2

(1− 3
p

)‖u(t)‖p <∞ without any additional assumption

on u0.

In this functional setting the proof becomes quite standard: the first conclusion of the

theorem relies on the following estimates, implying the continuity of the bilinear operator B

on the Banach space E.

Lemma 2.2. The following estimates hold for any u, ũ ∈ X and θ, θ̃ ∈ Y :

(2.10)

‖B1(u, ũ)‖X ≤ C‖u‖X‖ũ‖X ,
‖B2(u, θ)‖X ≤ C‖u‖X‖θ‖Y ,

‖B3(u, θ̃)‖Y ≤ C‖u‖X‖θ̃‖Y .

In particular, for all v, ṽ ∈ E, the following estimate holds:

(2.11) ‖B(v, ṽ)‖E ≤ C‖v‖E‖ṽ‖E .
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In fact, we will establish a slightly more general version of Lemma 2.2. For this, let

1 < p ≤ 3 and let us define the following Banach space through the norm

(2.12) ‖u‖Xp = ‖u‖X + sup
t>0

(1 + t)
1
2

(1− 3
p

)‖u(t)‖p.

Notice that X3 = X and for 1 < p ≤ 3 the space Xp is continuously embedded in X. Next

we set Ep = Xp × Y .

Lemma 2.3. The first two estimates in (2.10) can be generalized as follows:

‖B1(u, ũ)‖Xp ≤ Cp‖u‖Xp‖ũ‖X ,

‖B2(u, θ̃)‖Xp ≤ Cp‖u‖Xp‖θ̃‖Y ,
1 < p ≤ 3.(2.13)

In particular, we have the estimate

(2.14) ‖B(v, ṽ)‖Ep ≤ Cp‖v‖Ep‖ṽ‖E , 1 < p ≤ 3.

Proof. The first of estimate (2.10) is due to Kato, see, for example, [11]. The proof of the

second and of the third estimates are very similar and they are left to the reader. The

generalisation (2.13) of the above estimates is straightforward. The only thing that are

needed to establish all these estimates are the standard Hölder and Young inequalities,

and the well known fact that the kernel F (x, t) of the operator et∆P∇ satisfies

(2.15) F (x, t) = t−2F ( x√
t
, 1), and F (·, 1) ∈ L1 ∩ L∞

and that the kernel K(x, t) of the operator et∆P satisfies

(2.16) K(x, t) = t−3/2K( x√
t
, 1), and K(·, 1) ∈

⋂
1<p≤∞ L

p(R3).

Indeed, we recall the well-known pointwise estimates for these kernels (see, e.g., [12])

(2.17) |F (x, 1)| ≤ C(1 + |x|)−4, and |K(x, 1)| ≤ C(1 + |x|)−3.

�

We need also the corresponding linear estimates:

Lemma 2.4. Let u0 ∈ L3(R3) and θ0 ∈ L1. Let a be defined as in (2.6). Then, for an

absolute constant c > 0,

(2.18) ‖a‖E ≤ c(‖u0‖3 + ‖θ0‖1).

Moreover, if 1 < p ≤ 3 and we have also u0 ∈ Lp(R3), then a ∈ Ep.

The conclusion of Lemma 2.4 follows immediately from the usual properties of the heat

kernel, and from the fact that P is a bounded operator in Lp, for 1 < p <∞.

Proof of Theorem 2.1. Estimates (2.11)-(2.18) and the standard fixed point Lemma (see,

for example, [10]) imply Part 1 of the theorem. The solution is obtained as the limit in E

of the sequence (vn) recursively defined by v0 = a and vn+1 = a + B(vn,vn), n ∈ N.

Take now 1 < p ≤ 3. Lemma 2.4, and estimate (2.14), imply that the sequence of

approximating solutions vn remains bounded in Ep, provided that u0 ∈ Lp(R3), ‖u0‖3 ≤ εp
and εp is small enough. But the balls {v ∈ Ep : ‖v‖Ep ≤ R} are closed subsets of E (this

last claim follows from Fatou’s Lemma) and so the solution must belong to Ep This

establishes Part 2 of the theorem. �
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3. Analysis of the solution in the region |x| ≥ A
√
t

The basic Young Lp − Lq convolution estimates read

(3.1) ‖f ∗ g‖p ≤ ‖f‖r‖g‖q, 1 +
1

p
=

1

r
+

1

q
, 1 ≤ p, q, r ≤ ∞.

Here we are interested in the following variant of (3.1), that provides more information

about the behavior of f ∗ g(x) as x → ∞ in the Lp sense. Notice that estimate (3.2)

below boils down (excepted for the unimportant coefficient 2) to (3.1) in the particular

case R = 0.

Proposition 3.1. For R ≥ 0, let BR = {x ∈ R3 : |x| < R} and Bc
R its complementary

in R3. Let also 1 ≤ p, q, r, r̃, q̃ ≤ ∞, such that

1 +
1

p
=

1

r
+

1

q
=

1

r̃
+

1

q̃
.

Then,

(3.2) ‖f ∗ g‖Lp(Bc
R) ≤ 2

(
‖f‖Lr(Bc

R/2
)‖g‖q + ‖f‖r̃‖g‖Lq̃(Bc

R/2
)

)
.

Proof. We decompose f = f1BR/2
+f1Bc

R/2
and g = g1BR/2

+g1Bc
R/2

, where 1A denotes the

indicator function of the set A. So f ∗ g is naturally written as the sum of four terms. As

the support of (f1BR/2
) ∗ (g1BR/2

) is contained in BR, its Lp(Bc
R)-norm is zero. Applying

the triangle inequality, next the classical Young inequality to the three other remaining

terms,

‖f ∗ g‖Lp(Bc
R) ≤ ‖f‖Lr(Bc

R/2
)

(
‖g‖Lq(BR/2) + ‖g‖Lq(Bc

R/2
)

)
+ ‖f‖r̃‖g‖Lq̃(Bc

R/2
),

which is even slightly stronger than (3.2). �

Lemma 3.2. There exist positive constants C0, η and A0 such that, for all A ≥ A0,

lim sup
t→+∞

‖et∆θ0‖L1(Bc
A
√
t
) ≤ C0e

−ηA2‖θ0‖L1 ,

lim sup
t→+∞

‖et∆u0 + t et∆Pθ0e3‖L3(Bc
A
√
t
) ≤ C0A

−2
(
‖u0‖3 + ‖θ0‖1

)
and

lim sup
t→+∞

√
t‖et∆u0 + t et∆Pθ0e3‖L∞(Bc

A
√
t
) ≤ C0A

−3
(
‖u0‖3 + ‖θ0‖1

)
.

Proof. We claim that there exist two constants C, δ > 0 such that

lim sup
t→+∞

‖et∆θ0‖L1(Bc
A
√
t
) ≤ Ce−δA

2‖θ0‖L1 , lim sup
t→+∞

‖et∆u0‖L3(Bc
A
√
t
) ≤ Ce−δA

2‖u0‖3,

and lim sup
t→+∞

√
t‖et∆u0‖L∞(Bc

A
√
t
) ≤ Ce−δA

2‖u0‖3.

(3.3)

To see this, apply Proposition 3.1 with f = Gt, g = θ0, f = Gt, g = u0, and (p, r, r̃) =

(1, 1, 1), (p, r, r̃) = (3, 1, 1), (p, r, r̃) = (∞, 3
2 ,

3
2) respectively. Then our claim follows by

the dominated convergence theorem.
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Next, recalling the scaling and decay properties of the kernel K(·, t) of the operator

et∆P, (2.16)–(2.17), we see that, for 1 < r ≤ ∞:

‖K(·, t)‖Lr(Bc
A
√
t
) ≤ C(A

√
t)−3+3/r.

application of Proposition 3.1 with f = K(·, t), g = θ0 and (p, r, r̃) = (p, p, p), by the

dominated convergence theorem

lim sup
t→+∞

t
1
2

(1−3/p)‖t et∆Pθ0e3‖Lp(Bc
A
√

t
) ≤ C‖θ0‖1A−3+3/p.

Taking here p = 3 and p =∞ yields the assertion of the Lemma. �

Proposition 3.3. Let u0 ∈ L3(R3) be a divergence-free vector field, θ0 ∈ L1(Rn), such

that

‖u0‖3 + ‖θ0‖1 < ε′.

If ε′ > 0 is small enough (ε′ may need to be smaller than the constant ε in Theorem 2.1),

then there exist two constants A0 ≥ 1 and κ > 0 such that for all A ≥ A0 the solution

(u, θ) obtained in Theorem 2.1 satisfies

lim sup
t→+∞

‖θ(t)‖L1(Bc
A
√
t
) ≤ κA−1,

lim sup
t→+∞

‖u(t)‖L3(Bc
A
√
t
) ≤ κA−2, and

lim sup
t→+∞

√
t ‖u(t)‖L∞(Bc

A
√
t
) ≤ κA−3.

(3.4)

Proof. Recalling the properties (2.15) and (2.17) of the kernel F (x, t) of the operator

et∆P∇, we obtain the two estimates:

(3.5a) ‖F (t− s)‖r ≤ C(t− s)−2+3/(2r),

and

‖F (t− s)‖Lr(Bc
A
√
t
) = (t− s)−2+3/(2r)

(∫
|x|≥A

√
t/
√
t−s
|F (x, 1)|r dx

)1/r

≤ CA−4+3/rt−2+3/(2r).

(3.5b)

Consider the sequence of approximate solutions (un, θn) (n ≥ 1), where

u1 = et∆u0 + t et∆Pθ0e3, θ1 = et∆θ0

and

(3.6) un+1 = u1 −B1(un, un)−B2(un, θn), θn+1 = θ1 −B3(un, θn).

By the usual fixed point argument the sequence, (un, θn) converges to the solution (u, θ)

obtained in Theorem 2.1 in the (X × Y )-norm. Moreover, there is an absolute constant

C > 0 such that, for all n ≥ 1,

sup
n≥1

(‖un‖X + ‖θn‖Y ) ≤ Cε ≡ ε,

and so, in particular, ‖u‖X + ‖θ‖Y ≤ ε.
We first need to prove that, for all n ≥ 1 and some constant κn > 0, we have

(3.7a) lim sup
t→+∞

‖θn(t)‖L1(Bc
A
√

t
) ≤ κnA−1,
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(3.7b) lim sup
t→+∞

‖un(t)‖L3(Bc
A
√
t
) ≤ κnA−2

and

(3.7c) lim sup
t→+∞

√
t‖un(t)‖L∞(Bc

A
√
t
) ≤ κnA−3.

Let us proceed by induction. For n = 1, (3.7a)–(3.7c) hold true for A0 big enough because

of Lemma 3.2. Assume now (3.7a)–(3.7c) hold at the step n and let us prove their validity

at the step n + 1. Let tA ≥ 1 (with tA possibly depending also on n) such that for all

t ≥ tA,

(3.8)

‖θn(t)‖L1(Bc
A
√
t
) ≤ 2κnA

−1, ‖un(t)‖L3(Bc
A
√
t
) ≤ 2κnA

−2 and
√
t‖un(t)‖L∞(Bc

A
√

t
) ≤ 2κnA

−3

We now write

B3(un, θn)(4t) =

(∫ tA

0
+

∫ 4t

tA

)
F̃ (4t− s) ∗ (unθn)(s) ds,

B1(un, un)(4t) =

(∫ tA

0
+

∫ 4t

tA

)
F (4t− s) ∗ (un ⊗ un)(s) ds

and

B2(un, θn)(4t) =

(∫ tA

0
+

∫ 4t

tA

)
(4t− s)F (4t− s) ∗ (unθn)(s) ds

The reason for considering the time 4t instead of t will be clear in (3.14) below. The kernel

F̃ (x, t) of the operator et∆∇ has similar properties as the kernel F (x, t) and satisfies

(3.9) F̃ (x, t) = t−2F̃ ( x√
t
, 1), and F̃ (·, 1) ∈ L1 ∩ L∞

Moreover,

(3.10a) ‖F̃ (t− s)‖r ≤ C(t− s)−2+3/(2r),

and

‖F̃ (t− s)‖Lr(Bc
A
√
t
) = (t− s)−2+3/(2r)

(∫
|x|≥A

√
t/
√
t−s
|F̃ (x, 1)|r dx

)1/r

≤ CA−4+3/rt−2+3/(2r).

(3.10b)

Only the three integrals
∫ 4t
tA

will play a role as t→∞. Indeed, for t > tA,∥∥∥∥∫ tA

0
F (4t− s) ∗ (un ⊗ un)(s)

∥∥∥∥
3

≤ C
∫ tA

0
‖F (4t− s)‖3/2‖un(s)‖23 ds

≤ C(4t− tA)−1tA‖un‖2X ≤ Cε2(4t− tA)−1tA.

Moreover,

√
4t

∥∥∥∥∫ tA

0
F (4t− s) ∗ (un ⊗ un)(s)

∥∥∥∥
∞
≤ C
√
t

∫ tA

0
‖F (4t− s)‖3‖un(s)‖23 ds

≤ C
√
t(4t− tA)−3/2tA‖un‖2X ≤ Cε2

√
t(t− tA)−3/2tA.
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Taking the the limit as t→ +∞ in the above expressions we get

(3.11)

lim
t→+∞

∥∥∥∥∫ tA

0
F (4t−s)∗(un⊗un)(s) ds

∥∥∥∥
3

= lim
t→+∞

√
4t

∥∥∥∥∫ tA

0
F (4t−s)∗(un⊗un)(s) ds

∥∥∥∥
∞

= 0.

In a similar way (using now ‖θn(s)‖1 ≤ ε and, respectively, ‖un(s)‖3 ≤ ε or
√
s‖un(s)‖∞ ≤

ε), we can prove that

(3.12)

lim
t→+∞

∥∥∥∥∫ tA

0
(4t−s)F (4t−s)∗(unθn)(s) ds

∥∥∥∥
3

= lim
t→+∞

√
4t

∥∥∥∥∫ tA

0
(4t−s)F (4t−s)∗(unθn)(s) ds

∥∥∥∥
∞

= 0.

Furthermore,∥∥∥∥∫ tA

0
F̃ (4t− s) ∗ (unθn)(s) ds

∥∥∥∥
1

≤
∫ tA

0
‖F̃ (4t− s)‖1‖un(s)‖∞‖θn(s)‖1 ds

≤ Cε2t
3/4
A

∫ 4t

0
(4t− s)−1/2s−3/4 ds ≤ Cε2t

3/4
A t−1/4

Hence,

(3.13) lim
t→+∞

∥∥∥∥∫ tA

0
F̃ (4t− s) ∗ (unθn)(s) ds

∥∥∥∥
1

= 0.

Applying Proposition 3.1 with p = 3, r = 3/2 and r̃ = 1, we get from (3.5a)–(3.5b) and

our inductive assumption

∥∥∥∥∫ 4t

tA

F (4t− s) ∗ (un ⊗ un)(s)

∥∥∥∥
L3(Bc

A
√
4t

)

≤ C
∫ 4t

tA

[
A−2t−1‖un(s)‖3‖un(s)‖3 + (4t− s)−1/2‖un(s)‖L3(Bc

A
2

√
4t

)‖un(s)‖∞
]

ds

≤ CA−2

∫ 4t

0

[
t−1ε2 + κnε(4t− s)−1/2s−1/2

]
ds

≤ CA−2ε(ε+ κn).

(3.14)

In the same way, applying now Proposition 3.1 with p = 3, r = 3 and r̃ = 3,

∥∥∥∥∫ 4t

tA

(4t− s)F (4t− s) ∗ (unθn)(s)

∥∥∥∥
L3(Bc

A
√
4t

)

≤ C
∫ 4t

tA

[
A−2t−3/2(4t− s)‖un(s)‖3‖θn(s)‖3/2 + (4t− s)−1/2‖un(s)‖L3(Bc

A
2

√
4t

)‖θn(s)‖3/2 ds

≤ CA−2

∫ 4t

1

[
t−3/2(4t− s)s−1/2ε2 + κnε(4t− s)−1/2s−1/2

]
ds

≤ CA−2ε(ε+ κn).

(3.15)
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Summarizing, recalling the relation between un+1 and (un, θn), we proved so far that

A2 lim sup
t→+∞

‖un+1(t)‖L3(Bc
A
√

t
) = A2 lim sup

t→+∞
‖un+1(4t)‖L3(Bc

A
√
4t

)

≤ C0

(
‖u0‖3 + ‖θ0‖1

)
+ 2Cε(ε+ κn).

(3.16)

On the other hand, applying once more Proposition 3.1 with p =∞, r = 3 and r̃ = 6/5,

and our inductive assumption, we get from (3.5a)–(3.5b),

√
4t

∥∥∥∥∫ 4t

tA

F (4t− s) ∗ (un ⊗ un)(s)

∥∥∥∥
L∞(Bc

A
√
4t

)

≤ C
√
t

∫ 4t

tA

[
A−3t−3/2‖un(s)‖3‖un(s)‖3 + (4t− s)−3/4‖un(s)‖L∞(Bc

A
2

√
4t

)‖un(s)‖6
]

ds

≤ CA−3
√
t

∫ 4t

1

[
t−3/2s−1/2ε2 + κnε(4t− s)−3/4s−3/4

]
ds

≤ CA−3ε(ε+ κn).

(3.17)

Moreover, applying now Proposition 3.1 with p =∞, r =∞ and r̃ = 6,

√
4t

∥∥∥∥∫ 4t

tA

(4t− s)F (4t− s) ∗ (unθn)(s)

∥∥∥∥
L∞(Bc

A
√
4t

)

≤ C
√
t

∫ 4t

tA

[
A−4t−2(4t− s)‖un(s)‖∞‖θn(s)‖1 + (4t− s)−3/4‖un(s)‖L∞(Bc

A
2

√
4t

)‖θn(s)‖6/5 ds

≤ CA−3
√
t

∫ 4t

1

[
A−1t−2(4t− s)s−1/2ε2 + κnε(4t− s)−3/4s−3/4

]
ds

≤ CA−3ε(ε+ κn).

(3.18)

These estimates imply

A3 lim sup
t→+∞

√
t‖un+1(t)‖L∞(Bc

A
√
t
) = A3 lim sup

t→+∞

√
4t‖un+1(4t)‖L∞(Bc

A
√

4t
)

≤ C0

(
‖u0‖3 + ‖θ0‖1

)
+ 2Cε(ε+ κn).

(3.19)

Moreover, applying Proposition 3.1 with p = 1, r = 1 and r̃ = 1, we get from (3.10a)–

(3.10b) and our inductive assumption

∥∥∥∥∫ 4t

tA

F̃ (4t− s) ∗ (unθn)(s)

∥∥∥∥
L1(Bc

A
√
4t

)

≤ C
∫ 4t

tA

[
A−1t−1/2‖un(s)‖∞‖θn(s)‖1 + (4t− s)−1/2‖θn(s)‖L1(Bc

A
2

√
4t

)‖un(s)‖∞ ds

≤ CA−1

∫ 4t

0

[
t−1/2s−1/2ε2 + κnε(4t− s)−1/2s−1/2

]
ds

≤ CA−1ε(ε+ κn).

(3.20)
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Hence, we get

A lim sup
t→+∞

‖θn+1(t)‖L1(Bc
A
√
t
) = A lim sup

t→+∞
‖θn+1(4t)‖L1(Bc

A
√
4t

)

≤ C0

(
‖u0‖3 + ‖θ0‖1

)
+ 2Cε(ε+ κn).

(3.21)

Combining (3.16)–(3.21), we deduce that (3.7b)–(3.7c) hold true at the step n+ 1 with a

constant

κn+1 ≤ C0

(
‖u0‖3 + ‖θ0‖1

)
+ 2Cε2 + 2Cεκn,

where C > 0 is an absolute constant. Our smallness assumption on the initial data ensures

2Cε < 1, so that one gets κ ≡ supn≥1 κn <∞. We thus deduce from (3.7a)–(3.7c) that

lim sup
t→+∞

‖θ(t)‖L1(Bc
A
√
t
) ≤ κA−1

lim sup
t→+∞

‖u(t)‖L3(Bc
A
√
t
) ≤ κA−2 and

lim sup
t→+∞

√
t‖u(t)‖L∞(Bc

A
√
t
) ≤ κA−3.

(3.22)

�

4. Large time growth of Lp-norm, 1 < p < 3

4.1. Statement of the main result. The goal of this section is to establish lower bound

estimates for ‖u(t)‖p that precisely agree with the corresponding upper bounds obtained

in Theorem 2.1 (see (2.9)). Namely, we establish the following.

Theorem 4.1. Let 1 < p ≤ ∞. Let (u, θ) be the solution constructed in Theorem 2.1.

We put the additional conditions on the data
∫
|x|q min{1, |θ0(x)|q} dx < ∞ for some

1 ≤ q < 3/2 such that q ≤ p. When 1 < p < 3, we also assume u0 ∈ Lp(R3). Then there

exist two constants c1, c2 > 0 and t0 > 0 such that for all t ≥ t0,

(4.1) c1

∣∣∫ θ0

∣∣ t− 1
2

(1−3/p) ≤ ‖u(t)‖p ≤ c2 t
− 1

2
(1−3/p).

In particular, for 3 < p ≤ ∞, ‖u(t)‖p → 0. If otherwise 1 < p < 3 and
∫
θ0 6= 0, then

‖u(t)‖p → +∞.

The subtle point in establishing the lower bounds is that all the terms contributing to

u(t), i.e., the three terms on the right hand side of the equality,

(4.2) u(t) = et∆[u0 + tPθ0e3]−B1(u, u)−B2(u, θ),

individually have the same behavior ' t−
1
2

(1−3/p) as t → +∞ in the Lp-norm. The

strategy will consist in proving that these three terms cannot compensate each other. To

achieve this, we will compute their Lp-norm in regions {x : |x| ≥ A
√
t}, finding a behavior

of the form Cj(A) t−
1
2

(1−3/p) as t → +∞ for each of them (j = 1, 2, 3). But for large

enough A, the constant C1(A) corresponding to the first term et∆[u0 + tPθ0e3] turns out

to be much larger than the corresponding constants C2(A) and C3(A) of B1(u, u) and

B2(u, θ) respectively. This implies that u(t) can be bounded from below in the Lp-norm

on {x : |x| ≥ A
√
t}, and so in the Lp(Rn) norm as announced by (4.1).

The result of Theorem 4.1 is in agreement with that of [2], where estimates of the

form (4.1) were obtained under much more stringent conditions on the data (including
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pointwise decay assumptions on u0, θ0 and somewhat artificial smallness smallness condi-

tions on θ0 and u0, etc.).

The condition ∫
|x|q min{1, |θ0(x)|q} dx <∞

in Theorem 4.1 could be seen as a weaker integral version of the pointwise estimates in [2]

on data. We do not know if we can remove it.

4.2. Lp-analysis of the bilinear terms in Bc
A
√
t
.

Lemma 4.2. Let 1 < p ≤ ∞. Let (u, θ) be the solution constructed in Proposition 3.3

and the second part of Theorem 2.1, under the usual smallness assumptions on ‖u0‖3 and

‖θ0‖1. If 1 < p < 3, we require the additional condition u0 ∈ Lp(Rn). There is A0 ≥ 1

and C > 0 such that, for all A ≥ A0,

(4.3) lim sup
t→+∞

t
1
2

(1− 3
p

)
(
‖B1(u, u)(t)‖Lp(Bc

A
√
t
) + ‖B2(u, θ)(t)‖Lp(Bc

A
√
t
)

)
≤ CA−4+3/p.

Proof. Let tA ≥ 1 such that

(4.4) ‖u(t)‖L3(Bc
A
√

t
) ≤ 2κA−2 and

√
t‖u(t)‖L∞(Bc

A
√
t
) ≤ 2κA−3, for all t ≥ tA.

By interpolation, we have for all t ≥ tA,

∀r ≥ 3, ‖u(t)‖Lr(Bc
A
√
t
) ≤ 2κA−3+ 3

r .

We have, by the application of Proposition 3.1, as t → +∞ (we assume 3 ≤ p < ∞ in

the calculations below; if p =∞ the result remains true with slight changes in the choice

of the exponents in Proposition 3.1):

(4t)
1
2

(1− 3
p

)‖B1(u, u)(4t)‖Lp(Bc
A
√
4t

)

≤ Ct
1
2

(1− 3
p

)
∫ 4t

tA

A
−4+ 3

p t
−2+ 3

2p ‖u(s)‖p‖u(s)‖p′ + (4t− s)−
1
2 ‖u(s)‖Lp(Bc

A
2

√
4t

)‖u(s)‖L∞(Bc
A
2

√
4t

) ds+ o(1)

≤ Ct
1
2

(1− 3
p

)
∫ 4t

0
A−4+3/pt−2+3/(2p)s1/2 + (4t− s)−1/2A−6+3/ps−1+3/(2p) ds+ o(1)

≤ CA−4+3/p + o(1).

(4.5)

The same holds for 1 < p < 3,

(4t)
1
2

(1− 3
p

)‖B1(u, u)(4t)‖Lp(Bc
A
√
4t

)

≤ Ct
1
2

(1− 3
p

)
∫ 4t

tA

A
−4+ 3

p t
−2+ 3

2p ‖u(s)‖p‖u(s)‖p′ + (4t− s)−
1
2 ‖u(s)‖p‖u(s)‖L∞(Bc

A
2

√
4t

) ds+ o(1)

≤ Ct
1
2

(1− 3
p

)
∫ 4t

0
A−4+3/pt−2+3/(2p)s1/2 + (4t− s)−1/2A−3s−1+3/(2p) ds+ o(1)

≤ CA−4+3/p + o(1).

(4.6)

Here, and below, the o(1) arise from the contribution of the integral
∫ tA

0 .
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Similarly, as t→ +∞,

(4t)
1
2

(1− 3
p

)‖B2(u, θ)(4t)‖Lp(Bc
A
√

4t
)

≤ Ct
1
2

(1− 3
p

)
∫ 4t

tA

[
A
−4+ 3

p t
−2+ 3

2p (4t− s)‖u(s)‖∞‖θ(s)‖1

+ (4t− s)−1+ 3
2p ‖u(s)‖L∞(Bc

A
2

√
4t

)‖θ(s)‖L1(Bc
A
2

√
4t

)

]
ds+ o(1)

≤ Ct
1
2

(1− 3
p

)
∫ 4t

0
A−4+3/pt−2+3/(2p)(4t− s)s−1/2 + (4t− s)−1+ 3

2pA−4s−1/2 ds+ o(1)

≤ CA−4+3/p + o(1).

(4.7)

Summing the two last estimates and taking the lim supt→+∞ leads to (4.3).

�

4.3. Lp-analysis of the linear term in Bc
A
√
t
.

Proposition 4.3. Let f ∈ L1(Rn). Then the function V (x) = −x
∫ 1

0 f
(
x
λ

)
dλ
λn+1 belongs to

L1
loc(Rn) and the following identity holds in the distributional sense:

(4.8) f =
(∫

f
)
δ + divV,

where δ denotes the Dirac mass at zero.

Remark 4.4. Proposition 4.3 should be compared with a result of J. Duoandikoetxea and

E. Zuazua [3], where such decomposition of f was established assuming f ∈ L1(Rn) and

|x|f ∈ Lq(Rn) for some 1 ≤ q < n/(n− 1). In this case, the authors observed the validity

of the estimate

(4.9) ‖V ‖q ≤ C‖ |x|f‖q, 1 ≤ q < n/(n− 1),

where C is a constant depending only on q and n.

Estimate (4.9) readily follows applying Minkowski integral inequality to the Lq-norm

in the definition of V . The restriction 1 ≤ q < n/(n− 1) is needed for the convergence of

the Lq-Bochner integral.

Proof. The fact that V ∈ L1
loc(Rn) follows from an elementary calculation: for R ≥ 0,∫

|x|≤R
|V (x)|dx ≤

∫ 1

0

∫
|x|≤R/λ

|x| |f(x)| dx dλ

=

∫
|x|≤R

∫ 1

0
|x| |f(x)|dλ dx+

∫
|x|≥R

∫ R/|x|

0
|x| |f(x)|dλ dx

≤ R
∫
|f(x)|dx.
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Moreover, for any test function ϕ ∈ D(Rn),

〈f −
(∫

f
)
δ, ϕ〉 =

∫
f(x)[ϕ(x)− ϕ(0)] dx =

∫
f(x)

∫ 1

0
x · ∇ϕ(λx) dλ dx

=

∫∫ 1

0
f(x/λ)

dλ

λn+1
x · ∇ϕ(x) dx = 〈divV, ϕ〉.

�

The decomposition (4.8) can be applied to θ0, and allows to obtain the following:

Lemma 4.5. If θ0 ∈ L1(R3), if V is associated to θ0 as in Proposition 4.3 and K(·, t)
and F (·, t) denote respectively the kernels of et∆P and et∆Pdiv, then for all t > 0 the

convolution integral F (·, t) ∗ V (x) =
∫
F (x − y, t)V (y) dy is well defined for a.e. x ∈ Rn

and defines a locally integrable function. Moreover, for j = 1, 2, 3,

(4.10)
[
et∆Pθ0e3

]
j

=
(∫

θ0

)
Kj,3(·, t) +

3∑
h=1

Fj,h,3(·, t) ∗ Vh.

Proof. To establish that the convolution integral F (·, t) ∗ V (x) defines a locally integrable

function for all t > 0, by (2.15) and (2.17) it is sufficient to prove that, for all R > 0, the

integral
∫
|x|≤R

∫
(1 + |x− y|)−4|V (y)| dy converges. Indeed,∫

|x|≤R

∫
(1 + |x− y|)−4|V (y)| dy dx

≤ C
∫
|x|≤R

∫∫ 1

0
(1 + |x− λy|)−4|y| |θ0(y)| dλ dy dx

≤ CR3

∫ 1

0

∫
|y|≤2R/λ

|y| |θ0(y)|dy dλ+ CR3

∫ 1

0

∫
|y|≥2R/λ

λ−4|y|−3 |θ0(y)|dy dλ

≤ CR3

∫ (∫ 2R/|y|

0
dλ

)
|y| |θ0(y)| dy + CR3

∫
|y|≥2R

(∫
λ≥2R/|y|

λ−4 dλ

)
|y|−3 |θ0(y)|dy

≤ CR4

∫
|θ0(y)| dy + C

∫
|y|≥2R

|θ0(y)|dy <∞

Owing to decomposition (4.8), [K(·, t) ∗ θ0e3]j = (
∫
θ0)(Kj,3(·, t)) ∗ δ + div[Kj,3(·, t)) ∗ V ].

The conclusion of the lemma follows. �

Lemma 4.6. Let 1 ≤ p ≤ ∞. Assume that θ0 ∈ L1(Rn) and
∫
|x|q |θ0(x)|q dx < ∞ for

some 1 ≤ q < 3/2, with q ≤ p. Let V be related to θ0 as before. Then, for all A > 0 and

all t > 0, we have

(4.11) lim
t→∞

t
3
2

(1−1/p)‖F (·, t) ∗ V ‖p = 0, 1 ≤ p ≤ ∞.

Proof. Recalling the estimate
∫
|V |q ≤

∫
|x|q|θ0|q, valid for 1 ≤ q < 3/2 (see (4.9)), one

just needs to apply Young convolution inequality to deduce that, for 1 + 1
p = 1

r + 1
q ,

‖F (·, t) ∗ V ‖p ≤ C‖F (t)‖r ≤ Ct−2+ 3
2

(1+ 1
p
− 1

q
)
.

As 1 ≤ q < 3/2, this implies the assertion of the Lemma. �
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Lemma 4.7. Let 1 < p ≤ ∞, The kernel K(·, t) of the operator et∆P. There exist two

positive constants c, A0 > 0 such that for all A ≥ A0,

t
3
2

(1−1/p)‖K(t)‖Lp(Bc
A
√
t
) ≥ cA−3+3/p.(4.12)

Proof. We know from [1] that the kernel K(·, t) can be decomposed as K(x, t) = K(x) +

|x|−3Ψ(x/
√
t), where the components of K(x) are homogeneous function of degree −3

(given by second-order derivatives of the fundamental solution of the Laplacian in R3),

and limx→∞Ψ(x) = 0 (in fact Ψ decays to zero exponentially fast).

‖K(t)‖Lp(Bc
A
√
t
) =

(∫
Bc

A
√
t

∣∣∣K(x) + |x|−3Ψ(x/
√
t)
∣∣∣p dx

)1/p

≥ t−
3
2

(1−1/p)A−3+3/p

∣∣∣∣(∫
|x|≥1

|K(x)|p dx

)1/p

−
(∫
|x|≥1

∣∣∣|x|−3Ψ(Ax)
∣∣∣p dx

)1/p∣∣∣∣
≥ c′t−

3
2

(1−1/p)A−3+3/p

where c′ > 0 if A is large enough, because of the decay of Ψ. �

Lemma 4.8. Let 1 < p ≤ ∞ and u0 ∈ L3(R3). Assume also u0 ∈ Lp(R3) if 1 < p < 3.

Then

lim
t→+∞

t
1
2

(1−3/p)‖et∆u0‖p = 0.

Proof. If 1 < p < 3, the conclusion just follows from the inequality ‖et∆u0‖p ≤ ‖u0‖p.
If 3 ≤ p ≤ ∞, this is well known: one approaches in the L3-norm, u0 by a sequence of

functions in L1 ∩L3, with L3 norm not exceeding ‖u0‖3 and next applies the usual L3-Lp

and L1-Lp heat estimates. In fact, let ψ ∈ L1 ∩ Lp such that ‖ψ − u0‖p ≤ ε. Hence,

t
1
2
− 3

2p ‖et∆u0‖p ≤ t
1
2
− 3

2p ε+ t−1‖ψ‖L1 ,

which proves the claimed result. �

Proof of Theorem 4.1. By our assumptions, the data satisfy the additional conditions∫
|x|q min{1, |θ0(x)|q}dx < ∞ for some 1 ≤ q < 3/2 such that q ≤ p. Moreover, when

1 < p < 3, u0 ∈ Lp(R3). The solution (u, θ), is such that supt>0 ‖θ(t)‖1 < ∞ and

‖θ(t)‖∞ → 0. In particular, after some time tq > 0, ‖θ(t)‖q ≤ 1 for all t ≥ tq. By a

time-translation argument we can consider (u(tq), θ(tq)) as our new initial datum. No-

tice that
∫
θ0 =

∫
θ(tq) because the spatial mean of the temperature is preserved by the

Boussinesq flow. So, without loss of generality, we can work under the seemingly stronger

condition
∫
|x|q|θ0|q(x) dx < ∞. This observation will be useful later on, when we will

apply Lemma 4.6, where such stronger condition was needed.

Let us apply Lemma 4.5 and write the velocity field as

u(t) = et∆[u0 + tPθ0e3]−B1(u, u)−B2(u, θ)

=

(∫
θ0

)
tK(t) + t F (t) ∗ V + et∆u0 − [B1(u, u) +B2(u, θ)],

(4.13)
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where the notations here are the same as before. Fix A > 0 large enough. Multiplying by

t
1
2

(1−3/p), taking the Lp(Bc
A
√
t
)-norm and applying the triangle inequality, leads to

t
1
2

(1−3/p)‖u(t)‖Lp(Bc
A
√
t
)

≥ t
1
2

(1−3/p)

[ ∣∣∫ θ0

∣∣ t ‖K(t)‖Lp(Bc
A
√
t
) − ‖B1(u, u)(t) +B2(u, θ)(t)‖Lp(Bc

A
√

t
) + o(1)

]
≥ c
∣∣∫ θ0

∣∣A−3+3/p − CA−4+3/p + o(1)

≥ c
2

∣∣∫ θ0

∣∣A−3+3/p + o(1).

Here the o(1)-term (as t → +∞) includes the contributions of two terms F (t) ∗ V and

et∆u0, that can indeed be neglected accordingly to Lemma 4.6 and Lemma 4.8. Here we

applied also Lemma 4.2 and Lemma 4.7. From the above inequalities we deduce that, for

t > 0 large enough,

t
1
2

(1−3/p)‖u(t)‖Lp ≥ c

4

∣∣∫ θ0

∣∣A−3+3/p.

The assertion of the theorem is now proved. �

Remark 4.9. The result of the present paper seems to be quite specific of the fact that we

set the problem in the whole space. In bounded domains exponential decays are expected

due to Poincaré’s inequality. More interesting is the case of other unbounded domains:

in the half-space case with Dirichlet boundary conditions the energy does not grow large

anymore, but it decays to zero. See [8]. So the long time behavior of Boussinesq flows in

the half-space and in the whole space are completely different. From the physical point of

view, this different behavior seems to be related to the energy dissipation that occurs in

the boundary layer. Indeed, experimental analyses of energy spectra of viscous flows are

available and put in evidence that walls selectively damp out the higher frequencies: the

low-frequency content increases and the high-frequency content decreases as the boundary

layer is traversed from the freestream to the wall. See, e.g., [9]. In the case of the exterior

domain problem, the long time behavior of the energy is addressed in [7]: therein, the

decay of the energy is obtained under additional (non-generic) conditions on the temper-

ature; in the absence of such conditions energy growth is expected, because there is not

enough boundary to maintain the dissipation mechanisms, but this has not been rigorously

established yet.

5. Acknowledgements

The authors would like to thank the referees for their careful reading and useful sug-

gestions, that have been incorporated in this revised version of the manuscript.

References

[1] L. Brandolese, Fine properties of self-similar solutions of the Navier–Stokes equations, Arch. Rational

Mech. Anal. 92 (2009), 375–401.

[2] L. Brandolese and M.E. Schonbek, Large time decay and growth for a viscous Boussinesq system,

Trans. Amer. Math. Soc. (2012).

[3] J. Duoandikoetxea and E. Zuazua, Moments, masses de Dirac et décompositions de fonctions, C.R.
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