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Abstract
In this paper we explain how we created a labelled corpus in English for a Named Entity Recognition (NER) task from multi-source
and multi-domain data, for an industrial partner. We explain the specificities of this corpus with examples and describe some baseline
experiments. We present some results of domain adaptation on this corpus using a labelled Twitter corpus (Ritter et al., 2011). We tested
a semi-supervised method from (Garcia-Fernandez et al., 2014) combined with a supervised domain adaptation approach proposed in
(Raymond and Fayolle, 2010) for machine learning experiments with CRFs (Conditional Random Fields). We use the same technique
to improve the NER results on the Twitter corpus (Ritter et al., 2011). Our contributions thus consist in an industrial corpus creation and
NER performance improvements.
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1. Introduction
Social media (forums, Facebook, Twitter, etc) are now be-
coming the major use of Internet. Within these platforms,
more and more topics are being discussed everyday. The
automatic analysis of these massive data is a challenge, as
the texts produced in these contexts differ from previously
available texts. Some works have already been dedicated to
traditional Natural Language Processing (NLP) tasks such
as part-of-speech tagging (Gimpel et al., 2011), and even
complete parsing (Foster et al., 2011) to social media data
like texts from Twitter. We focus here on the task of Named
Entity Recognition (NER) with both long text and short text
(like tweets). NER is a traditional NLP task (see for ex-
ample the CoNLL shared task 2003 (Tjong Kim Sang and
De Meulder, 2003), with texts from Reuters) which has also
already been addressed for tweets (Ritter et al., 2011).
In this paper, we first describe, in Section 2, a special multi-
domain and multi-source NER task in English from raw
data (most of them from social media) for an industrial
partner. In Section 3, we explain how we created an an-
notated reference corpus from four different domains and
two different sources (mostly forums and Twitter) to evalu-
ate the NER task. The Section 4 contains the description of
our baseline, a Conditional Random Fields (CRFs) model
trained with a Twitter corpus. We then conducted some do-
main adaptation experiments, whose results are provided
in Section 5. In these experiments, we used an iterative
training method with unlabelled data from one domain. We
finally suggest ways to further improve our results, espe-
cially the recall value.

2. Task
This work aims at helping Synthesio1 to better analyse its
data automatically. Synthesio is a social listening plat-

1www.synthesio.com

form, providing scalable monitoring and analytic solutions
to hundreds of brands and agencies around the world. Its
clients use this service to cut through social noise, find the
conversations that matter, measure their online reputation,
manage their consumer relationships and boost the Return
On Investment (ROI) of their social activities.
From the mass of data from social media, including Twitter,
forums and Facebook, Synthesio should first find those dis-
cussing about one of their customers (a client company or a
brand, for example), and then try to analyse the distribution
of opinions presented in these data.
The first step toward this processing is a Named En-
tity Recognition (NER) task, which aims to find the
brand/company/person/product a text talks about. Some
brands like “Boss” (clothes), “President” (cheese) are also
common nouns, so the task is not easy and often includes
disambiguition.
For the needs of Synthesio, we have defined 9 types of en-
tities, shown in Table 1.

Company Company name
Person Person name

Geo-loc Location, country or city name
Facility Organization name
Product Product name

Media Journal, music artist
Sportsteam Sports team name

Job-title Job names like director, PDG
Other Holidays, events, etc

Table 1: Synthesio Named Entity Definition.

A single token (or a sequence of tokens) can in general be-
long to different classes. For example,
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My McDonald’s was still hot when it was served and it
tasted delicious.

and another text :

The room was too hot when we ate at McDonald’s yes-
terday.

Although both texts talk about “McDonald’s”, the first one
is about a food product, and the second one about a place.
Furthermore, one has positive opinion while the other has a
negative one, still using very similar words. The context is
important to distinguish these cases.

3. Corpus
For each client, Synthesio collects as many texts as possible
from official web sites, discussion forums, Facebook pages
and Twitter posts through the Internet. These texts are raw
data: some of them appear in double (because of retweets),
some are not analysable (tweets with only hashtags #), etc.
There is no annotated data available for this NER task.
Moreover, Synthesio’s clients vary from cosmetic and chil-
dren’s toys to automobile and fastfoods. Each domain has
its own vocabulary and specific expressions. That makes
this NER task difficult.
In order to evaluate an automatic system for this NER task
with data from Synthesio, we first need a reference corpus.
So we chose five different clients from four domains where
Synthesio has the most clients: Deezer (music), Dunkin
Donuts (food and coffee), Mattel (toy), Land Rover and
Nissan (automobile). For each of these five clients, we dis-
tinguished resources from journals and forums (long text
data) and from Twitter, instagram, etc. (short text data), and
we extracted 50 texts from each resource for each client by
a simple request to Synthesio search engine. This extrac-
tion is random, but somehow certain texts are really similar
or have exactly the same content, but with different internal
ids. In the case of Twitter, retweets have exactly the same
contents (“RT : A” where A is the repeated text).
Synthesio keeps these multicopies in its database for trac-
ing tweets history, but these double texts are not useful to
create a reference corpus. So we use a score to measure the
similarity of every pair of candidate texts (i, j) to be added
to the reference corpus. Both texts are kept when:

Vi ∩ Vj

Vi ∪ Vj
< 0.6 (1)

where Vi and Vj are the vocabularies of i and j, respec-
tively. The formula is a Dice similarity applied to a “bag of
words” representation of i and j. If it is not true, both texts
are considered as too similar and only one of them is kept
in the reference corpus. Table 2 shows some statistics about
this Synthesio reference corpus after this filter is applied.
These Synthesio raw data are partly made of texts from
Twitter (short text data). The other part (long text data)
from Facebook contains longer texts which are also mostly
not written in grammatically well-formed English. The
Named Entity types we try to extract are similar to those
of the Ritter NER corpus (Ritter et al., 2011) from Twit-
ter. That’s why we chose the Ritter NER corpus as starting
point to pre-label our reference corpus with named enti-
ties. The Ritter NER corpus contains 2394 sequences, that

long text Deezer Dunkin Land Mattel Nissan
sequences 146 208 183 174 123

tokens 2314 3116 3836 2958 2166
short text Deezer Dunkin Land Mattel Nissan

sequences 52 50 59 57 74
tokens 854 827 1048 1123 1127

Table 2: Synthesio Reference Corpus.

is 46469 tokens. First, we modified the Ritter corpus entity
set by adding the “job-title” entity and merging “tv show”,
“movie” and “music artist” into the entity “media”. The
number of occurrences of each named entity in the 2 result-
ing corpora is shown in Table 3.

Ritter Synthesio
Sequences 2194 1126

Tokens 48k 19k
Company 186 496

Product 102 484
Media 126 41

Job-title 87 18
Geo-loc 291 66
Person 472 83

Facility 107 11
Sportsteam 55 6

Other 246 13
total 1672 1812

Table 3: Modified Ritter Named Entity Corpus and Synthe-
sio reference corpus.

From the table 3 we can see that the entity distribution is
very different in the 2 corpora. The size of Ritter Corpus
is twice larger than Synthesio reference corpus. As we can
see the number of Company and Product entities in the
Synthesio corpus is almost four times more than in the Rit-
ter Corpus. On the other hand, the number of Person,
Geo-loc and job-title entities in the Synthesio cor-
pus is only about one fifth of the same entities in the Ritter
Corpus.
We have trained a CRF model using this corpus, using a
simple unigram version of (Lavergne et al., 2010) CRFs
template. We used this CRF model to label our reference
corpus. Afterwards, an annotator manually corrected the
annotations. Entities with # or @ were not annotated in the
Ritter corpus. But Synthesio required this annotation when
the corresponding entity was relevant.
Although we spent a lot of time and efforts on this reference
corpus, it is still not large enough to train an effective model
for one domain. For this reason we decided to apply domain
adaptation approaches. These allow to exploit unlabelled
data from a given target domain, and can be much more
abundant then labelled data.

4. Related Work
Domain adaptation has been discussed for many machine
learning techniques in many NLP tasks: pos-tagging and
chunking in (Xiao and Guo, 2015), named entity recogni-
tion in (Guo et al., 2009) and (Yu and Jiang, 2015), opinion
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mining in (Garcia-Fernandez et al., 2014) and (Blitzer et
al., 2007), relation extraction in (Nguyen et al., 2015) and
spam detection in (Yu and Jiang, 2015).
The underlying ideas are similar. Like for machine learn-
ing, there are three general approaches: supervised, unsu-
pervised and semi-supervised.
In supervised domain adaptation, (Daumé et al., 2010) aug-
ment the number of features of their data representation to
distinguish regularities of source and target corpora. They
multiply every single feature by 3: source domain features,
target domain features and general features from source and
target corpora. Similarly, (Raymond and Fayolle, 2010) try
to use few features from the source corpus and to complete
with more features from the target one in order to make
the latter to dominate on source domain features. (Jiang
and Zhai, 2007) follow the same idea but uses distributional
representations. (Arnold et al., 2008) propose a hierarchical
structure. (Blitzer et al., 2006) and (Xiao and Guo, 2015)
use a distribution representation for tokens. These methods
aim to use different weights for features from source and
target corpora.
In unsupervised domain adaptation, (Freitag, 2004) use
clustering to group words into sets. (Yu and Jiang, 2015)
develop a similar approach with unlabelled data to add them
into the training set.
As for semi-supervised domain adaptation, (Nguyen et al.,
2015) use lexical semantic representations to enrich the
training data. (Garcia-Fernandez et al., 2014) try an iter-
ative training procedure to add predictions concerning un-
labelled data into a labelled training set.

5. Methods and Results
5.1. Baseline
As mentioned before, we automatically annotated the Syn-
thesio reference corpus with a CRF model trained on the
Ritter corpus and corrected the annotation manually. We
found out that the Synthesio data are very different from
the Ritter corpus. The Table 4 shows the baseline evalu-
ation in terms of F1 mesure micro-average of the model
trained on the Ritter corpus and tested on the 5 domains of
the Synthesio data.

Long text Deezer Dunkin Land Mattel Nissan
Precision 0.56 0.09 0.31 0.18 0.02

Recall 0.14 0.06 0.05 0.07 0.01
F1-measure 0.22 0.07 0.08 0.08 0.01
Short text Deezer Dunkin Land Mattel Nissan

Precision 0.74 0.39 0.56 0.19 0.06
Recall 0.09 0.08 0.05 0.02 0.02

F1-measure 0.16 0.13 0.09 0.03 0.03

Table 4: Baseline evaluated with reference corpus from dif-
ferent sources.

We can see that the model trained on the Ritter corpus
doesn’t perform well on Synthesio data, compared to cross
validation results on the Ritter corpus in (Ritter et al.,
2011). This clearly shows that these data come from a dif-
ferent domain.
Meanwhile, all Synthesio data are also different because
they are from different domains (food and coffee, automo-

bile, etc). Moreover none of the annotated part of these
corpora is big enough to build an effective model.
In contrast, Synthesio has large amount of unlabelled texts
in its database. We thus tried to exploit these unlabelled
data to improve the NER task results, using the model
trained on the Ritter corpus, via domain adaptation.

5.2. Iterative training
We first extracted all texts in the Deezer domain pub-
lished during one day (2015 October 5th) in forums, blogs
etc., what we call long texts (in contrast to texts coming
from tweets, which are shorter). We then filtered repeated
text sequences and similar text sequences using equation1.
So we obtained an unlabelled long text Deezer data with
1M sequences, that is more than 41M tokens. These data
are quite noisy, with some sequences really different from
well-formed English texts.
Our iterative training procedure follows (Garcia-Fernandez
et al., 2014). The idea is to annotate unlabelled data with
an initial model (here the CRF model trained on the Rit-
ter corpus). We then pick up all annotated sequences for
which the model has a confidence score higher than a given
threshold. We add these sequences into the initial data to
train a new model. In this step, we keep the same features
for the Ritter corpus and the predicted Synthesio data. This
process repeats until no more sequence passes the thresh-
old. This procedure was originally applied to sentiment
classification. In the NER task, where most of the labels
are “O” (“Outside” an entity in a BIO annotation), most
sequences which pass a high threshold (for example 0.9)
were predicted with only “O” labels. In order to add only
meaningful sequences to the training data, we add only se-
quences which pass the threshold and contain at least one
named entity.
We chose first a high threshold of 0.8 and there were 1608
sequences with more than one entity. Then for each Syn-
thesio domain, kept as test domain out of five domains, we
trained a mixed model with the Ritter corpus, plus these
1608 predicted sequences and the other eight corpora in the
other domains (4 of short texts and 4 of long texts). We can
evaluate thus on all Synthesio reference corpora.

long text Deezer Dunkin Land Mattel Nissan
Precision 0.68 0.5 0.23 0.55 0.58

Recall 0.13 0.24 0.08 0.28 0.09
F1-measure 0.22 0.32 0.12 0.37 0.16

short text Deezer Dunkin Land Mattel Nissan
Precision 0.5 0.6 0.05 0.49 0.3

Recall 0.08 0.23 0.06 0.19 0.09
F1-measure 0.14 0.33 0.05 0.27 0.14

Table 5: Evaluation of a mixed model trained with the Rit-
ter corpus and predicted sequences with a confidence score
more higher than 0.8.

The table 5 shows the results of this procedure with only a
first iteration. As we can see the model performs far better
than the baseline 4 for Dunkin Donuts, Mattel and Nissan,
but not for Deezer. Among the 1608 sequences annotated,
even the word “Deezer” was not labelled as an entity. Since
we have much more selected data than the original corpus
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Ritter, we also tried to filter annotated text sequences with a
threshold of 0.9. The table 6 shows the number of selected
sequences for each domain after first prediction.

Domain name Accepted Entities
long Nissan 9 9
short Nissan 6 6
long Mattel 1010 1056
short Mattel 19 24

long LandRover 2846 3057
short LandRover 47 48

long DunkinDonuts 22550 24156
short DunkinDonuts 102008 103176

long Deezer 1054 1105
short Deezer 32469 33166

Table 6: Number of selected sequences in each domain

From these selected sequences, we can remarque some ex-
amples:

Argyle fan in North Yorkshire.

Here our model annotated the ”Geo-loc” entity ”North
Yorkshire” even when this phrase is absent in our training
data, which means that model reaches a certain generalisa-
tion capability.

but people are saying that she’s a witch doctor.

Here is an example of boundary error. This ”job-title”
entity should be the whole phrase ”witch doctor” but our
model extracted only ”doctor”.

Nissan Note Nismo Coming This Fall in Japan.

In this example, neither company ”Nissan” nor product
”Note Nismo” is extracted as entity, but ”Japan” is anno-
tated correctly as ”Geo-loc” entity.
As shown in table 6, the unsupervised Synthesio data is not
homogene. Some domains have more selected data than
others. We leave as future work using these selected data
(perhaps with a higher confidence probability) to create a
more suitable training dataset, and maybe to use an entity
list as CRF feature to improve the recall.

5.3. Iterative training with reduced features
Since Synthesio data are different from those of the Ritter
corpus, we consider them like two different domains. Fol-
lowing annotation adaptation approach in (Raymond and
Fayolle, 2010), we consider the Synthesio data as the tar-
get domain, the Ritter corpus as the source domain. We
thus use the complete set of features for Synthesio data and
only token values and pos tags (from Synthesio pos-tagger
which tags 17 grammatical categories) for the Ritter Cor-
pus. This affects the importance given by the CRF model
to features extracted from the two corpora, giving more
weight to those extracted from the target domain. Here,
the best model is the one which takes into account only a
window of size 3 (that is tokens in positions -1, 0 and 1).
The table 7 shows our results for the long-text and short-text
Deezer corpora with a model trained with Ritter plus the
Synthesio corpus with the full set of features (baseline tem-
plates). Here the Synthesio corpus contains the 8 reference

corpora provided by Synthesio and the 1608 sequences ob-
tained in the previous experiment.

Model Corpus Precision Recall F1

full features long text 0.83 0.08 0.15
short text 0.42 0.03 0.06

token1+pos5 long text 0.63 0.06 0.11
short text 0.52 0.03 0.06

token3+pos3 long text 0.67 0.06 0.11
short text 0.41 0.04 0.07

Table 7: Evaluation of model with Ritter on reduced fea-
tures with Deezer.

We can see that compared to the “full features” model, the
model with reduced features gives a slightly better result on
Twitter data (short-text corpus).

6. Conclusion and future work
In this paper, we explained the multi-domain and multi-
source NER task for Synthesio. We created a reference cor-
pus from two sorts of sources and four domains. Since the
CRF model trained on the Twitter text (Ritter corpus) per-
forms poorly on this reference corpus, we showed a way to
use large unlabelled data to improve NER results. This is
done by iteratively incrementing the training data with au-
tomatically annotated sequences having a prediction confi-
dence higher than a given threshold. We also tried to com-
bine this domain adaptation technique with different fea-
tures selections from the source data and target domain.
As future work, we’ll try to improve the recall using some
entity list as features in our CRFs models, and use Synthe-
sio Twitter data to improve the Ritter NER results.
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