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MEAN-FIELD DYNAMICS FOR GINZBURG-LANDAU VORTICES
WITH PINNING AND FORCING

MITIA DUERINCKX AND SYLVIA SERFATY

ABSTRACT. We consider the time-dependent 2D Ginzburg-Landau equation in the whole
plane with terms modeling impurities and applied currents. The Ginzburg-Landau vor-
tices are then subjected to three forces: their mutual repulsive Coulomb-like interaction,
the applied current pushing them in a fixed direction, and the pinning force attracting
them towards the impurities. The competition between the three is expected to lead to
complicated glassy effects. We rigorously study the limit in which the number of vortices
N, blows up as the inverse Ginzburg-Landau parameter £ goes to 0, and we derive via a
modulated energy method fluid-like mean-field evolution equations. These results hold
for parabolic, conservative, and mixed-flow dynamics in appropriate regimes of N, 1 oco.
Finally, we briefly discuss some natural homogenization questions raised by this study.
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1. INTRODUCTION

1.1. General overview. Superconductors are materials that lose their resistivity at suf-
ficiently low temperature (or low pressure), which allows them to carry electric currents
without energy dissipation. Another important property of these materials is the so-called
Meissner effect: (moderate) external magnetic fields are completely expelled from the
sample. If the external field is much too strong, the superconducting material returns to a
normal state. In the case of a type-II superconductor, an intermediate regime is possible
between two critical values of the external field: the material is then in a mixed state,
allowing a partial penetration of the external field through “vortex filaments”. This mixed
state has however a major drawback: when an electric current is applied, it flows through
the sample, inducing a Lorentz-like force that sets the vortices in motion, and hence, since
1
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vortices are flux filaments, their movement generates an electric field in the direction of
the electric current, which dissipates energy and destroys the superconductivity property.

While ordinary superconductors need extreme cooling to achieve superconductivity, the
discovery of high-temperature superconductors from the 1980s onwards has given an major
boost to technological applications, as the critical temperature of such materials is now
reached with only liquid nitrogen. These high-temperature superconductors happen to be
in practice strongly of type II and, as such, they show vortices for a very wide range of
values of the applied magnetic field. Most technological applications of superconductors
therefore occur in this mixed state, and it is crucial to design ways to prevent vortices
from moving in order to recover the desired property of dissipation-free current flow. For
that purpose a common attempt consists in introducing normal impurities in the material,
which are meant to destroy superconductivity locally and therefore “pin down” the vortices
to their locations if the applied current is not too strong.

With these applications in mind, there is a strong interest in the physics community in
understanding the precise effect of such impurities (which are typically randomly scattered
around the sample) on the statics and dynamics of vortices. Of particular interest is the
critical applied current needed to depin the vortices from their pinning sites, as well as
the slow motion of vortices — named creep — in the disordered sample when the applied
current has a small intensity and thermal or quantum effects are taken into consideration.
The competition between vortex interactions and disorder actually leads to complicated
glassy effects that are still largely not understood and have attracted much attention in the
theoretical physics community these last decades [13, 49, 48]. The richness of the dynamic
phase diagram in terms of the different tunable parameters is particularly striking [72, 83].
In the sequel, we study the collective dynamics of many vortices in a (2D section of a) type-
IT superconductor with applied current and impurities, and we wish to establish in various
regimes the correct mean-field equations describing the vortex matter. We may view this
work as a first step to identify proper questions towards a mathematical understanding of
the glassy properties of such systems (cf. Section 1.5 for further comments and questions).

The phenomenology of superconductivity is accurately described by the (mesoscopic)
Ginzburg-Landau theory. Restricting ourselves to a 2D section of a superconducting ma-
terial, we rather consider the simpler 2D Ginzburg-Landau model, and vortex filaments
are replaced by “point vortices”. We refer e.g. to [104, 103| for further reference on these
models, and to [90] for a mathematical introduction. The (mesoscopic) impurities in the
material are usually modeled by introducing a pinning weight a : R? — [0, 1], which locally
lowers the energy penalty associated with the vortices [67, 21] (see also [22]): regions with
a = 1 correspond to the pure superconducting material, while regions with @ =~ 0 define
the normal impurities. In the time-dependent 2D Ginzburg-Landau equation (which is a
gradient flow for the corresponding energy), the pinning weight and the applied electric
current appear as follows,

dywe = Awe + L5 (a — lwe|?), in Rt x €,
n - Vwe = iwe|loge|n - Jex, on R* x 09, (1.1)

w€|t=0 — wga

where (2 is a domain of R? and n is the outer unit normal on 052, where w, : Rt x Q — C
is the complex-valued order parameter describing superconductivity, where [loge|Jex :
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0Q — R? is the (critically-scaled) applied electric current, and where ¢ > 0 is the in-
verse Ginzburg-Landau parameter (a characteristic of the material, which is typically very
small for real-life superconductors). More precisely, as first derived by Schmid [93] and by
Gor’kov and Eliashberg [51], the true Ginzburg-Landau model should be further coupled
to electromagnetism, replacing the above equation by a suitable version with magnetic
gauge, and in particular the imposed electric current Jex should rather appear as a bound-
ary condition for the electric and magnetic fields. ' Since the gauge does not introduce any
significant mathematical difficulty, we focus on the above simplified form of the model,
and only briefly comment on the case with gauge in Section 1.4. The order parameter
we has the following meaning: values |w.| = 1 and |w.| = 0 correspond to superconduct-
ing and normal phases, respectively, and the vortices are the zeroes of w. with non-zero
topological degree. Vortices typically have a core of size of order e, hence they become
point-like in the asymptotic limit € | 0. Moreover, a vortex of degree d at a point x carries
a (self-interaction) energy m|d|a(z)|log e|, which varies with its location due to the pinning
weight a, and implies that vortices are indeed attracted to the minima of the weight, that
is, to the normal impurities.

An important variant of this model (1.1) is the corresponding (conservative) Schrodinger
flow, with dyw, replaced by i0;w.. This coincides with the so-called Gross-Pitaevskii equa-
tion, which is an example of a nonlinear Schrédinger equation and serves as a model for
Bose-Einstein condensates and superfluidity |2, 85|, as well as for nonlinear optics [6]. As
argued e.g. in [5], there is also physical interest in the “mixed-flow” (or “complex”) Ginzburg-
Landau equation, which is a mix between the Ginzburg-Landau and Gross-Pitaevskii equa-
tions. Instead of (1.1) we thus turn to the following more general equation, for any a > 0,
BeR, o?+ %=1,

(o +illog e )w. = Aw. + % (a— |uwel?), in RY x O,
n - Vw, = iw|loge|n - Jex, on RT x 99, (1.2)
wa‘t:O = w§7

which allows to consider by the same token both the parabolic or Ginzburg-Landau case
(=1, = 0) and the conservative or Gross-Pitaevskii case (a« =0, § = 1).

In this context, including both pinning and applied current, the problems that naturally
arise are

— to derive from equation (1.2) a simpler discrete problem for the evolution of a fixed
number N of point vortices in the asymptotic limit € | 0;

— to derive a mean-field equation describing the evolution of a large number of vortices,
either by taking the limit N 1 oo in the discrete problem, or preferably by taking
the limit directly in (1.2) when the number of vortices N blows up as ¢ | 0, thus
investigating the commutation of the limits € | 0 and N 1 oo;

— to derive effective equations in the regime when the impurities are scattered at a
small scale, that is, when the pinning weight a oscillates rapidly, by starting either
from the mean-field equation, from the discrete problem, or preferably from (1.2).

As recalled below, the first question has already been fully answered. In this work, we
focus on the second question, which is to derive a mean-field equation for the vortex liquid

1. Note that in this simplified model (1.1) the number of vortices has to be imposed artificially through
the boundary condition, while in the model with gauge it is implicitly determined by the value of the
external magnetic field.
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directly from the mesoscopic model (1.2). This naturally leads us to the third question,
which however remains largely open: in Section 1.5 we state various conjectures and give
a few preliminary results.

Let us start by recalling the behavior of a fixed number N of vortices in the asymptotic
regime € | 0. A good understanding was achieved in the physics community since the
1990s (80, 37, 82, 23|, and various rigorous studies became available shortly after in the
parabolic case [70, 69, 59, 61, 88|, in the conservative case |28, 71, 58, 64|, as well as in the
mixed-flow case [102, 98]. As seen there, vortices are subjected to three forces:

— their mutual repulsive Coulomb (logarithmic) interaction;
— the Lorentz-like force F' due to the applied current of intensity Jey;

— the pinning force, equal to —Vh in terms of the so-called pinning potential h := log a
defined by the pinning weight a.

Neglecting boundary effects, and assuming that all vortices have the same degree +1, the
effective vortex dynamics is then given by a system of ODEs of the form

(a+I8)0sx; = —N'V,. Wi(zy,...,xx) — Vh(z;) + F(z;), 1<i<N, (13)

N
Wy(z1,...,2N) == — Zlog |z; — 2],

i#]
where the z;’s are the macroscopic vortex trajectories, and where J denotes the rotation of
vectors by angle 5 in the plane. The pinning and applied current intensities are parameters
which can be tuned, leading to regimes in which one or two forces dominate over the others,
or all are of the same order. In [102], in the parabolic case, no pinning force is considered
and the regimes treated lead to the applied force being of the same order as the interaction.
In [98] the pinning and applied forces are chosen to be of the same order, and both dominate
the interaction. In [64], in the conservative case, the critical scaling is considered, that is,
with all forces being of the same order.

In this work, we rather focus on the situation when the number N, of vortices in (1.2)
is not fixed but depends on ¢ and blows up as ¢ | 0, which is a physically more realistic
situation in many regimes of applied fields and currents. We then wish to describe the
evolution of the density of the corresponding vortex liquid. In dilute regimes (that is,
when N does not blow up too quickly with respect to ¢), the correct limiting equation
is naturally expected to coincide with the mean-field limit of the discrete vortex dynam-
ics (1.3) (cf. [39, 96]), that is, the following nonlocal nonlinear continuity equation for the
mean-field vorticity m,

Om = div ((a —JIB)(Vh — F — VA 'm)m), (1.4)

or alternatively, in terms of the mean-field supercurrent density v (related to m via m =
curlv),

v =Vp—+(a— BN (VEh — F —v)curlv, divv = 0. (1.5)
Note that in the conservative case (aw = 0, § = 1) this equation becomes
v = Vp+(Vh — F +vH)curlv, divv =0, (1.6)

which is equivalent to the incompressible 2D Euler equation due to the identity v curlv =
(v-V)v—2V|v[%, while the force Vh — F plays the role of a background flow. In the
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dissipative case a > 0, as first discovered in [95], the mean-field behavior in nondilute
regimes changes drastically and rather leads to compressible equations. In other words,
the limits € | 0 and N 1 oo do not always commute. A heuristic explanation of such
behaviors is included in Section 1.3.

In the case without pinning and applied current (h = 0, F' = 0), such mean-field results
have already been rigorously established in a number of settings:

— In the conservative case (« = 0, § = 1), Jerrard and Spirn [60] have shown in
the strongly dilute regime 1 < N, < (log|loge|)!/? that the vorticity converges to
the solution of (1.4) (which in that case coincides with the 2D Euler equation in
vorticity form), while the second author has shown in [95] in the nondilute regime
lloge| < N. < 7! that the supercurrent itself converges to the solution of the 2D

Euler equation (1.6).

— In the parabolic case (o = 1, § = 0), the convergence of the vorticity to the solution
of (1.4), first formally derived by Chapman, Rubinstein, Schatzman, and E [24, 43],
has been rigorously established by Kurzke and Spirn [66] in the strongly dilute regime
1 < N, < (loglog |loge|)/*. Next, the second author has shown in [95] that in the
whole moderately dilute regime 1 < N, < [loge| the supercurrent itself converges
to the solution of (1.5), but that in the critical regime N, ~ |loge| it converges to a
different compressible equation.

In all the other regimes (that are, the moderately dilute regime 1 < N, < |loge| in the
conservative case and the nondilute regime |loge| < N. < ¢! in the parabolic case),
justifying the mean-field limit remains an open question — to the exception of the weakly
nondilute regime |loge| < N. < |loge|log [loge| in the parabolic case, which is further
treated in the present work and leads to yet another compressible mean-field equation,
thus answering a question raised in [95]. All these results assume that the initial data
are suitably “well-prepared”. Note that the delicate boundary issues are neglected in [60]
and [95], where the Gross-Pitaevskii or Ginzburg-Landau equation is set for simplicity on
the whole plane, while in [66] Dirichlet boundary data on a bounded domain 2 are further
considered. The results in [66] and [60] rely on a direct method and a careful study of the
vortex trajectories, while those in [95] are based on a “modulated energy approach” and
rely on the regularity and stability properties of the mean-field equations.

The main goal of the present work is to adapt the modulated energy approach of [95]
to the setting with pinning and applied current, thus extending the results of [102, 98, 64]
to the case with N. > 1 vortices — in the whole plane for simplicity. The derivation
bears several complications compared to the situation in [95], in particular due to the lack
of sufficient decay at infinity of the various quantities, and also to the fact that the self-
interaction energy of each vortex now varies with its location due to the pinning weight.
Next to the parabolic and conservative cases, we also consider the mixed-flow case. We
establish the convergence to suitable fluid-like mean-field evolution equations, which in the
simplest case take the form (1.4)—(1.5) but differ in some regimes, and for which global well-
posedness is discussed in the companion article [40]. Some of these equations are new in
the literature, while some others already appeared in the context of 2D fluid dynamics: in
the conservative case, for instance, the obtained mean-field equation coincides with the so-
called lake equation [18, 19] for shallow water flows. As emphasized above, different regimes
for the intensity of the pinning and applied current lead to different limiting equations,
and we include a discussion of all of them.
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Notation. Throughout, C' denotes various positive constants which depend on controlled
quantities and may change from line to line, but do not depend on the small parameter ¢.
We write < and 2 for < and > up to such a multiplicative constant C. We write a ~ b if
both a < band a 2 bhold. Given sequences (a;)e, (be)- C R, we write a. < b- (or b > a)
if az/b. converges to 0 as the parameter € goes to 0. We also write a. < O(b;) if a. < b., and
as < o(be) if a. < b.. We add a subscript ¢ to indicate the further dependence of constants
on an upper bound on time ¢, while additional subscripts indicate the dependence on other
parameters. A superscript t to a function indicates that this function is evaluated at time ¢.
For a vector field G = (G1,G3) on R2, we set G+ = (=G, G1), curl G = 01Gy — Gy,
and div G = 0:G1 + 02G5. We write J : R? — R? for the rotation of vectors by angle g
in the plane, hence JG = G*. We denote by B(z,r) the ball of radius r centered at
in R?, and we set B, := B(0,7) and B(z) := B(z,1). We let Q := [—3,1)? denote the
unit square, frequently identified with the 2-torus T2. We write a A b := min{a, b} and
aVb = max{a,b} for a,b € R. We denote by L”, (R?) the Banach space of functions that

are uniformly locally LP-integrable on R?, with norm

1l = sup 1 ller By

and we similarly define the Sobolev spaces wkp (R2). Given a Banach space X and t > 0,

uloc
we use the notation || - [ » x for the usual norm in L”([0, ¢]; X).

1.2. Main results. We first give a precise formulation of the problem under consideration,
present our modulated energy approach and underline the main new difficulties, state
precise assumptions, discuss the various regimes that our approach allows to consider, and
then state our main mean-field results.

1.2.1. Precise setting. Since the presence of the boundary creates mathematical difficulties
which we do not know how to overcome (due to the possible entrance and exit of vortices),
we modify the mesoscopic model (1.2) and consider a suitable version on the whole plane
with boundary conditions “at infinity”. As in [102, 98|, the boundary conditions can be
changed into a bulk force term by a suitable change of phase in the order parameter w;.
Also dividing w, by the expected density /a, we arrive at the following equation for the
modified order parameter u,,

Ae(a +illoge|B)Opue = Aue + Zue(l — luc|?)
+Vh - Vu +illoge|FL - Vu, + fu,, (1.7)

u€|t=0 = Ug,

with h := loga, f : R? = R, and F : R? — R?, where F is an effective applied force
corresponding to the Lorentz-like force generated by the applied current. The parame-
ter . is an appropriate time rescaling needed to obtain a nontrivial limiting dynamics.
Within the derivation of (1.7) from (1.2), the zeroth-order term f takes on the following
explicit form (although this is largely unimportant, and the scaling in the corresponding



MEAN-FIELD DYNAMICS FOR GINZBURG-LANDAU VORTICES 7

bounds (2.1)—(2.2) below may also be substantially relaxed),

Nya 1 91 12
= — =l Fl~. 1.8
fim D2 = Jhoge?IF| (1.9
The derivation of the modified model (1.7) from equation (1.2) is postponed to Section 2.1,
while the global well-posedness of (1.7) is discussed in Section 2.2. For simplicity we assume
that the pinning weight satisfies

1
ol <a(zr) <1, for all x, (1.9)

which avoids degenerate situations: physically one would like to consider a pinning weight
a that may vanish, representing true normal inclusions [21], but this is much more delicate
mathematically (cf. e.g. [4]). Setting F =0,a =1, h=0, and f = 0, we naturally retrieve
the model without pinning and applied current as studied e.g. in [66, 60, 95|, and our
results are thus indeed generalizations of those in [66, 95].

Given solutions of the mesoscopic model (1.7), we wish to establish the convergence of
their supercurrent, defined by

Je = (Vug, iug),

where (-, -) stands for the scalar product in C as identified with R?, that is, (z,y) = R(zg)
for z,y € C. The vorticity u. is derived from the supercurrent via u. := curl j.. Note that
this indeed corresponds to the density of vortices, defined as zeros of u. weighted by their
degrees, in the sense that

e A QWZdi(Smi, ase 0, (1.10)
)

with {z;}; the vortex locations and {d;}; their degrees (this is made rigorous by the so-
called Jacobian estimates, e.g. [90, Chapter 6]). In this setting, we wish to show that the
rescaled supercurrent NLE je converges as € | 0 to a vector field v solving a limiting PDE,
which as in [95] is assumed to be regular enough. The limiting equations are fluid-like
equations of the form (1.5), where the incompressibility condition can however be lost
when the density of vortices becomes too large. Such equations are studied in detail in the
companion article [40], where solutions are shown in most cases to be global and indeed
regular enough if the initial data is. A formal derivation of these mean-field equations is
included in Section 1.3.

1.2.2. Modulated energy approach. In order to establish the convergence of the rescaled
supercurrent, we adapt the modulated energy approach used by the second author in [95].
Modulated energy techniques originate in the relative entropy method first designed by
DiPerna [35] and Dafermos [29, 30] to establish weak-strong stability principles for some
hyperbolic systems. This method was later rediscovered by Yau [105] for the hydrodynamic
limit of the Ginzburg-Landau lattice model, was introduced in kinetic theory by Golse [14]
for the convergence of suitably scaled solutions of the Boltzmann equation towards solutions
of the incompressible Euler equations (cf. e.g. [86] for the many recent developments on the
topic), and first took the form of a modulated energy method in the work by Brenier [17] on
the quasi-neutral limit of the Vlasov-Poisson system. In the present situation, the method
consists in defining a modulated energy, which in the case without pinning takes the form

~ 1 1
58 = / —<|Vu€ - iu€N€V|2 + —2(1 - |u€|2)2>, (111)
R2 2e
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where v denotes the (postulated) mean-field supercurrent density. Note that, while the
Ginzburg-Landau energy (that is, (1.11) with v = 0) diverges for configurations u. with
nonzero degree at infinity,

0 # deg(uc) := lim (Vg iug) -n*,
Rtoo 9Bgr
the modulated energy may indeed converge (and does if v has the correct circulation at in-
finity). This modulated energy . measures the squared distance between the supercurrent
Je = (Vug,iu:) and the postulated limit N.v, in a way that is well adapted to the energy
structure. In order to prove the desired convergence NLE je — v, showing &, = o(N2) is then
sufficient. Under some regularity assumption on v, it was proved in [95] that, thanks to the
suitable limiting equation satisfied by v, the modulated energy &. satisfies a Gronwall rela-
tion, so that if it is initially of order o(N2), it remains so, yielding the desired convergence
N%jg — v. However, in regimes with N. < [loge|, the modulated energy . cannot be of

order o(N?2), since each vortex of degree d carries a self-interaction energy 7|d||logé|. For
that reason, we need to renormalize the modulated energy &. by subtracting the (fixed)
total self-interaction energy w3 . |d;||loge|. More precisely, as we will work in a setting
where the initial vortices have positive degrees, > . |d;| = N, and as we expect that this
remains the case at later times, we consider the modulated energy excess

D. := & — wN.|logel, (1.12)

and establish a Gronwall relation on this quantity. The proof requires to use many tools
of vortex analysis developed over the years, cf. [90]: lower bounds via the Jerrard-Sandier
ball construction, Jacobian estimates, and product estimates.

In the case with pinning weight a, the modulated energy (1.11) should naturally be
changed into a weighted one,

a B a
/R2 e (1Vue — iueNov P 25 (1= [ue)?). (1.13)

This leads to several notable modifications:

— A vortex of degree d at a point x now carries a self-interaction energy m|d|a(z)|log €|,
which non-trivially depends on the vortex location xz. The total self-interaction
energy that needs to be subtracted from the modulated energy (1.13) is thus no
longer mN¢|log | but rather, in view of (1.10),

loge
ﬂzi:dia(xi)\logg\ R~ | § |/RQaM€.

— In some regimes of pinning and applied current, the solution v of the limiting equa-
tion needs to be replaced in the modulated energy (1.13) by a suitable e-dependent
map v., which is separately shown to converge to v. This amounts to including
lower-order terms in the modulated energy.

— If Vh, F, and f in (1.7) are bounded but not decaying at infinity (which is a natural
setting in view of the typical example of a uniform applied current circulating through
the sample), then the modulated energy (1.13) does usually not remain finite along
the flow, which forces us to truncate it at some scale. In the conservative case,
the decay of Vh, F, and f is anyway needed to guarantee the well-posedness of
the mesoscopic model (1.7) (cf. Section 2.2), so that a truncation of (1.13) is no
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longer needed, but in that case, due to pinning, the pressure p in the mean-field
equation (1.5) for v is no longer square-integrable and another truncation argument
is required.
For these reasons, we are lead to considering the following truncated version of the modu-
lated energy (1.13),

aXR . a
&R = / = <\Vu€ — zugNEVE]2 + —2(1 — \ua\Q)Q), (1.14)
R2 2 2e
as well as the corresponding excess,
loge
DE,R = SE,R - ’ 9 ’ / X RHe
R2

aOXR . a
xR |Vue — ZusNeV€|2 + 5501 - |u€|2)2 — [log |y ), (1.15)
R2 2 282

where for all » > 0 we set x,. := x(-/r) for some fixed cut-off function y € C°(R?;[0,1])
with x|p, = 1 and x|g2\p, = 0, and with [Vx| x'/2(1 = x)/2.% In the sequel, all energy
integrals are truncated as above with the cut-off function xg, for some scale R > 1 to be
later suitably chosen as a function of . We write &, := &,  for the corresponding quantity
without the cut-off x g in the definition (formally R = oc0), and also D, := supgs; D: g.
Rather than the L?-norm restricted to the ball Bg centered at the origin, our methods
further allow to consider the uniform Lfoc—norm at the scale R: setting x% = xr(- — 2),
we define

* axy . a
Eipi=supE&ly, Epi= / 2 (Ve — iueNove? 4+ 55 (1= [ue)?), (1.16)
z R2 19

* loge
D p:=supDip, FRi=ER— | 5 | /an%ue, (1.17)
z R

where the suprema run over all lattice points z € RZ2.

In this setting, the proof is split into two parts: first we show that NLE Je is close to a
suitable v, by means of a Grénwall argument on the modulated energy excess D; , which
requires some careful vortex analysis, and second we check that v, converges to V: which is
a soft consequence of the stability of the limiting equation. In order to establish a Gronwall
relation for D! , in addition to the problems at infinity created by the non-decay of Vh
and F that we wish to allow, the presence of the pinning weight introduces important new
technical difficulties, as always in the analysis of Ginzburg-Landau. We mention two of
them (cf. Section 5 for detail):

— In this weighted setting, the fact that the self-interaction energy of a vortex de-
pends on its location makes it more difficult to a priori control the total number
of vortices, and requires localized estimates, in particular a localized version of the
Jerrard-Sandier ball-construction lower bound [87, 57| with a very precise error esti-
mate o(N2). The usual error in the lower bound is O(N|logr|), where 7 is the total
radius of the balls, so that we need to take r large enough (almost O(1) when N,
diverges slowly), but here the pinning weight a adds an important difficulty since it

2. Such a function x is easily constructed by smoothly gluing the choices x(z) = 1 — exp(—m)

for |z| ~ 1 and x(z) = exp( for x| ~ 2. Since |V (1 — exp(fm)ﬂ < yJexp( ) and

_ 1
(lz]-1) 4

|V exp(fmﬂ < exp(fm)7 this choice indeed satisfies the bound |Vy| < x'/2(1 — x)/2.

1
7(2*\1\)+)



10 MITIA DUERINCKX AND SYLVIA SERFATY

may vary significantly over the size of the balls of this construction, thus perturbing
the lower bound itself. A particularly careful vortex analysis is therefore needed.

— Due to truncations, the vortex analysis must further be refined to the setting of the
infinite plane with no global energy control, hence no a priori finiteness assumption
on the total number of vortices, which yields additional complications.

1.2.3. Assumptions. For the essential part of the proof, in the dissipative case (a > 0), it
suffices to assume h € W2 (R?) and F € Wh°°(R?)? (hence f € L*°(R?) in view of (1.8)),
that is, no decay at infinity is needed. In the conservative case, in contrast, we need to
restrict to a decaying setting to ensure the well-posedness of the mesoscopic model (1.7):
more precisely, we assume Vh, F € WHP(R?)? for some p < oo, f € L2(R?), and div F = 0.
In both cases, in order to ensure strong enough regularity properties of the solution v of
the mean-field equation, even stronger assumptions on the data are needed and are listed
below. Note that we do not try to optimize these regularity assumptions.

Assumption 1.1. Let « > 0, B € R, o’ 4+ 82 =1, h:R2 5 R, a :=e", F: R? - R?,
fiR? 5 R ul:R? - C, and v2,v° : R?2 — R? for all £ > 0. Assume that (1.8) and (1.9)

hold, and that the initial data (u2,vZ,v°®) are well-prepared as ¢ | 0, in the sense

a 4
DI° := sup sup / XR (|Vu§ — iuNv2? + i(l — [ug?)?
R>1.er2? JR2 2 2¢?

—|log6|curl(Vu§,iu§>> < N2, (1.18)

with v& — v° in L2, (R?)2, and with curl v2, curlv® € P(R?). Assume that v° and v° are

bounded in W14(R?)? for all ¢ > 2. In addition,

(a) Dissipative case (o >0, € R), non-decaying setting:
For some s > 0, assume that u2 € HY (R? C), that h € WST3(R?), F € W5T2°(R?)2
(hence f € W1°(R?) in view of (1.8)), that v2, v° are bounded in W*+2>°(R?)2  and
that curl v, curl v°, div (av?) are bounded in H**t! N WsThoo(R2),

(b) Conservative case (=0, B =1), decaying setting:
Assume that ug € U + H%(R?; C) for some reference map U € L>°(R?;C) with VU €
HY(R%,C), V|U| € L*(R?), 1 — |U]?> € L}(R?), and VU € LP(R?;C) for all p > 2
(typically we may choose U smooth and equal to ¢N=? in polar coordinates outside a
ball at the origin). Assume that h € W3>(R?), Vh € H?(R?)?, F € H3NW?3>(R?)2,
f € H>NW?2*(R?), and that we have div F = 0 pointwise, and a(z) — 1 uniformly
as |z| 1 oo. Assume that v2, v° are bounded in W2>°(R?)2, and that curlve, curl v°

£

are bounded in H'(R?). O

One may observe that if N. < O(|loge|) the well-preparedness assumption (1.18) implies
that most vortices are initially positive.

1.2.4. Regimes. We first comment on the different regimes for the number N of vortices.
A first critical threshold is N. = O(|logel), as is clear from energy considerations since in
this regime the (concentrated) vortex energy O(N¢|loge|) becomes of the same order as
the (diffuse) phase energy O(NZ2). Another critical threshold is expected to occur for N, =
O(e™!) due to the overlap of the vortex cores. We therefore separately consider the dilute
regime N, < |loge|, the critical regime N, ~ |loge|, and the nondilute regime |loge| <
N, < 7', In the dissipative case, these regimes lead to drastically different mean-field
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behaviors (cf. heuristics in Section 1.3). We do not consider here the superdense regime
N, 2 &1, which is of totally different nature since the modulus |u.| of the order parameter
is then expected to enter the limiting equation, thus leading to different compressible fluid-
like equations [9, 10, 8, 20].

As we can play with the relative strengths of interactions, pinning, and applied current,
we now describe the different possible scalings. From energy considerations, we expect
interactions, pinning, and applied current to be of order O(N2), O(N:|loge|)|Vh|, and

O(N¢|loge|)|F|, respectively. The critical scaling (such that all effects have the same
order) thus amounts to choosing both Vh and F of order O(‘l ‘) In order for the
different effects to give a nontrivial O(1) Contrlbutlon in the mean—ﬁeld limit, the time
rescaling in (1.7) then needs to be chosen as \. = O+ lTos 2 |) This leads us to the following
critical regimes:

(GL;) Dissipative case — dilute vortex regime:
a>0,1< N, < |loge|, A F=M)F, h=MX\h (ie. a=ad);
(GL2) Dissipative case — critical vortex regime:
a>0, N.~|loge|, \e =1, F=F, h=h (ie. a=a);
(GL3) Dissipative case — nondilute Vortex regime:
a>0,[loge] < N. < e A\ = F=X\EF h=h(ie a=a);
(GP) Conservative case — nondilute vortex reglme
a=0,B=1,|logel < N. < e !, A\

_ _N:
= Togel”

\logel’

\log€|’ F=X\F,h=h(ie. a=a);

where h and F' are independent of ¢, and h < 0 is bounded from below. Just as in [95]
the modulated energy approach does not allow us to treat the conservative case with
fewer vortices N < |loge|, although in that case the same mean-field behavior is formally
expected as in the nondilute regime |loge| < N. < e~ ! (cf. Section 1.3). Note that the non-
degeneracy condition (1.9) for the pinning weight a = €/ imposes that the pinning potential
h remains uniformly bounded, so that h cannot be chosen of critical order O( “é\é 56‘) when
N. > |log¢|, which explains the non-critical scaling of h in (GL3) and (GP).

Modifying the time rescaling A\. and the scaling of h, we may also consider various non-
critical scalings, for which the pinning either dominates or is dominated by the interactions.
In such cases, the limiting equations are substantially simplified. We consider for instance:

(GL}) Dissipative case — dilute vortex regime — very weak interactions:
a>0, N, < [loge|, \e =1, F=F, h=h;

(GL)) Dissipative case — dllute vortex regime — weak interactions:
a >0, N; < |logel, |10g€‘ KA <1, F=MF, h=\h;

(GLj) Dissipative case — dilute Vortex regime — strong interactions:
a>0, N; < |logel, A\ = F=XE,h=Xh \ < \;

(GL)) Dissipative case — critical vortex regime — strong interactions:
a>0,N.~loge|, \e =1, F=F, h=\.h, \. < 1;

where again h and F are independent of ¢, and h < 0 is bounded from below. Since in the

present work we are mostly interested in pinning effects, we focus on the regimes (GL])

and (GL%), while for (GL%) and (GL}) the pinning effects vanish in the limit and the situa-

tion is thus much easier and closer to [95]. For simplicity, subscripts “e” are systematically

dropped from the data a, h, F), f.

\logel’
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1.2.5. Statement of main results. We are now in position to state our main results. We
start with the dissipative mixed-flow case, and first consider the dilute and the critical
vortex regimes with critical scalings (GL1) and (GLg), or with non-critical scalings (GL))
and (GL}). The following result generalizes those in [66, 95] to the case with pinning and
applied current. Note that the statements are slightly finer in the parabolic case. The
mean-field equations are fluid-like of the form (1.5), but the incompressibility condition is
lost in the critical vortex regime, as first evidenced in [95] (cf. heuristics in Section 1.3). In
the regimes (GL1) and (GL)), the weight a naturally disappears from the incompressibility
condition divv = 0 due to the assumption a = a** — 1 as € | 0. Although all the proofs
are quantitative, we only include qualitative statements to simplify the exposition.

Theorem 1 (Dissipative case). Let Assumption 1.1(a) hold, where in particular the initial
data (u2,v2,v°) satisfy the well-preparedness condition (1.18). For all € > 0, let u. €
o (RT; H1 (R%;C)) denote the unique global solution of (1.7) in R* x R2. Then, the

uloc

following hold for the supercurrent density j. :== (Vue,iue).
(i) Regime (GL;) with log|loge| < N < |loge|, and div (av?) = divv® = 0:
We have J\} je — voin L2 (RT; LY .(R?)2) as e | 0, where v is the unique global
(smooth) solution of
v = Vp+(a—IB)(VEh — F- — 2v)curlv, (1.19)
divv =0, v[i=o=v°. '
In the parabolic case B =0, the same conclusion holds for 1 < Ng <
(7i) Regime (GL2) with |k])\g€‘ — A € (0,00) and v = v°:
For some T' > 0, we have N ~Je = v in L. (]0,7); L
unique local (smooth) solution of

{atv = a V(a1 div (av)) + (o — IB)(VEh — L — 2Xv)curl v,

log |log ¢].

R2)2) as e | 0, where v is the

uloc(

. (1.20)
V’t:O =V,

in [0,T) x R%. In the parabolic case B = 0, this solution v can be extended globally,
and the above holds with T' = oo.
(iii) Regime (GL)) with log [loge| < N. < |loge| and v2 = v°:
We have N%je — v in LY (RT; Lllﬂoc(R2)2) as € L 0, where v is the unique global
(smooth) solution of
{f‘)tv = o 'V(a 1 div (av)) + (a — IB)(VEh — FH)curl v,

) (1.21)
V|0 = v°.

(iv) Regime (GL,) with log |loge| < N. < [loge| and div (av?) = divv® = 0:
We have N%je — v in LS (RT; LY .(R?)?) as e | 0, where v is the unique global
(smooth) solution of

{815V = Vp+(a — JB)(VEh — Fhcurly,

uloc(

: (1.22)
divv =0, v|i=o=v".

e0(Ne)

In the parabolic case B = 0 with ‘loge‘ <A S W’
for 1 < N. < log|loge|. O

the same conclusion also holds
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Remark 1.2. In the regimes (GL;) and (GLY), the modified data v2 can for instance be
chosen as

v2 = a 'V (div a7 'V) Leurl vO,
which indeed satisfies div (av?) = 0 and curl v = curlv®, while the assumption a — 1 in
L>°(R2) easily implies v2 — v° in LI(R?)? for all ¢ > 2, hence v2 — v° in L2 (R?)2. ¢

uloc

We turn to the nondilute vortex regime (GL3). The following result is only proven to
hold in the parabolic case in the weakly nondilute regime |loge| < N, < |log¢|log |log |,
and gives rise to a new degenerate mean-field equation that is studied in detail in the
companion article [40]. This result is new even in the case without pinning and applied
current, as it indeed treats a regime left open in [95]. Note that a slightly stronger well-
posedness condition is needed here; this condition is however still reasonable since for any
smooth v® and any 0 < < 1 one may construct a configuration u? that satisfies it, cf. [90].

Theorem 2 (Nondilute parabolic case). Let Assumption 1.1(a) hold, and assume that
the initial data (u,vZ,v°) satisfy v2 = v° and satisfy the following slightly stronger well-
preparedness condition, for some § > 0,

*,0 ,__ } a’X% o .0 02 i 012\2
D>° := sup sup |Vug —iul Nov°|” + (1 —Jul|?)
R>1 zcR2 2 282

— |log e|curl (Vug,zug>> < N9,
For some s > 3, assume in addition that h € WsT2°(R?), F € W*stL°(R?)2, and that
v € WeHtLo(R2)2 m° = curlv® € PN H*(R?), and d° := div (av®) € H*~1(R?). For all
e>0, letue € L2 (RT; HL (R% C)) denote the unique global solution of (1.7) in RT x R2,
Then, in the regime (GL3) with |loge| < N. < |loge|log |loge|, in the parabolic case
B =0, the supercurrent density j. := (Vue,iuc) satisfies Nigj€ — v in LS (R LL (R?)?)
as € | 0, where v is the unique global (smooth) solution of

v = —(f’l + 2v) curlv, (1.23)
Vo = v°. 0

Remark 1.3. As explained in Section 1.3, the same mean-field result is expected to hold
in the whole nondilute regime [loge| < N. < 7! (up to a suitable well-preparedness
condition), but this remains an open question. A corresponding result is also expected in
the dissipative mixed-flow case, but then the correct limiting equation is actually unclear
since the local well-posedness of the mixed-flow version of the degenerate equation (1.23),
that is,

v = —(a—IB)(FL +2v)curlv,

remains unresolved [40]. O

We finally turn to the conservative case in the regime (GP). For N, > |log¢|, the well-
preparedness condition (1.18) is naturally simplified, as the vortex self-interaction energy is
no longer dominant. Note that the pinning force —Vh is absent from the limiting equation
since in the regime (GP) the interaction and the applied current dominate. The pinning
weight a = @ nevertheless remains in the incompressibility condition div (av) = 0. The
mean-field equation is then a variant of the 2D Euler equation (1.6) and is known as the
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lake equation in the context of 2D shallow water fluid dynamics (cf. e.g. [18, 19]). The
following result generalizes that in [95] to the case with pinning and applied current.

Theorem 3 (Conservative case). Let Assumption 1.1(b) hold, and assume that the initial
data satisfy v = v° and satisfy the following simplified well-preparedness condition,

[¢] a [¢] - O [e] a [e]
&= /R2 §<]Vu5 — SNV |? + 2—52(1 — \u€]2)2) < N2
For all € > 0, let u. € LS. (R*; U + H?(R?;C)) denote the unique global solution of (1.7)
in RT x R2. Then, in the regime (GP) with |loge| < N. < 7%, we have Nigj€ — v in
< (RT; (L + L2)(R?)?) as € | 0, where v is the unique global (smooth) solution of

loc
&EV :A Vp —(F —t2vl) curlv, (1.24)
div(av) =0, v'|i=o=v°. 0
Remark 1.4. As explained in Section 1.3, the same mean-field limit result is actually

expected to hold for all 1 < N. < e7! (cf. indeed [60] for the other extreme regime
1 < N. < (log|loge|)'/?), but this remains an open question. As in [95], we need to

restrict here to the nondilute regime N, > |loge| due to the difficulty of controlling the
velocity of individual vortices, which is related to the lack of control on [, |Opuc|?. Note
however that in the dilute regime the conservative vortex dynamics formally behaves like
the conservative flow for Coulomb particles and that the mean-field limit of the latter

system can be rigorously established by a modulated energy approach [96]. O

The structure of the mean-field equations (1.19)—(1.24) is more transparent when ex-
pressed in terms of the mean-field vorticity m := curlv. In the case of (1.19) (and corre-
spondingly for (1.24)), the vorticity m satisfies a nonlocal nonlinear continuity equation,

{atm = div ((o — I8)(Vh — F +2vt) m),

) (1.25)
curlv=m, divv =0.

In the case of (1.20), the vorticity m satisfies a similar equation coupled with a convection-
diffusion equation for the divergence d := div (av),
m = div ((a — I8)(Vh — F +2X\vt) m),
d —a ' Ad+a ! div (AVA) = div ((a — IB)(VEh — F- — 2\v)am), (1.26)
curlv =m, div(av)=d,
while the convection-diffusion equation becomes degenerate in the case of (1.23) and then
takes on the following guise, in terms of 0 := div v,
Omm = div ((—F +2xvt)m),
00 = div ((—F* —2xv)m), (1.27)
curlv=m, divv=240.
A detailed study of these families of equations is provided in the companion article [40],
including global existence results for rough initial data. In the cases (1.21) and (1.22),

which correspond to scalings with negligible interactions, the limiting vorticity m rather
satisfies a simple linear continuity equation,

&m = div ((a — JB)(Vh — F)m). (1.28)
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Let us emphasize the nonlocal character of (1.25)—(1.27): in (1.25) and (1.27) the equations
curlv = m and divv = 6 are (formally) solved as
v=ViATTm+VATle,
while in (1.26) the equations curl v =m and div (av) = d lead to
v=a"'Vi(diva V) m+V(divaV)~td.

1.3. Heuristic derivation of the mean-field equations. In order to illustrate the
structure of the 2D mesoscopic model (1.7) and the importance of a careful vortex analysis,
we now give a short heuristic derivation of the mean-field equations (1.19)—(1.24). This
derivation brings a more intuitive explanation of the compressibility of the mean-field
equations in the nondilute dissipative case, and it further predicts the expected behavior
in the different regimes for which our analysis fails. For simplicity of the discussion, we
focus here on the simpler case without pinning and applied current, thus considering the
following version of (1.7),

Ae(a + illog | )y = Aug + gu — Jue|?). (1.29)
Next to the supercurrent density j. and the vorticity p., we define the vortex velocity
Ve := 2(Vu, idyue),
the Ginzburg-Landau energy density

1 1
e i= 5 (Ve + 55 (1 = ucl?)?),
and the stress-energy tensor
) 1
(St 1= (Oute, Drue) — (1Yl + 55(1 = [uef?)?).
The definition of V; easily leads to the following algebraic identities (cf. [89]),

Oje = Ve + V{(Oue,iu.), Opte = curl V.. (1.30)

By (1.29), we further find the following identities for the divergence of the supercurrent
density

AeB|L
Aiv jo = (ot ine) = Mear(Dpueine) — 2B, 1 ), (131)
for the divergence of the stress-energy tensor
Aell
div S, = <Vu€, Au, + %(1 — ]u5]2)> = Aa(Vug, dus) + MVE, (1.32)

and for the time derivative of the energy density
Ores = div (Vue, dyuz) — Aear|Opue?.
Using (1.32) to replace (Vu, dyuc), this last identity rather takes on the following guise,

Ac|loge|B
2

Aeade. = divdiv Se — div V. — A2a?|0su.|?. (1.33)

If there is no excess energy, the Ginzburg-Landau energy is expected to split into a (concen-
trated) vortex energy of order O(N[loge|) and a (diffuse) phase energy of order O(N2).
Since the quantity |1 — |uc|?| is bounded by e(e;)!/2, it is therefore formally of order
O(e(N:[loge| + N2)Y/2), which is negligible as soon as N, is much smaller than O(s~1).
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Choosing the critical scaling A := |k])\éf€‘, the above identities (1.31), (1.32), and (1.33)

then become

. Je <8tuaaiua>

dive—~q—" % 1.34
v N, @ loge| ( )

S (VUE, 8tu6> ‘/6
2di =20————~ — 1.35
VN2 Nylogay N (1.35)

2e. V. 5 |Opuc|?

= 2divdiv — div— — 2« 1.36
"N.|loge| VYN N2 —F Ne loge|*’ (139

In order to take weak limits in these equations and to characterize the limiting evolution,
we need to establish a priori bounds on all the terms and to find relations between the
weak limits of the various quantities. In the limit € | 0, vortices become point-like and
the vorticity pu. looks like a sum of N, Dirac masses, cf. (1.10). We may thus formally
assume that the rescaled vorticity NLE 1e converges weakly-* to some probability measure
m € L®°(R*; P(R?)). Similarly, the vortex velocity V. concentrates at the vortex locations,
and we may assume that its rescaled version NLEV€ converges weakly-* to some measure V €

~ (RT; M(R?)?). For p < 2 the rescaled supercurrent density ]\1, Je may be assumed to
be bounded in Lt (R?) and thus to converge weakly to some limit v € LS (RT; LI (R?)?),

loc
but it cannot converge in L2 (R?) due to energy concentration. In short,

ke m VSV i (1.37)
Quadratic quantities such as e. ~ 3|j:|* and |Gyuc|? have a part that concentrates at
vortex locations in the limit ¢ | 0, and their concentrated and diffuse parts must be
analyzed separately. If there is no excess energy, the concentrated part of the energy density
ec ~ 1]j-|? should coincide with the vortex self-interaction energy 1|loge|u. ~ 1 N.|loge|/m
(this is made precise by the Jerrard-Sandier ball construction lower bound [87 57]), while
the diffuse part should be given by 2N 2|v|? in terms of the weak limit v of ~ - Jes cf. (1 37)
Such properties could be phrased in terms of defect measures for the convergence of N ~Je
in L2 (R?), cf. [89]. Similarly, if there is no excess energy, the concentrated part of |9;u.|?

should coincide with

—Ilog ST ARES —Nellog elm™![V]?

in terms of the vortex velocity and the vorticity (this is made precise by the so-called
product estimate [89]), while identity (1.34) in the form

oz2|(9tu€|2 > a2|(6tu€,iu€>|2 R )\6_2| div j€|2

suggests that the diffuse part of a?|d;u.|* should simply be given by [loge|?|divv|®. In
short,

2¢. ~ |j.|* ~ N.|log e|m +N2|v|?, (1.38)
20|05 |* ~ 2[log e|?|div v|* + o® N |log e|m ™ |V |2 (1.39)
Let us now turn to the limit of the stress-energy tensor S: =~ j. ® j. — %\jg\? Due to the

isotropy of the vortex core energy, in link with equipartition properties of the Ginzburg-
Landau energy [65], the stress-energy tensor S, should not be sensitive to the concentrated
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part of j. in L2 (R?), and we simply expect %SE = V®V—%‘V’2 in terms of the weak
limit v of NLEJ'E (see also [90, Chapter 13]). In particular,
S Id
div N—azdiv (V®V—E’V‘2) =vim+vdivv. (1.40)

2
€

Inserting the convergences (1.37) and the identifications (1.38), (1.39), and (1.40) into
identities (1.34), (1.35), and (1.36), we obtain after straightforward simplifications,

divv ~ aw (1.41)
[log e
2vim +2vdivy ~ 208 8 0e) L gy (1.42)
Nc|log ¢
adym +2a.v -0y ~ 2div (vim) + 2v -V divv —4divV —A.a?m~ V|2, (1.43)
Further inserting (1.41) into (1.30), we obtain
adiv = aV +A7 1V divv, Om = curl V. (1.44)

We now separately consider the conservative and the dissipative cases.

e Conservative case (=0, f=1).
Identity (1.41) yields divv = 0, while identity (1.42) takes the form V = 2v+m.
Injecting this into (1.44) then leads to

Oym = 2div (vm), curlv = m, divv =0,

or alternatively,
v = Vp+2vreurlv, divv = 0.

In the regime 1 < N. < ¢! with the critical choice A\, = %

\logsa| ’
supercurrent density NLE je is thus expected to converge to the solution v of this
incompressible 2D Euler equation.

e Dissipative case (a >0, o® + 2 =1).

Injecting (1.44) into (1.43) yields

the rescaled

2
Oym ~ o div (vtm) — g divV =\ V-(2v +am V). (1.45)

Comparing with (1.44) in the form dym = curl V, we deduce in the parabolic case
(o =1, 8 = 0) that V = —2vm, while a more careful computation in the general
mixed-flow case leads to V = —2avm +28v-m. Injecting this into (1.44), we obtain

v~ (Ne) IV divv+2(—av +8v) curl v (1.46)
We need to distinguish between three regimes:
— Dilute regime 1 < N, < |loge|:

As A\e < 1, equation (1.45) and the identification of V then yield
dym = div (2(avt +6v) m),

while equation (1.46) together with (1.41) leads to div v = 0, so that we de-
duce, using the relation divv = 0 in the form v = V+A~'m, and setting
p:= —2A"1div ((—av +8vt)m),

Ov = Vp+2(—av —i—ﬂvl) curlv, divv = 0.
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— Crritical regime N ~ |loge| with \c — X € (0,00):
Equation (1.46) then becomes

AV = o 'V divv +2\(—av +8v ) curl v

— Nondilute regime |loge| < N. < 71
As A: > 1, equation (1.46) then becomes

dv = 2(—av +LvT) curlv.

In these different regimes, with the critical choice A, = %, the rescaled supercur-

rent density NLE Je is thus expected to converge to the solution v of one of the above
equations.

This careful heuristic argument therefore allows to predict the whole family of announced
mean-field evolutions (1.19)—(1.24), and formally explains the (a priori unexpected) higher
variety of possible behavior in the dissipative case depending on the vortex density regime.
Note however that this formal argument relies on important unproven assumptions such
as the absence of energy excess and the equipartition of energy, which are bypassed by the
modulated energy approach.

1.4. Case with gauge. In the dissipative case, it is interesting to make the computations
also in the case with magnetic gauge, which is the relevant physical model for supercon-
ductors. The evolution equation (1.2) is then replaced by the following, as first derived by
Schmid [93] and by Gor’kov and Eliashberg [51], here written in the mixed-flow case, with
strong (critically scaled) applied electric current [loge|Jey : 9 — R? and applied magnetic
field [loge|Hex : 092 — R at the boundary, and with a non-uniform pinning weight a,

(0 + illog ] B) (Dpwe — iw2) = VE we + % (a — [wel?), inRY x Q,

0(0;B: —VV,) = Vteurl B, + (iw., V. w.), in RT x €,
curl B: = |log ¢|Hex, on Rt x 99,
n-Vp. we = iw|loge|n - Jox, on Rt x 99,

__ .0
\w€|t=0 = W,

where B, : Rt xR? — R? is the gauge of the magnetic field curl B,, where ¥, : Rt xR? — R
is the gauge of the electric field —0,B, + VV¥,, where Vp_ := V — iB. denotes the usual
covariant derivative, and where the real parameter o > 0 characterizes the relaxation time
of the magnetic field. As the presence of the boundary creates important mathematical
difficulties, we again modify the above mesoscopic model and consider a suitable version
on the whole plane with boundary conditions “at infinity”. As in [102, 98], the boundary
conditions can be changed into a bulk force term by a suitable change of phase in the
unknown functions. Also dividing w. by the expected density \/a and making a suitable
choice of the gauge ¥, we arrive at the following equation for the couple (u., A.) replacing
the triplet (we, Be, V),

Ae(a +illoge] 8)due = Vi ue + (1 — |uc?)

£2
+Vh -V ue +illoge|F+ - Vau: + fus, inRY xQ,
o0 A. = Vitewrl Ae + aliue, Va,u.) — tlogelaFt (1 — |ucl?), in RT™ x Q,

u€|t=0 - uga
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with h := loga, f : R?> = R, and F : R? — R?, where I and f are given explicitly in
terms of a, Jex, and Hey. We refer to [98, Section 2| for the detail of the derivation of
this equation from the above model. Natural quantities associated with this transformed
model are the gauge-invariant supercurrent and vorticity,

Je = <vAguaa iua>7 pe = curl (]5 + A6)7
and the electric field
E&- = —BtAa.

We believe that the derivation of mean-field limit results from this gauged version of the
model (1.7) does not cause any major difficulty, and can be achieved following the kind
of computations performed in [95, Appendix C|. Formally, the corresponding results to
Theorem 1 are the convergences

Je e curl A, R

E
= — s m:=curl v+H ——
N v, N m curl v+ H, N , .

where the limiting triplet (v, H, E') satisfies, in the dilute regime (GLy),

ov—E=Vp-+(a—JB8)(V+h—F+ —2v)m,
OH = —curl E, (1.47)
—0E=v+V+H, divv=0,

and in the critical regime (GL2),

ov—E=a 'V(a div(av)) 4+ (o — JB)(VEh — F- —2X\v)m,
OH = —curl E, (1.48)
—oE =v+V1H,

while in the non-critical scalings (GL))-(GL%) the equations are obtained from the above
by removing the nonlinear interaction terms vim. The structure of these equations is maybe
more transparent at the level of the vorticity m := curl v + H: the system (1.47) takes the
form

Om = div ((a — I8)(Vh — F + 2vt) m),

cOH—-AH+H =m,

divv=0, curlv=m-H
while (1.48) becomes for o > 0,

dm = div (o — JB)(Vh — F +2vh)m),
dhd—a'Ad+a "l div(dVh) + 1d
= —L1aVh-V1H +div ((a = JB) (Vi h— FL = 2\v)am),
cOH—-AH+H =m,
div(av) =d, curlv=m-—H,

that is, a continuity equation for m coupled with a linear heat equation for H, and in
the case (1.48) further coupled with a convection-diffusion equation for the divergence
d := div (av). For simplicity, we only focus in this work on the model without gauge (1.7).
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1.5. Further questions: homogenization regimes. So far, we have considered the
mean-field regimes for the vortices with a pinning force Vi which varies at the macroscopic
scale. However, the most interesting situation from the modeling viewpoint is to let the
pinning weight a oscillate quickly at some mesoscopic scale 1. < 1. In real-life materials,
the way in which the impurities are inserted typically leads them to be uniformly and
randomly scattered in the sample. This is naturally modeled as

a(z) == a’(z, n—lsx)ng, (1.49)
where for all z the function a%(z,-) is a typical realization of some (e-independent) non-
negative stationary random field, and the pinning force then takes the form

Vh(z) = Vah? (z, n—lsm) + n.V1h° (2, 7]—1535), (1.50)

in terms of h := log a and hO = log @°. We refer to 7. as the “pin separation”, and for
simplicity we assume that a° is periodic in its second variable.

This leads to the question of combining the mean-field limit for the Ginzburg-Landau
vortex dynamics with a homogenization limit. In other words, can one perform the deriva-
tion of a limiting equation as € | 0, N. T oo, and 7. | 0, and in which regimes does it hold?
While the homogenization of the (static) Ginzburg-Landau energy functional with pinning
has been studied in some settings |3, 4, 38|, we believe that these homogenization questions
in the dynamical case are particularly challenging. They are in fact already very hard for
just a finite number of vortices: studying the limit as 1 | 0 of the discrete dynamics (1.3)
with pinning force of the form (1.50) is a homogenization question for a system of nonlin-
ear coupled ODEs and is notoriously difficult. This difficulty is related to the complexity
of the collective effects of the interacting vortices and to the possible “glassy” properties
predicted by physicists for such systems [49] due to the subtle competition between vortex
interactions and disorder. Justifying suitable homogenized mean-field equations is thus a
crucial question since such equations should enclose all the key dynamical properties of
vortex matter; we briefly comment on it below.

1.5.1. Diagonal and non-diagonal regimes. As explained in Section 9.1, our modulated
energy methods are not adapted to include homogenization effects: they only allow to
treat a diagonal regime, that is, when the pin separation 7. tends very slowly to 0, in
which case the homogenization limit can simply be performed after the mean-field limit.
The limiting behavior of the rescaled supercurrent NLE Je is then reduced to that of the
mean-field equations (1.19)—(1.22) with wiggly pinning force (1.50), that is, a (periodic)
homogenization problem for the mean-field equations.

Corollary 1.5. Let the same assumptions hold as in Theorem 1, with a wiggly pinning
weight (1.49). In the regime (GL2), we restrict to the parabolic case. Then there exists a
sequence e | 0 (depending on all the data of the problem) such that for n.g < n. < 1
the same conclusions hold as in Theorem 1 in the form Nigj€ — Ve — 0, where v, denotes
the unique global (smooth) solution of the corresponding mean-field equation (1.19)—(1.22)

with VfL(:U) replaced by the wiggly pinning force VQiLO(CC, 7]—1556) O

In non-diagonal regimes, as our modulated energy approach fails, we only manage to
justify the following minor rigorous result: In the case with negligible interactions and
negligible applied current, that is,

a>0, N: < |loge|, fh <A S 1, h= Aeh, F=XFE, X <\,
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the vorticity is shown to remain “stuck” in the limit, that is, to converge at all times to
its initial data (cf. Proposition 9.2). This is a particular case of the stick-slip phenomenon
discussed below. The rigorous treatment of all other regimes, including the commutation
of the limits € | 0, N 1 oo, and 7 |} 0, is left as an open question. For particle systems with
smooth interactions, this commutation problem is easier to settle and is discussed in the
forthcoming work [41].

1.5.2. Homogenization of mean-field equations. In view of Corollary 1.5, it is natural to
consider the homogenization limit of the mean-field equations (1.19)—(1.22) with wiggly
pinning force Vﬁ(x) = Vgﬁo(az, 7]—1556) This topic is very delicate on its own, with the
same kind of difficulties as for the homogenization of the discrete system (1.3) of coupled
ODEs. We first consider the scaling with negligible vortex interactions, which leads to a
well-defined linear limiting equation, and we discuss its stick-slip properties, before turning
to the general nonlinear case.

(i) Negligible interactions: linear stick-slip law.

In the regime of negligible vortex interactions (cf. (GL})—(GLY)), particles are in-
dependent and the mean-field equations are reduced to a linear continuity equa-
tion (1.28) for the vorticity (with a compressible vector field), which is much easier to
handle. The homogenization of such an equation is easily understood in 1D [1], but
it becomes surprisingly more subtle in higher dimensions: the 2D periodic case was
first investigated by Menon [73] and is still partially open. The situation becomes
much simpler if the applied current F' is a constant and if the wiggly pinning weight
is independent of the macroscopic variable, that is,

a(x) == do(n—ix)nf, Vh(z) = Vﬁo(n—lsx). (1.51)

The wiggly linear continuity equation for the mean-field vorticity m. then takes the
form

Oyt = div <(a —18)(Vho(32) — F) rhe),

which is known as a washboard system in the physics literature. The homogenization
of this equation is a particular case of the nonlinear results in [33| (see also [42, 56|
in the incompressible case and [45, 32| in the linear Hamiltonian case), but a more
accurate asymptotic description without well-preparedness assumption is postponed
to a forthcoming work [41].

The behavior of the vorticity m, is intuitively easily understood: If F= 0, the vortic-
ity is attracted towards the local wells of the pinning potential neiLo(n—'E). Otherwise,
a constant applied force F # 0 can be absorbed into the term Vﬁo(n—;) by adding an
affine function to the pinning potential, which effectively tilts the potential landscape
into a washboard-shaped graph. Beyond some positive value of the intensity |F |, the
tilted potential has no local minimum, leading the particle to fall in the direction of
F', while below this critical value the vorticity remains pinned. Such a behavior is
known as a stick-slip law, and the critical value of the applied force corresponds to
the so-called depinning current. More precisely, the dynamics of the homogenized

vorticity m is characterized by a linear transport equation

oy = —div (V(F)m),
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(i)

with homogenized velocity field given by
ViE) == [ It ), (152

where ,uﬁ is an invariant measure for the dynamics associated with the periodic
vector field TF 1= (a—JB)(Vho—F) on the torus Q. The stick-slip behavior is easily
recovered from this formula (cf. Figure 1a): for small |F| any invariant measure ,uﬁ is
concentrated at fixed points, hence V(F ) = 0, meaning that the vorticity gets stuck,
while for large |F'| the measure ,uﬁ becomes non-trivial, hence V(F) # 0, meaning

that the vorticity is transported. Note that the response F' +— V(F) is not smooth
at the depinning threshold, but typically has a square-root behavior,

V(E) oc (|F| = |2, (1.53)

for | F’| close to the critical intensity |F.|, cf. [41]. Such a frictional stick-slip dynamics
is well-known in various 1D systems [12, 52, 36].

Non-negligible interactions: nonlinear stick-slip law.

In the regimes (GL;) and (GLz2), vortex interactions can no longer be neglected in
the mean-field equations (1.19) and (1.20). Considering these equations with wiggly
pinning force (1.51) and taking the homogenization limit, a formal 2-scale expansion
leads to nonlocal nonlinear homogenized continuity equations for the homogenized
vorticity m: setting W (¥; F)(x) := V(F — 27 (z)) with V defined as in (1.52), we
find in the case (1.19),

{atrh = —div (W (%; F) ), (1.54)

curl v = m,

and in the case (1.20) with a« =1, 8 =0,

A rigorous justification of this homogenization limit is particularly challenging due
to the nonlocal nonlinear character of the mean-field equations (1.19)-(1.20) and
to their strong instability as 7. | 0. As shown in a forthcoming work [41], these
questions can be partially solved if Coulomb interactions in (1.19) are replaced by
smooth interactions, that is, if we rather consider a mean-field equation of the form
oy, = div ((vh(n—;) — F - 2Vg % 1n.)1i.),

for some smooth interaction potential g. The relation curl¥ = m in the formal
homogenized equation (1.54) is then replaced by ¥ = V+g * m. Note however that
the well-posedness of the homogenized equation remains unclear since the vector field
W (¥; F) is in general not Lipschitz continuous even for smooth ¥ due to (1.53).

Heuristically, the stick-slip picture remains the same as in the case of negligible in-
teractions: For small F' the vorticity m first spreads due to the vortex repulsive
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interaction until the interaction force ¥ becomes small enough such that W (¥; F )=0
and the vorticity then remains stuck. The mean velocity of the system

t
Vin(F) := lim E / W (¥, F) din® ds
ttoo T 0 JR2

is thus expected to satisfy a similar stick-slip law. Nevertheless, the precise picture
should be very different at the depinning threshold: the mean velocity is expected
to be non-smooth, but, compared to the case without interaction (1.53), the value
|FC| of the threshold and the value % of the depinning exponent are expected to be
radically different, in link with the glassy properties of the system, as predicted in the
physics literature [76, 79, 26| (see also [49, Section 5|). Indeed, due to the competition
between the pinning potential and the vortex interaction, the vortices are expected to
move as a coherent elastic object in a heterogeneous medium, yielding very particular
glassy properties, but a rigorous justification is still missing.

Since vortices are elastically coupled by the interaction, the problem is formally anal-
ogous to the motion of elastic systems in disordered media, which is indeed the
framework considered in the above-cited physics papers. In this spirit, a consider-
able attention has been devoted in the physics community to the simpler Quenched
Edwards-Wilkinson model for elastic interface motion in disordered media [62, 16].
These questions are also related (although again for different models) to the recent
rigorous homogenization results for the forced mean curvature equation and for more
general geometric Hamilton-Jacobi equations [7].

Remark 1.6. Although deriving a nonlinear stick-slip law based on the mesoscopic model
seems out of reach, a rigorous analysis is possible on a very short timescale: For ¢t = O(7.),
in each (mesoscopic) periodicity cell, the vorticity is shown to concentrate on the support
of the invariant measure associated with the initial vector field (cf. Proposition 9.1). This
mesoscopic initial-boundary layer result is in agreement with the above description of the
dynamics on larger timescales as transport takes place “along” invariant measures.

V(E)

(A) No thermal noise: stick-slip law.

|l

I

|V, (F)|

I
I
1

|F| | F|

(B) With thermal noise: Arrhenius law.

F1GURE 1. Typical current-velocity characteristics in the case of negligible

vortex interactions.

O
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1.5.3. System with thermal noise. Different stochastic variants of the Ginzburg-Landau
equation have been introduced in the physics literature in order to model the effect of
thermal noise in type-II superconductors [94, 54, 34| (see also [99, 46, 47, 101]| for corre-
sponding stochastic versions of the mixed-flow Gross-Pitaevskii equation to model thermal
and quantum noise in Bose-Einstein condensates). Although we do not study here the
mean-field limit problem for such models, we expect that for a finite number N of vor-
tices in the limit € | 0 the thermal noise acts on the vortices as N independent Brownian
motions: more precisely, in the regime (GLj), the limiting trajectories (z;)X, of the N
vortices are expected to satisfy the following system of coupled SDEs instead of (1.3) (cf.
e.g. [43, Section III.BJ),

(o + JB)dx; = ( ~ N7, Wi(an,. .. an) — Vi) + F(x,))dt +VoTdBt,  (1.55)

N
Wn(z1,...,2N) = —ﬂZlog |z — 2],

i#]
where Bj,...,By are N independent 2D Brownian motions. Such macroscopic phe-
nomenological models, where the thermal noise acts via random Langevin kicks, are abun-
dantly used by physicists [13, 49, 83]. In the case of a diverging number of vortices N, > 1,
in the regime (GL1), it is then natural to postulate that a good phenomenological model
for the (formal) mean-field supercurrent density v is given as the mean-field limit of the
particle system (1.55), that is, the following viscous version of (1.19),

(1.56)

divv =0, v|=g=v°".

{8,5V = Vp+(a—IB)(Vih — - — 2v)curlv+T Av,

In the regimes (GL32) and (GL3) we rather consider corresponding viscous versions of (1.20)
and (1.23), while in the regimes (GL}) and (GL)) these viscous equations should be replaced
by their versions without interaction term. In this viscous context, we may now consider the
homogenization problem for the mean-field model (1.56) with wiggly pinning force VfL(x) =
Vﬁo(n—lsx). We naturally restrict attention to the critical scaling for the temperature, that
is, T := .1y for some fixed Ty > 0. We first consider the scaling with negligible vortex
interactions before turning to the general nonlinear case.

(i) Negligible interactions: Arrhenius law.
If interactions are neglected, we are reduced to the following wiggly linear continuity
equation for the mean-field vorticity m,,

O = div ((a = IB)(Vaho(5) — F) 1) + n.To A (1.57)
The homogenization of this equation is a particular case of the nonlinear results in [31],
although the argument can be considerably simplified here, cf. [41]. The dynamics of
the homogenized vorticity m is characterized by a linear transport equation

oy = — div (Vg (F) 1),

with homogenized velocity field given by the following viscous analogue of (1.52),

Vi, (F) = —/Qrﬁd,ﬁo, (1.58)



MEAN-FIELD DYNAMICS FOR GINZBURG-LANDAU VORTICES 25

where ,u?o is the Ty-viscous invariant measure for the dynamics associated with the

periodic vector field = (a — Jﬁ)(VfLO — F) on the torus @, that is, the unique
probability measure on @) satisfying

T()A,u?0 + diV(FF,U,%)) =0.

For Ty > 0, since the viscous invariant measure '“50 vanishes nowhere on @, we find

VTO(F ) # 0 for all F # 0: the vorticity can never get stuck in local wells of the
pinning potential. The precise behavior of Vi, (F) for F' close to 0 is of particular
interest. Heuristically, the current 3 = 0 tilts the energy landscape, and the energy
barriers of size osc BO := max iLO — min iLO are overcome by thermal activation even
for small Fy # 0. The velocity law for this so-called thermally assisted flux flow is
expected to satisfy the classical Arrhenius law from statistical thermodynamics (cf.
e.g. [49, Section 5.1]),

Vi, (F) o Ty exp (— Ty *osc iLo) F, (1.59)

for |F | < Tp < 1, that is, the response is linear but exponentially small with respect
to the inverse temperature. This is easily checked in 1D [41] and is related to the
Eyring-Kramers formula [15, 53]. The typical velocity law is plotted in Figure 1b.

Non-negligible interactions: creep law.

We turn to the homogenization limit of equation (1.56) with wiggly pinning force
Vh(z) = Vﬁo(n—lsx) and with T' = n.Tp. A formal 2-scale expansion leads to the non-
local nonlinear homogenized continuity equation (1.54) for the homogenized vorticity
m with W (¥; ) replaced by its viscous analogue W, (v; F)(z) := Vi (F — 291 (z))
with Vg, defined as in (1.58). A rigorous justification of this homogenization limit
is particularly challenging but we show in a forthcoming work [41] that it can be
entirely solved if Coulomb interactions in (1.56) are replaced by smooth interactions,
and the homogenized equation is then well-posed.

As in the case without temperature, due to the competition between pinning and
vortex interactions, the precise dynamical properties of the homogenized vorticity are
expected to change dramatically with respect to the case of negligible interactions, in
link with the expected glassy properties of the system [49]. The main manifestation
is visible in the low-current low-temperature limit (|F'| < Ty < 1), where the linear
Arrhenius law (1.59) is now expected to break down, being replaced by a so-called
creep law: the mean velocity is expected to depend nonlinearly on the current and
to have all vanishing derivatives with respect to F at 0. This was first predicted
by physicists for related elastic interface motion models |77, 55| and then adapted to
vortex systems [44, 78, 50, 25, 26| (see also [49, Section 5| and references therein), but a
rigorous justification is still missing. Note that the key influence of vortex interactions
on the dynamics is exemplified in a simplified 1D model in [43, Section IV].
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2. DISCUSSION OF THE MESOSCOPIC MODEL

For future reference, note that in each of the considered regimes (GL1), (GL2), (GL3),
(GL)), (GL), and (GP), due to the explicit choice (1.8) of the zeroth-order term f, the
following scalings hold,

(a) Dissipative case, non-decaying setting:

IVhllwrie STAA, [Pl S Ay (2.1)
IFllwroe S 1A X+ AZ[logel® S A[logef?;

(b) Conservative case, decaying setting:

SLo Flmawie S A (2.2)

~

Il S 1+ AZllogel* S NZ.

VAl 1 aw.e

2.1. Derivation of the modified mesoscopic model. In this section we justify the
modified model (1.7) based on the 2D mixed-flow Ginzburg-Landau model (1.2) without
gauge. For that purpose, as in [102, 98|, we transform the rescaled order parameter ﬁwa
in order to turn the Neumann boundary condition into a homogeneous one, which makes
the applied electric current Jex appear as a bulk term in the equation. For that purpose,
we assume that a = 1 holds on the boundary 0f2, and that the total incoming current
equals the total outgoing current, that is, [ oq™ " Jex = 0. We then have /. 90 an - Jex =0,
so that there exists a unique solution ¢ € H'(2) of

div (aVy) =0, in Q,
n-Vip=n-Je, on 0.

Defining the modified order parameter u, := e~i/loglv %wg, a straightforward computation

leads to
)‘s(a + i|log6|ﬁ)8tu€ = Auz—: + QEUQE (1 - |u€|2)
+Vh - Vu, +illoge|F* - Vue + fue, in RT x Q, (2.3)
n-V(us/a) =0, on RT x 09, '

u€|t=0 = Ug,

where we have set

AN 1
h :=loga, F = —2V1y, and f= \/\ga - Z|log e|?|F|2. (2.4)
Note that the vector field F' satisfies div F' = curl (aF') = 0. In order to avoid delicate
boundary issues ®, a natural approach consists in sending the boundary 9 to infinity and
studying the corresponding problem on the whole plane R?. The assumption a|gq = 1 is

then replaced by
a(x) — 1 (that is, h(z) — 0) and Vh(z) — 0, as |x| 1 oo,

3. Another way to avoid boundary issues is to rather consider the equation on the torus. The total
degree of the order parameter u. on a period would then however vanish: in order to describe a non-trivial
vorticity with distinguished sign, we should rather work with the Ginzburg-Landau model with gauge.
As explained in Section 1.4, working with the gauge does not cause any major difficulty, but it makes all
computations heavier, which we wanted to avoid.
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while F), f are simply assumed to be bounded. Noting that this condition implies 2V+/a =
v/aVh — 0 at infinity, the Neumann boundary condition in (2.3) formally translates into
ﬁ - Vue — 0 at infinity. Further imposing the natural condition |u.| — 1 at infinity, we
look for a global solution u. : Rt xR? — C of (1.7) with fixed total degree degu. = N, € Z,
and with

x
|z|
If the fields F' and f do not decay at infinity, the solution u. may display a possibly
complicated advection structure at infinity, as explained in Section 2.2 below: it is then
unclear whether the above properties at infinity are satisfied and even whether the total
degree of u. is well-defined. As a more precise description of u. at infinity is anyway not
relevant for our purposes, it is not pursued here.

For simplicity, we may rather truncate F' and f at infinity, thus focusing on the local
behavior of the solution u. in a bounded set. In the conservative case, our results are
limited to this decaying setting. Note that one of the conditions div F' = curl (aF) = 0
must then be relaxed: we may for instance truncate ¢ and define F' via formula (2.4), so
that only the condition div F' = 0 is preserved. Since there is no advection at infinity in
this setting, the solution u. will be shown to satisfy the desired properties at infinity.

lue| — 1 and Vu:, — 0, as |x| T oo.

Remark 2.1. Rather than normalizing w. by the expected density /a, another natural
choice is to normalize by a minimizer 7. of the weighted Ginzburg-Landau energy [68],
that is, a nonvanishing solution of

Ay, = z_g(a - |7€|2)a in €,
n-Vvy. =0, on 0f).

Setting . = e iMogel¥ %wg with ¢ as before, we find

2,-.,
. - - u - = - . ~ - .
Ae(a +i|loge|B)Ovu. = At + %526 (1 = |@c|?) + Vh - Vi, + illoge|F+ - Vi, + fi,
in terms of h := log2, F := —2V'4, and f := —2|F|?, and we are thus reduced to a
similar equation as before. O

2.2. Well-posedness of the modified mesoscopic model. In this section, we address
the global well-posedness of the modified mesoscopic model (1.7), both in the dissipative
and in the conservative cases. In the dissipative case, global well-posedness is established
in the space L{° (R*; HL (R?%* C)) for general non-decaying data h, F, f, but no precise
description of the solution at infinity is obtained, due to a possibly subtle advection struc-
ture at infinity: it is not even clear whether the total degree of the solution is well-defined.
This difficulty originates in the possibility of instantaneous creation of many vortex dipoles
at infinity for fixed € > 0 due to pinning and applied current, although these dipoles are
shown to necessarily disappear at infinity in the limit € | 0 e.g. as a consequence of our
mean-field results. In contrast, in the conservative case, we must restrict to decaying data
h, F, f, in which case no advection can occur at infinity. As is classical since the work of
Bethuel and Smets [11] (see also [75]), we then consider global well-posedness in an affine
space LS (RT;U. + H'(R?%* C)) for some “reference map” U, which is typically chosen
smooth and equal (in polar coordinates) to Ve outside a ball at the origin, for some
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given N, € Z, thus imposing for u. a fixed total degree N, at infinity. More generally, we
may consider the following space of admissible reference maps,

E1(R?) := {U € L*(R%C) : V2U € HY(R%,C), V|U| € L3(R?),1 — |U|* € L(R?),
VU € LP(R?;C) Vp > 2}.

Our global well-posedness results are summarized in the following; finer results and detailed
proofs are given in Appendix A, including additional regularity statements.

Proposition 2.2 (Well-posedness of the mesoscopic model).

(i) Dissipative case (a > 0, 8 € R), non-decaying setting:
Let h € WL®(R?), a := eh, F € L®(R?)?, f € L®(R?), and w2 € HL (R?C).
Then there exists a unique global solution u. € LS, (RT; HL (R%C)) of (1.7) in
R* x R? with initial data u2, and this solution satisfies Oyu. € LS (RT; L2 (R2;C)).
(7i) Conservative case (o =0, § = 1), decaying setting:
Let h € W3™(R2), Vh € H2(R?)?, a := e, F € H3 N W3 (R?)? with div F = 0,
f e H2NW?2>(R?), and u¢ € U + H*(R?%;C) for some U € Ey(R?). Then there
exists a unique global solution u. € L3S (RT; U + H%(R?;,C)) of (1.7) in RT x R? with

initial data uS, and this solution satisfies Oyu. € LS (RT; L2(R?; C)). O

loc

Proof. Item (i) follows from Proposition A.2. We turn to item (ii). By Proposition A.1(ii),
the assumptions in the above statement ensure the existence of a unique global solution
ue. € LS (RY; U + H?(R?;C)). This directly implies that Au., Vh-Vu., F*+-Vu,, and fu.
belong to L (R*; L?(R?; C)). Using the Sobolev embedding of H!(R?) into L2 N LS(R?),
and decomposing uc(1 — |u-|?) in terms of u. = U + 4. with 4. € L2 (R*; H2(R?;C)),
we further deduce that u.(1 — |uc|?) belongs to L2 (R*;L?(R%;C)). Inserting this into
equation (1.7) yields the claimed integrability of Oyu.. O

Although a detailed proof is given in Appendix A, we include here a brief description of
the strategy. In the dissipative case with decaying data h, F, f, the arguments in [11, 75]
are easily adapted to the present context with both pinning and applied current. The
conservative regime is more delicate and we then use the structure of the equation to
make a change of variables that usefully transforms the first-order terms into zeroth-order
ones. The additional regularity assumptions in item (ii) above are precisely needed for
this transformation to be well-behaved. Finally, the general result stated in item (i) for
the dissipative case with non-decaying data is deduced from the corresponding result with
decaying data by a careful approximation argument in the space H&lOC(RZ; C).

3. PRELIMINARIES ON THE MEAN-FIELD EQUATIONS

As explained, it is convenient to first compare the rescaled supercurrent density NLE Je
with an intermediate e-dependent approximation v. : R x R? — R2, which is better
adapted to the e-dependence of the pinning potential and which is shown in a second step
to converge to the correct limit v. In all considered regimes, we derive equations for v. of
the form

Opve = Vpg +I'; curlve, Va‘t:O = V:; (3'1)

for some smooth pressure p. : R? — R and some smooth vector field I'c : R? — R2. The
pressure will either be taken proportional to a~!div (av.), or be the Lagrange multiplier
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associated with the constraint div (av.) = 0. Until Section 6, we only manipulate these
quantities v., p., s formally, while the suitable choice of the equation will be exploited
later. In order to ensure that all our computations are licit, the following integrability and
smoothness assumptions are needed.

Assumption 3.1.

(a) Dissipative case (o >0, f € R):
There exists some T > 0 such that for all e > 0, ¢ € [0,T), and ¢ > 2,

H(Véavvé)H(LQ-i-Lq)ﬂLoo Sta 1, ”C‘lﬂVEHleLOO Sel, ([div (ULVE)”L%LOo Sl

Nt ~Y
IPEllzree Se AZ2ANT VPellpzre Se AN,
1O vEll 2 aroe Se L+ A2 (l0vellizre Se 1o 10mhllpzre Se At
ITellwroe Se 1, |0 elpr2 Se 1.

St
(b) Conservative case (=0, 5 =1):
There exists some T' > 0 such that for all e > 0, ¢t € [0,7), ¢ > 2, and 2 < p < 0,

|(vE, wvh)|l L2+ L)AL= Sta L leurl vE|| 1 e St 1

IPellis i Seq 1 IVPLlzare Se L, 0ville e 1, llOpzllir Sep 1,
ITellwree e 1, 1022 Se 1 0

~t

In the present section, we introduce the relevant choices for equation (3.1) and we show
that the corresponding solutions v, exist and satisfy all the properties of Assumption 3.1.
Three different choices are considered,

— Dissipative case (cf. Theorem 1):

In Section 6, the rescaled supercurrent NLE Je is shown to remain close to the solution
v, of the following equation,

Ove = Vp, +Tcurlve, Velt=0 = V¢, (3.2)
B 2N, .
T. = A" Y(a - JB) (vlh _Ft_ |10g€€| va) p. == (\eaa) L div (av.);

— Nondilute parabolic case (cf. Theorem 2):
In Section 7, the rescaled supercurrent Nig Je is shown to remain close to the solution
ve of the following equation,

Ove = Vp, +Tccurl v, Velt—o = V°, (3.3)
2N,
T, = A1 (vih . \log; ve) _ = (\ea) " div (ave);

— Conservative case (cf. Theorem 3):
In Section 8, the rescaled supercurrent N% Je is shown to remain close to the solution
ve of the following equation,

Ove = Vp, +Tccurl v, div (av.) =0, Velt—o = Vg, (3.4)
2N, 1
T, = —Agl(vih gl 2 v5>
[log ¢|
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In addition, using the choice of the scalings for A., h, F' in each regime, we show how to
pass to the limit € | 0 in these equations, which is indeed needed to conclude the proofs of
Theorems 1, 2, and 3.

3.1. Dissipative case. Let us examine the vorticity formulation of equation (3.2) for v,.
In terms of m, := curlv, and d; := div (av.), it takes the form of a nonlocal nonlinear
continuity equation for the vorticity m., coupled with a convection-diffusion equation for
the divergence d.,

om, = — div (I'tm,),
Opde —(aX) T Ad: +(a).) "t div (d-Vh) = div (alem,), (3.5)
curlv, =m,, div(av.) = d,, '

me|i—p = curlvy, de|i=o = div (av?).

A detailed study of this kind of equations is performed in the companion article [40],
including global existence results for vortex-sheet initial data. The following proposition
in particular states that a local solution v. always exists and satisfies the various properties
of Assumption 3.1(a) under suitable regularity assumptions on the initial data v2. Note
that in the regimes (GL1) and (GL)), due to the choice A | 0, the solution v, is expected to
converge to the solution v of some incompressible equation with the constraint divv = 0, so
that we refer to (GL1) and (GLY%) as the incompressible regimes, and to (GL2) and (GL}) as
the compressible regimes. Some additional work is required in the incompressible regimes
since we then need to make clear the link with the limiting incompressible equations, in
particular in order to establish global existence in the mixed-flow case.

Proposition 3.2. Leta >0, B € R, h : R? 5 R, a :=¢", F: R*> - R?, and let
v 1 R?2 — R? be bounded in WH4(R?)?2 for all ¢ > 2 and satisfy curlve € P(R?). For
some s > 0, assume that h € WST3®(R2?), F € W5t2°(R?)2 that v° is bounded in
Wst20(R2)2 | and that curl ve and div (av®) are bounded in H*T(R?).
(i) Compressible regimes A\, ~ 1 (that is, (GLg)—(GL))):
There exist T > 0 (independent of €) and a unique (local) solution v. of (3.2) in
[0, T)xR2, in the space L.([0,T); ve +H2NW2>2(R?)2). Moreover, all the properties
of Assumption 3.1(a) are satisfied, that is, for alle >0, t € [0,T"), and q > 2,

”(VéaVVé)”(L%qu)mLoo Sta 1, ”CHerZHLlﬂLOO Sel, |div (avé)”LQHLO" Sl
Illizare e 1, VDLl Sel, 0vellz e Sels 0elliz e e 1.

In the parabolic case (B = 0), the solution v. can be extended globally, that is, T = occ.
In the scaling with negligible interactions (GL)), in the dissipative mized-flow case,
the existence time T tends to infinity as € . 0.
(ii) Incompressible regimes A\, < 1 (that is, (GL1)-(GL})):

Further assume div (av?) = 0. There exist T > 0 (independent of €) and a unique
(local) solution v. of (3.2) in RT xR?, in the space L2, ([0, T); ve +H?NW 2> (R?)2).
Moreover, all the properties of Assumption 3.1(a) are satisfied, that is, for all t €
[0,T) and q > 2,

||(V§,VV§)||(L2+LQ)0L°° Sta 1, HCUTIVEHLIme Sel, [ldiv (avé)HLQOL“’ Sl

HPZ”L%LOO St )\5_1/27 HVPEHL§L2 Sl HatPZ”Lfm St )\5_17
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10vE 2 e Se A2, 10vellzpz Se 1.

In the parabolic case (B =0), the solution v. can be extended globally, that is, T = cc.
In the dissipative mized-flow case, the existence time T tends to infinity ase 1 0. ¢

Proof. We split the proof into five steps. Item (i) is proved in Step 1, except the global
existence in the regime (GL)), which is postponed to the last step. The proof of item (ii)
is given in Steps 2—4.
Step 1. Compressible regimes (GLy)—(GL}).

Let s > 0 be non-integer. The assumption ||h|ystsoc, ||[F|lwss200e < 1 leads to
IATH (VAR — FH)|lyst2.00 < 1 in the considered regimes, and also A-!N./|loge| < 1 and

~

Ae ~ 1. Further using the assumptions on the initial data v2, it follows from [40, Theo-
rems 2-3| that there exists a unique (local) solution v. € L2, ([0,T); v2 +H? N W?2>(R?)?)

loc

of (3.2) in [0,T) x R? with initial data v2, for some T > 1. Moreover, it is shown in [40]
that this solution satisfies for all ¢t € [0,7),

Ve =vellmawze e 1, (mg, dD) | mawee Se 1, o m;=1 m;>0.  (3.6)
In the parabolic case, it actually follows from [40, Theorem 1] that the solution is global,
that is, T = co. We now quickly argue that all the claimed properties of v, follow from (3.6).

Combining (3.6) with the assumption that v¢ is bounded in W1h4(R?)? for all ¢ > 2, we
find

H(Vé,VVZ)H(L?JFLQ)mLOO Stq 1.
The choice p, = (A\-ca) ™1 d. with A\; ~ 1 leads to
el eremwiee S ldellmmmwree e 1.
Inserting this information into equation (3.2), we deduce
HatVZHL?mLOO S va2||L2r]L°° + HFZmZHLQQLw el
Testing the convection-diffusion equation d;d. —(\.) "1 (Ade — div (d:Vh)) = div (al'.m,)
with 0;d. yields
1 . _
/ |0y |2 + —()\Ea)lat/ |Vd.|? = —/ 9d. div ((Aear) 'deVh — al'em. ),
R2 2 R2 R2
and hence, integrating in time, with A, ~ 1,
1 _
19rdeligz 2 + 5 (Aec) HIVAL]E2
S IV, + 10l 2 (19l o + T e e el )
t t t
St 1+ [10de|l 2 p2-
Absorbing the last right-hand side term, we conclude
10:pellz e S 19kdellpz 2 S 1. (3.7)
All the claimed properties of v, follow.

Step 2. Estimates for convection-diffusion equations with large diffusivity.
In the incompressible regimes (GL1)—(GL5), the conclusion does not follow as in Step 1
since the corresponding choice p. = (M\.aa)~!div (av.) now contains the large prefactor
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(Aea)™! > 1. In particular, equation (3.5) for the divergence d. := div (av.) takes the
form

dyde: —(Aea) L Ad. +a7t div (d.VR) = div (alem.), (3.8)

with a large prefactor (A.a)~! > 1 in front of the Laplacian and with initial data d2 :=
div (av?) = 0. In this step, we consider the model convection-diffusion equation

dyw — vAw + div (wVh) = div g, wli=o = 0,

with large diffusivity v > 1. As the initial condition vanishes, a direct adaptation of [40,
Lemma 2.3| yields the following bounds: for all v 2> 1,

a) for all s > 0, there is a constan only depending on an upper bound on s an
for all s > 0, there i tant C' only d di bound d
|IVh||ws.c such that

1/2 ot
[+ + 02Vl e < C(F) ey gl e < CHY2Cgl|Lee e

ere is a constant C' only depending on an upper bound on ||V such tha
b) there i tant C' only d di bound Vh h that
[l g1 < Ce“ gl e

(c) for all 1 < p,q < oo, there is a constant C' only depending on an upper bound on
|IVh|r~ such that

1/2 c(1y2 Ct2
lwllgz e < C(£)2eCC gl 1o < C1Y2e|lg]lyp pa-

In particular, the same bounds as in [40, Lemma 2.3| hold uniformly with respect to the
large diffusivity v > 1. Further adapting the proof of (3.7) in Step 1 above, we easily find

(d) there is a constant C' only depending on an upper bound on ||VA|y1.. such that

12 ot
10wl zre < IVgllpzrz +C(5) / eV gl < Ct'2e gl -

Step 3. Incompressible regimes (GL1)-(GLY).

In the vorticity formulation (3.5), the large prefactor (A.a)™! > 1 does not affect the
equation for the vorticity m., but only the equation for the divergence d., which now takes
the form (3.8). However, for the choice d7 = 0, the result of Step 2 ensures that the
estimates for d. used in [40] hold uniformly with respect to the large prefactor. Hence,
as in Step 1, using the assumptions on the initial data, the proof of [40, Theorems 2—
3] shows that in the incompressible regimes there exists a unique (local) solution v. €

> ([0,T);v° +H? N W2°(R2)?) of (3.2) in [0,T) x R? with initial data v°, for some

T = 1. Moreover, it is shown in [40] that this solution satisfies for all ¢ € [0,T),

V=l i1, lmb e i1, [ mb=1, miz0. (39

In the parabolic case, it actually follows from [40, Theorem 1] that the solution is global,
that is, T = co. We now quickly argue that all the claimed properties of v, follow from (3.9).
By definition (3.2), we find ||T%|lyy1.0 <¢ 1. Combining (3.9) with the assumption that v2
is bounded in W14(R?)? for all ¢ > 2, we obtain

H(Vé, VVDH(LQ + LO)NL® St 1
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Using (3.2) in the form p. = (A\.aa)™! d., and applying items (a)—(c) of Step 2, we find

< )\gl/Q

DLl grewiee S A mawree St St A2,

l[aTeme [pee (rrimnee) St
where the last inequality follows from (3.9). Similarly, using the choice h = A:h in the
form R

Vp. = (Aea) 'V(a'd.) = (ea) ' (AZ'Vd. —d. V),
item (a) of Step 2 yields

IVPellLz Lz < >‘e_1||VdeHL§ 2+ lldellpee 12 St flaleme||peo 2 S 1.
Inserting this information into equation (3.2), we deduce
10:vEll2 oo S IVPEl2 e + ITE L [l e Se A2,

and similarly

10 lliz iz S 1VPla e + Tl v lmellz 2 e 1.
Finally, item (d) of Step 2 yields

190212 S A H1Bdellz 12 S At laTemel|pe g Se AT

All the claimed properties of v, follow.

Step 4. Global existence in the mixed-flow incompressible regimes.
The energy estimates of [40, Lemma 4.1(iii)] yield

<t L.

~

Ive = v2lla
Using this estimate and [, [m%| =1 for all ¢, and arguing as in [40, Step 1 of the proof of
Lemma 4.5, we find
I¥Elles Se 1+ ] o™ (2 + [t o)
. o 1/2 : o
4 div (vt = v2) 2 log2 (2 + v (vE —v) g ppoe). (3.10)
Item (a) of Step 2 yields
e Su A2 llalome e o 5o A2 e — V2l e o llmellge e -+ AY2 e o 2
1/2
S A2 e e + A2 e |2 o
and hence, in terms of div (v. —v2) = a 1d. —=A.Vh - (v. —v?),
Idiv (vE = v2)llgz Se AV2(L+ e lpge oe).
Inserting this into (3.10), we find
IvEllee Se (1+ [Imeflege noe) log'/? (2 + flmelrge roe + div vE]|re). (3.11)
Item (c) of Step 2 yields
ldEflee Se A2 [lalemelege tee S AL+ [[vellege 1) [Imeflnge oe,
or alternatively, in terms of divv, = a~'d. —)\EVﬁ Ve,
Idiv vE [l Se A2 (L A+ [Ivellrge toe ) (1 + [fme|rge poe)-
Combining this with (3.11) leads to

HdiVVZHLOO St )\;/2(1 + HmeH%go L°°)10g1/2 (2 + [Jme f|ge Lo + ||diVV2||L°°)-
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Estimating logl/ 2 by log, applying the inequality alogb < b+ aloga to the choices a =
1+ ngﬂigo oo and b = 2+ ||lm.|[pse oo + [|div vE||p, and using A. < 1 to absorb the term
||div vi|| > appearing in the right-hand side, we find

Idiv vE [l Se AY2(1+ [lme[E5o 1) log (2 + me]|rgeree),
so that (3.11) finally takes the form
IvEllee Se (1+ [Imelege o) log'/? (2 + [[me||rge ro).
In particular, we deduce the following estimates,
Vel Se 1+ Imeflfere  and  [ldEflee Se AYP(1+ [Ime|Fee pe).

The result in [40, Lemma 4.3(i)| then yields the following bound on the vorticity m,,

Imtll S exp (Ct(1+ dellger + Alvellie 1))
St oexp (Cﬂéﬁ(l + ||ms\|i§° )

As A. < 1, this bound easily implies that for all 7" > 0 there exists o(7") > 0 such that
for all 0 < & < go(T) the vorticity m! (if it exists) remains bounded in L>(R?) for all
t € [0,T]. Then repeating the arguments in [40, Sections 4.2—4.3|, this a priori bound on
the vorticity allows to deduce existence and uniqueness of a solution on the whole time
interval [0,7"]. This proves that the existence time blows up as € | 0.

Step 5. Global existence in the mixed-flow compressible regime (GL).
Just as in (3.10) above, we obtain the bounds |[vi —v2||;2 <; 1 and
1/2
I¥elluee Se 14 mt % log” (2 + [jme )
+ div (v — v2) g2 TogH2 (24 v (v — vl o). (312)
Considering the equation (3.5) for d., the a priori estimates in [40, Lemma 2.3| yield
el Se 1+ laleme|[pee 12 e 1+ [Jmepee 2 + [Jme[Lge poe [ve — Vel 2
St 1+ |lme||pse Lo,
and also
[l e 1+ [lalemelligeroe Se 1+ [lmellrge roe (1 + [[ve g ve)-
As by definition div (vi —v2) = a7 1(dL — d2) — Vh- (vL — v2), these estimates take the form
[div (v = vE)llLe Se 1+ llmellrge roe, (3.13)
div vElliee S (14 fJmefluge o) (1 + [lvellige o).
Injecting these estimates into (3.12) yields
1/2
¥l <01+ I dog!/? (2 + [t <)
+ (1 + [me|Lge oe) log"2 (1 4 [Ime|nge Loo ) (1 + [|ve|lLge 1<)

St (1 |Imef|rge 1o ) log? (2 + |me|nge oo + [[VelLge o).
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Estimating logl/2 by log, applying the inequality alogb < b 4+ aloga to the choices a :=
1+ [[me[pee oo and b := 2+ ||m.||pee oo + %vaHLgo 1, and choosing K ~; 1 large enough
to absorb the term |[|ve||pee Lo appearing in the right-hand side, we find

[Vellnge e e (1+ [Imellnge roe) log (2 + [lmel|pge noe),
so that (3.13) takes the form,
[div vellige oo e (14 [ImelLee o) log (2 + [[mel|pee o).

The result in [40, Lemma 4.3(i)] then gives the following bound on the vorticity m., in the
considered regime (GL)),

CtN.
log €|

N, .
It S exp (Co(1+ o vediva ) ) 1w

3
= el i ).

As N, < |loge|, this bound easily implies that for all ' > 0 there exists £¢(7") > 0 such
that for all 0 < & < &o(T) the vorticity m. (if it exists) remains bounded in L>°(R?) for all
t € [0,T]. Then repeating the arguments in [40, Sections 4.2-4.3|, existence and uniqueness
of a solution on the whole time interval [0, T'] follows from this a priori bound. This proves
that the existence time blows up as € | 0. U

We now show how to pass to the limit in equation (3.2) as € | 0, which is easily achieved
e.g. by a Gronwall argument on the L2-distance between v, and the solution v of the
limiting equation.

Lemma 3.3. Let the same assumptions hold as in Proposition 3.2, and let v. : [0,T) x
R? — R? be the corresponding (local) solution of (3.2), for some T > 0 (independent of €).
Assume that v2 — v° in L2 .(R?)? as ¢ | 0. The following hold.

uloc
(i) Regime (GL;):
We have ve — v in L2, ([0, T); L2, . (R%)?) as € | 0, where v € LS (R*; v° + L2(R?)?)
is the unique global (smooth) solution of

- _ 1y Ll
{&gv—VIH—(Oé JB)(V=h — F* = 2v)curlv, (3.14)

divv=0, v[==v°.

(7i) Regime (GLg) with % — X € (0,00) and v = v°:

We have v. — v in L2([0,T); L2(R?)?) as € | 0, where v € L,([0,T); v° + L2 (R?)?)

loc
is the unique local (smooth) solution of

{@v = a7 'V(a~ div (av)) + (o = IB)(VEh — F+ = 2Av)curl v, (3.15)

Vo = v°.
(iii) Regime (GL)) with v2 = v°:

We have ve — v in L2 ([0, T); L2(R?)?) as € | 0, where v € LS (RT; v° +L2(R?)?)
is the unique global (smooth) solution of

{@v = a7 'V(a ' div(av)) + (@ = I8)(V*+h - Feuly, (3.16)

V=0 = v°.
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(iv) Regime (GL)):
We have ve — v in L ([0, T); L2, . (R?)?) as € | 0, where v € LS (RT; v° + L2 (R?)?)
is the unique global (smooth) solution of

dv = Vp+(a —IB)(VEh — FH)curlv, (3.17)
divv =0, v[i=o=v°. ' o

Proof. We treat each of the four regimes separately. We denote by &5 () := e~ lr=2l/R the
exponential cut-off at the scale R > 1 centered at z € RZ?.

Step 1. Regime (GLy).
Using the choice of the scalings for A., h, F' in the regime (GL1), with A\, = % < 1,

and setting a, := a = a*, equation (3.2) takes on the following guise,
Ove = Vp. +(a —IB)(Vrh — FH —2v.)curlve, p, := (Aeaae) ' div (aev.),

with initial data ve|;—o = v — v° in L2 .(R?)2. As A\, — 0, it is then formally clear

from the vorticity formulation of this equation that v. should converge to the solution v
of (3.14).

The existence and uniqueness of a global smooth solution v € L2 (R*;v® + L%(R?)?)
of (3.14) are established in [40, Theorems 1 and 3|. Moreover, we show that the following
estimates hold for all £ > 0 and R,0 > 0,

Wil Seto 160 D) iy Seo B lleurl vt = 1. (3.18)
The bounds on v are indeed direct consequences of the results in [40] together with the
regularity assumptions on the data (in particular v° € L(R?)?2 for all ¢ > 2). It remains to
check the bound on the pressure p. Taking the divergence of both sides of equation (3.14),
we obtain the following equation for the pressure p’, for all ¢ > 0,

—Aph =div (o — I8)(V*rh — Ft — 2v!)curlv').
By Riesz potential theory, we deduce for all 2 < ¢ < oo,

P llue Sq (1 [vH o) llewrl VAl 2o S (14 IIvH o) (flewrl v [l + [V i) Se 1,

and the bound on the pressure p follows.
We turn to the convergence v, — v in Ly ([0,7"); L
argument. Using the equations for v, v, we find

2
uloc

(R?)2) and argue by a Gronwall

at/ a:&q|ve —v[* = 2/ a:p(ve—v)-V(p.—p) — 4a/ a:65|ve — v[curl v,
R2 R2 R2
+2 / acEilc— IB) (VR — FY — 2v) - (ve —v) ewrl (ve —v). (3.19)
R2
Integrating by parts in the first term, decomposing

div (aclp(ve — V) = a:VER - (Ve — V) + Acaalhp. —)\gagff%Vﬁ v,
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noting that the second right-hand side term in (3.19) is nonpositive, and using the following
weighted Delort-type identity (as e.g. in [40]),
(ve —v)curl (ve —v)
= a

“ve—v)tdiv(as(ve —v)) — zaZve = v[*V4a. — aZl(div (ae Sy, — )t (3.20)

A A ~ . .
= dap.(ve—v)E = A (Vh-v)(ve —v)* — 7€|V5 —v[’Vth — a1 (div (acSy, — )t

in terms of the stress-energy tensor S, := w ® w — %|w|2 Id, we deduce

0 [ ackilve v <=2 [ aclp. D)6k (o) - 2xa [ akip.(p. ~p)
R2 R2 R2

+ 2. /2 a:€5(p. —p) v-Vh + 2« /2 ac&ip.(a —IB)(VEh — Ft —2v) - (ve —v)*t

R R
o / 0.85(Vh - v) (@ — IB)(VEh — B — 2v) - (v. —v)*
R2
— Ae/ al3|ve —v|?(a = IB)(V+rh — F+ — 2v) - V*h
R2

2[0Sy sV (€hlad + (TR - - 2v),

R2
and hence, using (3.18) in the form ||v!||jy 1.0 < 1, the assumption ||(VA, F)|lyy1.0 < 1, the

property |[VE%| < R™1€% of the exponential cut-off, and the pointwise estimate | S,,| < |w/?,
we obtain

o / acilve —vP < (R~ \a) / 0:5]p.
R2 R2

OB +A) [ ackillol + 1) + Ci [ actilve =P

Choosing R = A\Z™ for some n > 1, we obtain R72 < A, hence R~2 — .o < 0 for & small
enough. Using (3.18) to estimate the second right-hand side term then yields

at/ =65 — v[* Sip RPN +/ aclve —v[> S A0 +/ a:E5|ve —v[*.
R2 R2 R2
For 6 > 0 small enough, the conclusion follows from the Gronwall inequality.

Step 2. Regime (GL2).
Using the choice of the scalings for A, h, F' in the regime (GL2), equation (3.2) takes on
the following guise,

N 2N,
Ove = a V(a"tdiv (ave)) + <(a - IpB) (VLh . \10g27\v€ )> curl v,

|1é\§€| — X € (0,00), it is formally clear that v. should

converge to the (local) solution v of equation (3.15). Existence and uniqueness of v are
given by Proposition 3.2 just as for v, and the following bounds hold for all ¢ € [0,T),

16 D) lwree S0 L flewrd v = 1. (3.21)

with initial data vg|i=g = v°. As

~t
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Using the equations for v, v, we find
815/ agq|ve —v|?
RQ
=2a7! / acs(ve —v) - V(e tdiv (a(ve —v))) —
R2
PO 2N,
+2/ d{%((a—.ﬂﬁ)(VLh—Fl— <
R2

llog e
N ~ -2
4(@ A) /Rﬂﬁfz(ve—v) (a —J8)veuly.

4aN,
[log e|

v ) ) - (Ve — v)(curl v, —curlv)

/ acq|ve — v|Peurl v,

Integrating by parts, using the weighted Delort-type identity (3.20) in the form
(ve —v) curl (v —v) = a~H(ve — v) Tt div (a(v. — V))
- §\V€ —v2PVth —a " (div (aSy. — )7 ,

using the properties (3.21) of v, v, the assumption ||(Vh, F)|ly10 < 1, and simplifying
the terms as in Step 1, we easily deduce

at/ atqlve —v|? < —2a_1/ a~ ez div (a(ve —v)))?
R2 R2

+Ct/2£fg|vs—v||div (a(ve —v))] +Ct/2 d£§|v€_v|2 + C,
R R

)

€ —_—
|log |
hence 8y [p2 a&|ve — v|? S Cy [ge a€|ve — v|* +04(1), and the conclusion now follows from
the Gronwall inequality, letting R 1 oo.
Step 3. Regime (GL)).

Using the choice of the scalings for A., h, F' in the regime (GL}), equation (3.2) takes on
the following guise,

.. 2N
Bve = o~ 'V (@ div (av.)) + (« — JB) (vlh . “Og;ve >curlvg,

with initial data v¢|;=9 = v°. As by assumption — 0, it is formally clear that v,

Ne
[log e
should converge to the solution v of equation (3.16) as € | 0. Existence, uniqueness, and
regularity of this (global) solution v are given by Proposition 3.2 just as for v., and the

convergence result follows as in Step 2 (with A = 0).
Step 4. Regime (GL)).
Using the choice of the scalings for A, h, F in the regime (GL}), equation (3.2) takes
the following form, with a. := a*s,
2A71 N,
[log e

Ove = Vp,. +(a—1JB) <Vlﬁ —Ft -

Ve ) curl vg,

p. == (Aeaas) "t div (agzve),

(R?)2. As by assumption A1 ‘logﬁg' — 0,
it is formally clear that v. should converge to the solution v of equation (3.17) as € | 0.
Existence, uniqueness, and regularity of this (global) solution v are given by Proposition 3.2
just as for v, and the convergence result follows as in Step 1. O

with initial data vc|[;=p = vZ — v° in Liloc
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3.2. Nondilute parabolic case. Let us examine the vorticity formulation of equation (3.3)
for ve. Asin (3.5), in terms of m, := curl v, and d. := div (av,), it takes on the following
guise,

Om, = — div (['Zm,),

Opd. —AZ1Ad. +271div (d.Vh) = div (al'-m,),

curlve = mg, div(ave) =d,

me|i—g = curlv®, d¢|=o = div (av®).

In the present nondilute regime, as A. 1 0o, the diffusion tends to be degenerate and more
work is thus needed to ensure the validity of uniform a priori estimates. The key consists in
suitably exploiting the well-posedness of the degenerate limiting equation, studied in [40].
As an immediate corollary of such estimates, we also deduce that v. converges to the
solution v of this degenerate equation.

Proposition 3.4. Let h : R? - R, a := e, F : R? — R2, and let vo i R?2 — R? be
bounded in WH4(R?)? for all ¢ > 2 and satisfy curlve € P(R?). For some s > 0, assume
that h € Wst6:0(R2) | € W5+5°°(R?)2 that v° is bounded in W*+5°(R?)2 that curl v2
is bounded in H*7*(R?), and that div (av?) is bounded in H*3(R?).

In the regime (GL3) with v2 = v°, there exists a unique (global) solution v. of (3.3) in
R* x R?, in the space LS (RY;v° +H*t4(R?)2). Moreover, all the properties of Assump-
tion 3.1(a) are satisfied: for all T > 0 and q > 2, there is some eo(T) > 0% such that for
all0<e<eg(T) and0 <t <T,

||(VZ,VVZ)||(L2+L‘1)0L°° Sta 1, HmZHLlﬂLw el ||atVZHL20L°° Sl
iz mpe <6l IVAlzape Se o ll0defle S0 1. (3.22)

In addition, there holds ve — v in LS (RT;v° + HST3(R?)?) as e | 0, where v is the unique
(global) solution of

OV = _(fl + 2v) curlv, (3.23)
V‘t:O =V,
in RT x RY, in the space LS, (RT;ve +HST4 N WsH4o(R2)2). 0

Proof. Direct estimates on v, as in [40] are not uniform with respect to A. > 1. As we
show, however, exploiting strong a priori estimates on the limiting solution v allows to
deduce the desired uniform estimates on v.. We split the proof into two steps.

Step 1. A priori estimates.
Let s > 0, and assume that h € Wt3°(R?), F' € W5t2°(R?)2, and that there
exists a unique global solution v of equation (3.23) with v € L2 (RT;v° +L3(R%)2) N
o (RT; WeT20(R2)2) and with m = curlv, d := div (av) € L2 (RT; H572(R?)). Also

assume that there exists a unique global solution v, of (3.3) in L{2 (R*;v° +H**2(R?)). In

loc

this step, we consider the nondilute regime A > 1, and we show that for any fixed ¢ > 0
we have for all € > 0 small enough (that is, for all A\, large enough),

Ve = Vllre et + [me —mllpee grosr + [|de — d|pge o < CeAZY, (3.24)
[de = dl[pe ot < CeAZY2,

4. Only depending on an upper bound on T, s, s, ||A|lyet6.00, [|(EF, V) lswress.00s [V |liaas M| prota,
and ||d°|| gs+3.
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hence in particular,
Ve = vOllLge rs+2 + [Ime[Loe grs+1 + [|del[Lge o1 < C, (3.25)

where the constant C; only depends on an upper bound on A;!, s, s71 HBHWS+3,<X,,
[Fllws+zo0, [[V]Lee werzoo, [[(m,d)||Lge gs+2, [[v = vl 2, and on time ¢. We split the
proof into six further substeps. In this step, we use the notation <; for < up to a constant
Ct > 0 as above, and we use the notation < for < up to a constant that depends only on
an upper bound on AL, [|]|yys+5.00, and on || F||yyss+2.cc.

Substep 1.1. Notation.

Define v, := A (ve —V), dm. := curldv, = A:(m.—m), and 0d. := div(adv.) =
Ae(de —d). Given the choice of the scalings, equation (3.3) for v. takes on the following
guise,

Ove=A\'V(a"'d.) + (AR - FY — 2v,) m,, (3.26)

and hence, decomposing v, = v —i—)\;ldvg,

By +AATL00v. = —(FL + 2v) m AT <V(d‘1d) +mVih — FLom, —2vém, —2m5vg>
FAT? (V(Eflédg) 4 Om. VA — 26v._6m, )

Injecting equation (3.23) for v and multiplying both sides by A., we obtain the following
equation for dvy,

Orove = A1V (a71ed.) + (We — 207 1ove)dm, —2mdv, +G, (3.27)
with initial data dv.|¢=g = 0, where we have set
G:=V(@1'd)+mVth,  W.:=X'Vih—Ft—2v.
Taking the curl of (3.27) leads to
dy0m, = — div (W — 227 16vE)om,) + 20vE -Vm —2m dm, +curl G, (3.28)
while applying div (a-) yields
9,0d. = AT A6d, —A7 div (6d.Vh)
+ div (a(W, — 2A76v.)dm,) — 2div (amdv,) + div (aG), (3.29)

with initial data dm.|;—9 = 0 and dd.|;—9 = 0. Proving the result (3.24) thus amounts to
establishing uniform a priori estimates for the solutions dv., dm,., and dd. of the above
equations.

Substep 1.2. L?-estimate on dv, and dm..
In this step, we show that

H5VEHL§° L2+ HfsmSHL;XJ(HfImL?) + HfsdeHLgo a1 Sel (3.30)
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On the one hand, from equation (3.27), noting that —2A- v, dm, —2mév. = —2m.dv,
we find by integration by parts,

at/ alov.|* = —2A€1/ d1\5d5\2+2/ adve -(Weom. —2m.6v. +G)
R2 R2 R2

<2 / asv. -(Weom, +G),
R2

and hence, using the Cauchy-Schwarz inequality and injecting the definition of G and W,

(at(/R2 &|6v§|2)1/2 < W (/R2 d|6m§|2)1/2 . </]R2 d|Gt|2)1/2

SV, B ueel|omelpz + [1d| g + [[m]lp2
St 1+ [|ome]l e,
that is,
||5Vs||L§° L2 St HémEHLt"O 2+ 1. (3.31)

On the other hand, equation (3.28) yields by integration by parts,
at/ |6, |? :/ |om. 2 div (=WE + 227 tovd)
R2 R2

—4/ \5m5\2m+2/ om, (2(5V€L Vm +curl G),
R2 R2
and hence, decomposing div (A\-'6vE) = —A-1ém. = m —m. < m,
Bt/ |om,|? S/ \5m8‘20ur1W5+2/ om, (25V€L Vm +curl G)
R2 R2 R2

< IVWellioe lome [F2 + 41V ee|ove |2 [lomel 2 + 2[lcurl G2 [|ome | 2.

Injecting the definitions of G and W, with A\-! < 1, and using (3.31) to estimate the
L2-norm of dv. in the right-hand side, we deduce

Orllome |z S llomeflpz + [|0vEllrz +1 e flome e 2 + 1.

Combining this with (3.31) and with the obvious estimate ||(dm.,dd.)|| ;-1 < [|6ve|ly2, the
conclusion (3.30) follows from the Gronwall inequality.

Substep 1.3. H*t1-estimate on dm..
In this step, we show that

Ollome [ ot e 1+ ([0 gratr + [[0de]| s

+ )\gl(HémeH?{SH + ||6me || prs+1 [|6de | gs+1) . (3.32)

Arguing as in [40, Proof of Lemma 2.2|, with s > 0, the time derivative of the H*-norm of
the vorticity dm,. is computed as follows,

1 _ s+ g;
Oellome || s < 5 div (Weh =222 16v2) e [[me [ o + [[{V)™H div, W2 ]ome |2

+ 27 [(V) T div, dvE]ome ||y 2 + 2[|6vE -Vm]| e
+ 2||m om; || gs+1 + [[curl G|| grs+1

S (Wellwsraco + [Imlfyyetrco)|ome || goss + Iml| o2 [0ve | gosa
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+ A7 ([0vellwroc llome [l ger + 6me oo l|0vellprov2) + leurl G| o

Injecting the definition of G' and W, with A\;! < 1, and using the Sobolev embedding for
L>®(R?) into H**!(R?) with s > 0, we find

Dullomeyross S l1omellpross + 5%l pross + AT [6vellgoselOmell o + 1. (3.33)

Decomposing 6ve = a~'V+(div ¢~ V)" 'ém, +V(div aV)~1dd., we appeal to e.g. [40,
Lemma 2.6] in the form

H6V5||HT'+1 fs H(SmEHH*lﬂHT + ||6d€HH71mH7‘7 (334)

with successively r = s and r = s+ 1. Injecting this into (3.33), and using the result (3.30)
of Substep 1.2 in the form ||(ém,,dd.)|| ;-1 ¢ 1, the conclusion (3.32) follows.

Substep 1.4. H*H1-estimate on dd, without loss of regularity.
In this step we show that

A2 )0delpe provn So L [10meluge grovr + [[0dellige e + A [Smel|f e presae (3:35)

Equation (3.29) for the divergence dd. takes the form 0,0d. = )\E_lA&de—}—div H_, where
we have set

He = _)\gléda Vh+ a(We — 2)‘;15V6)5m8 —2amév, +aG.
Testing this equation with (—A)~!(V)2(+1),6d., arguing as in [40, Proof of Lemma 2.3(i)],
we find
t
L A

and hence, injecting the definitions of H., GG, and W, with s > 0,

t
N0 e o o A2 / 00 2+ A28l g 60 [ e

+ HémeHigo e+ T ”5V6H12J§° g+ T 1
The Grénwall inequality with A-! < 1 then yields
)‘;1”5(16”%;” ot St 1+ ”‘Sma”%;ﬂ e+ T ”‘SVe”%go me+1 + )‘;2”5%”1%50 Hs+1 HémeHigo Hstl

The conclusion (3.35) follows from this together with the bound (3.34) and with the re-
sult (3.30) of Substep 1.2 in the form ||(dm., dd. )| ;-1 Se 1.

Substep 1.5. H®-estimate on dd. with loss of regularity.
In this step, we show that

ul|8de | rrs Se 1+ [10de e + 10me || grosr 4+ AZ T ([[0me|Fpeer + [10de| s [|0me || ros1). (3.36)
Equation (3.29) for the divergence dd. yields after integration by parts,

O6d. | < —227" / V(V)*6d. 2 + 2>\;1/ (V) (5d.Vh) - V(V)*6d.
R2 R2
+ 2/ (<V>S5d€) div (V)?* (CL(VV6 — 2)\;15V5)(5m5 —2amov, +aG)
]R2

< AY0doVR| 3 + 2)|6de || s (a(We — 2271 6ve)dme +aG| o
+ 2[|méd. || s + 2||adve-Vm| gs),
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and hence, injecting the definition of G and W,
Oul|8de |l Se 1+ 110de s + [[6mel|osr + [6vellzrs + A2 H[[6ve | o |00 | oo

The result (3.36) follows from this together with the bound (3.34) and with the result (3.30)
of Substep 1.2 in the form ||(dm.,dd. )|/ ;-1 ¢ 1.

Substep 1.6. Proof of (3.24) and (3.25).
Injecting (3.35) into (3.32) with A-1 < 1, we find
Oellome||pee grotr Se 1+ [|6me||pee ot + [[0de||Lge s
+ A2 (0mel[F o pross + 10del|E e gre) + AT ?|0me][F prosa
Together with (3.36), this yields
By ([l0melpge gro+r + [[0de|Lge =)
St L4 [[0melpge ot + [|0de]|Lge ms
A2 (16me[F oo grovs 4 18delFoe 7o) + A2 10me [Foe grovs
St 1+ [[0me[pee gror + [[0de||Lge ms + >\5_3/4(||5me||L§° e+ + [|6de|[Lee He)?,
and hence, by time integration,

_ 3
Jomelluge moes + 00z e < Co(14+ AT (lomelge grosn + 100 ge ue)*)

For any ¢t > 0, choosing € > 0 small enough such that Ag3/4 < (2C;)3, we obtain
[0mel[ee rs+1 + [[0de||Lge ms St 1.

Combining this with the bound (3.34) and with the result (3.30) of Substep 1.2 in the form
of ||(5m€?5d6)”H—1 St 1, we deduce

[0vellrge s+t + [[0mellpee grotr + [|0dellLge s St 1.
Injecting this into the result (3.35) of Substep 1.4, we find
16de o prsr e A2,
and the conclusion (3.24) follows. Further decomposing v. = v +AZ16v,, these results yield
[me([Loe grs+1 4 [ldel[Loe gs+1 Se 1.
Combining this again with (3.34), we obtain
[ve — VOHLgO me+2 S [lme — mO”Lfo g+t +[|de — doHLgO g+t +[[ve — VOHLgO L2
Se LA AT ([10me | Lee grosr + [18del|pge o + [[0Vellpeer2) Si 1,
and the conclusion (3.25) follows.

Step 2. Conclusion.

Let s > 1, and assume that h € W5 (R2), ' € Wst4o(R2)2 v° € W+ (R2)2,
curl vo € H*H3NWs+3°0(R?), and div (av®) € H*t?(IR?). In this step, we use the notation
< for < up to a constant that depends only on an upper bound on the norms of these data
and on s and (s — 1)71, and we write <; to indicate the further dependence on an upper
bound on time .
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Under these assumptions we know from [40, Theorem 4] that equation (3.23) admits a

unique global solution v € L2 (RT; v° + H* T3 N WsT3°°(R?)2) which implies in particular

[V = v°llLee mrs+s + [[Vl[Lge wsts.o + [[(m, d)[|Lpe prsve St 1

In addition, we know from [40, Theorem 1(i)| that equation (3.3) also admits a unique
global solution v. € LS (R*;v° +H+3(R?)?). We may thus apply the result of Step 1,
which for any t > 0 yields for all ¢ > 0 small enough,

[Ve = VO[Lse mro+2 + [lmel[pee grstr + [|dellpse grsvr St 1.
As s > 1, this implies by the Sobolev embedding,

Ve = VllLoo (mr3nmz.oe) + Ime [|ee (rzamwrooy + lldellnee (rzamrey St 1,

and hence, using these bounds in equation (3.26),
[0evellLge (o) + 10¢dellpoe 12 St 1.

The desired estimates follow. Finally, the result (3.24) of Step 1 with A, > 1 directly
implies the convergence v. — v in L{2 (RT; v° + H5T2(R?)?). O

3.3. Conservative case. Let us examine the vorticity formulation of equation (3.4) for
ve. In terms of m. := curl v, it takes the form of a nonlocal nonlinear continuity equation
for the vorticity m,,

omm, = —div (I'fm,),
curlve =m,, div(av.) =0, (3.37)

m,|i—o = curlve.

Given the form of ', in (3.4), this equation is a variant of the 2D Euler equation in vorticity
form and is known as the lake equation in the context of 2D fluid dynamics (cf. e.g. [18, 19]):
the pinning weight a corresponds to the effect of a varying depth in shallow water, while the
forcing Vh — F is similar to a background flow. A detailed study of this kind of equations
is performed in the companion article [40|. The following proposition states that a solution
ve always exists globally and satisfies the various properties of Assumption 3.1(b), under
suitable regularity assumptions on the initial data v¢.

Proposition 3.5. Let h : R? - R, a := e, F : R? — R2, and let vo i R? — R? be
bounded in WH4(R?)? for all ¢ > 2 and satisfy curlve € P(R?). Assume that h € L°(R?),
Vh,F € L*nW2>(R?)?, that a(z) — 1 uniformly as |x| 1 oo, that v is bounded in
W20 (R2)? with div (av?) = 0, and that curlve is bounded in H'(R?).

In the regime (GP), there exists a unique (global) solution v. of (3.4) in RY x R2, in the
space L2 (RT;ve +H? N WL (R2)2). Moreover, all the properties of Assumption 3.1(b)

are satisfied, that is, for allt >0 and ¢ > 2 and 2 < p < oo,
‘|(V2avvé)”(L2+Lq)ﬂL°° Sta 1, ||CUT1V2||L10L°° Sl
IPtllenre Seg L VD2 e Se 1 [100vElli2 Se 1, (10t llie Sep 1.
In addition, for all @ >0 and ¢ > 1, setting p, , = X, P., we have for all t > 0,

IV, — )z Sor '2 + / jcurl v2 . (3.38)
|z[>e O



MEAN-FIELD DYNAMICS FOR GINZBURG-LANDAU VORTICES 45

Proof. We split the proof into three steps.

Step 1. Preliminary.

In this step, we prove the following Meyers-type elliptic regularity estimate: if b €
L>®(R?) satisfies 3 < b < 1 pointwise, and b(z) — 1 uniformly as |z| 1 oo, then for all
g € L' NL2(R?)? the decaying solution v of equation — div (bVv) = div g satisfies for all

2 < q < o0,

lolie Sq llgll 26, o S llgllirnpe-

NL
Let b € L°(R?) be fixed with 3 < b < 1 pointwise and b(z) — 1 uniformly as |z| 1 co.
Set b, := x» + b(1 — x,) and decompose the equation for v as follows,

—div (b,Vv) = div (g + (b — b,) V).

Let 1 < p < 2. Meyers’ perturbative argument [74] gives a value x, > 0 such that, if
b € L=(R?) satisfies x, < b < 1, then for all k € L' NL2(R?)? the decaying solution w
of equation — div (bVw) = div k satisfies | Vw|r <, ||k|lLr. By definition, for r large
enough, the truncated coefficient b, satisfies x, < b, < 1, hence

IVollr Sp llg + (0= b)) VollLe.

Using the elementary energy estimate | Vv||;2 < |lg/l2, and noting that b, = b in R?\ By,
Holder’s inequality yields

1

2 1 2
IVollie Sp llglie + IV0llLes, S llgllee + 72572 Vol < [lgller + 7

Al

3)
2llglle2-

Rather decomposing the equation for v as follows,
—Av=div (g + (b —1)Vv),
we deduce from Riesz potential theory, with 2 < ¢ := % < 00,

[0llLs Sq llgllie + [IVollee.
Combining this with the above, the conclusion follows.

Step 2. Proof of Assumption 3.1(b).

The assumption [|A]lys.c, [|(VA, F)|1a qppace < 1yields [[AZHVER = F5) || qprece <1
in the considered regime, and also )\QI% = 1 and A\;! < 1. Using the assumptions
on the initial data v2, it follows from [40, Theorems 1 and 3] that there exists a unique
(global) solution v, € L2 (RT;ve + H? N W1°(R?)?) of (3.4) in RT x R? with initial data

v2. Moreover, it is shown in [40] that this solution satisfies in particular, for all ¢ > 0,
vl St e St [ omt=1 miz00 (330

(In order to ensure v. € L2 (R ve + H?(R?)?), the results in [40] would actually require
Vh, F,v° € Wt22(R?)2 for some s > 0 due to the use of the Sobolev embedding for
H*(R?) into W**(R?) in [40, Proof of Lemma 4.6]. However, this use of the Sobolev
embedding is easily replaced by an a priori estimate for v, in W*°°(R?)2, for which it is
already enough to assume Vh, F,v° € W2%°(R?)2, cf. [40, Lemma 4.7].)

We argue that all the claimed properties of v, follow from (3.39). Combining (3.39)
with the assumption that v° is bounded in W14(R?)? for all ¢ > 2, we obtain

H(Vé, VVDH(LQ + LO)NL® Staq 1.
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Applying div (a-) to both sides of equation (3.4), we find the following equation for the
pressure, in the considered regime (GP),

—div (aVp!) = div (aI'tm!) = — div (am: (A1 VR — F — 2vh)4). (3.40)
An energy estimate directly yields
IVpLliee S laml(AS 'V hh — B = 2vh) e S0 1, (3.41)
and similarly, first differentiating both sides of (3.40),
IV2pLlle S IVPEll2 + ||V (amiOAT VR = B —2vE) ) || S 1. (3.42)

Inserting (3.41) into (3.4) yields
10evellz < IVDElle + ITEmE[l 2 < 1.
Applying to equation (3.40) the Meyers-type result of Step 1, we find for all 2 < ¢ < oo,
IElles Sq llamiOA" VR = F5 = 2vD) g S 1

Combining this with (3.42), we deduce from the Sobolev embedding ||pt||Linre Sgqt 1
for all ¢ > 2. Differentiating both sides of (3.40) with respect to the time variable, the
Meyers-type result of Step 1 further yields for all 2 < g < oo,

10t Sq [|a0 (mEATTVER — FX — 2v) Y| e

S ||mé||L2r1L°° HatVZHLQ + [[T20pm Lt Ar2

Se 1+ P20 [l 2.
Using (Equaniion (3.37) to estimate the time derivative of the vorticity, and using that
IATAVR — Fllia qpiee S 1, we find

P e S IR o IV 2 4 I e 2
St ITENE s e S THIVENEs qppace St 1,

hence ||O;pL|lLe Stq 1. All the claimed properties of v, follow.

Step 3. Proof of (3.38).
For all t > 0, testing equation (3.40) with (1 — x,) pL, and using |Vx,| < 071 (1 - x,)"/?
and the inequality 2zy < 22 + y2, we find

[ =
= /dpiva-Vpi—/ d(l—Xg)VpZTZmiJr/ apL Vxo - Ttml
R2 R2 R2

1 . _
5 [Lat—xvetrce [ ptpec [ a-xirtPt
R2 R2

o<|z|<20

IN

Absorbing the first right-hand side term and recalling that Step 2 gives | T% ||, [[mi|l 2 <t
1 and ||pL||Lr Spi 1 for all p > 2, we obtain with Hélder’s inequality,

/ (1 - vV <0 0™ / D42 + / (1 — o)t 2
R2 o<|e|<20 R

< —4 1— t2
Spt @ P F ( Xo)|me |,
R2
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and hence, for all p > 2,

IV, ~p0lE S [ 0= xalVotP e [ plf

o<|z|<2¢
< -4 1 _ t|2
prt Q P + ( XQ)|m€| °
R2

It remains to estimate the last right-hand side term. For all ¢ > 0, using again the bounds
of Step 2 and the estimate |Vy,| < 07 (1 — x,)"/?, we deduce from (3.37),

o / (1 - xo)m[2 = 2 / (1 = xp) mt curl (Pm?)
R2 R2

= 2/ |m2|2fé : VJ_XQ - / (1 - XQ)FZ : VJ_|mé|2
R2 R2

— 2/ \mé\zrz . VLXQ —|—/ ]mQQCurl ((1 — XQ)FZ)
R2 R2

< 0! / (1= xo)Y/2|mt 2 + / (1= xo) [t ?

R2 ]R2

< o0+ / (1 — xo)mt %
RQ

and hence, by the Gronwall inequality,

[0t o+ [ (-l veP,
and the result (3.38) follows. O

We now show how to pass to the limit in equation (3.4) as € | 0, which is easily achieved
by a Gronwall argument on the L2-distance between v, and the solution v of the limiting
equation. Note that, in the limit, pinning effects only remain in the constraint.

Lemma 3.6. Let the same assumptions hold as in Proposition 3.5, and let v. : RT x R? —
R? be the corresponding (global) solution of (3.4). In the regime (GP) with v = v°, we
have ve — v in LS (RT; L2(R?)2) as e | 0, where v is the unique global (smooth) solution

of
8,fv = Vp +(—F +2vh) curlv, (3.43)
div(av) =0, V| =v°. O
Proof. Using the choice of the scalings for A, h, F' in the regime (GP), equation (3.4) takes
on the following guise,

Ove = Vp, +(>\g1vﬁ —F+ 2V€L)curl Ve, div (av.) =0, Velt—o = v°.

As A-1 — 0, it is formally clear that v, should converge to the solution v of equation (3.43).
Note that existence, uniqueness, and regularity of v are given by Proposition 3.5 just as
for v, and we have in particular the following bounds for all ¢ > 0,

I v lwree Se 1y llewrlve [l =1, [0, pe) e St 1, (3.44)
and for all R,6 > 0,
6 6
167 ¥z Seo B 105 p)llisg Seo B (3.45)
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We denote by £3(x) := e~1#=2l/R the exponential cut-off at the scale R > 1 centered at
z € RZ?. Using the equations for v, v, we find

o [ agalv—vP =2 [ ahlv.—v)- V.~ )
+2 / ach(—F +2vh) - (ve —v)(curl v, —curlv) 4+ 2X71 /&§§Vﬁ < (ve —v)curl v .

Integrating by parts in the first right-hand side term, using the relation div (a3 (ve —v)) =
aVég - (ve —v), and using the weighted Delort-type identity (3.20) in the form

1 o
(ve = v)curl (ve —v) = —§]V€ —v[2Vth —a Y (div (aSy, _ )T,

we deduce
@/ aqlve —vI? = =2 / V&R - (ve—v)(p-—p) — / RV R (—F +2vh)ve — v
+ 2/&SVE v V(EE(FE 4 2v)) + QAEI/&£§VB - (ve —v)curl ve,

and hence, using (3.44)(3.45), the assumption ||(Vh, F)||y1.e < 1, the property IVER] S
R™1£% of the exponential cut-off, and the pointwise estimate Sy, < |w|?,

0,5/&@%]% —V\z Sto R20-0) 4 )\5_2 + /dfﬁ]vg — V]Q.

Choosing 6 = %, the Gronwall inequality yields sup, [ a.£%|ve — v|? <¢ R71 4+ 22, and the
conclusion follows, letting R 1 co. U

4. COMPUTATIONS ON THE MODULATED ENERGY

In this section, we adapt to the weighted case with pinning and applied current the
computations of [95]: we compute the time derivative of the modulated energy excess (1.17)
and express it with only quadratic terms in the error instead of terms which initially appear
as linear and would thus make a Gronwall argument impossible. These computations are
based on algebraic manipulations using all the equations and various appropriate physical
quantities that are introduced below.

4.1. Modulated energy. We recall the definitions of modulated energy and energy ex-
cess (1.14)—(1.17). In order to prove that the rescaled supercurrent density N 1j. :=
NZHVue, iug) is close to v., we follow the strategy of [95], considering the following mod-
ulated energy, which is modeled on the weighted Ginzburg-Landau energy, plays the role
of an adapted (squared) distance between j. and N.v., and is localized by means of the
cut-off function xr at some scale R > 1 (to be later optimized as a function of ¢),

axRr . a
557]{ = AQ T(!VUE — ZU5N€V€’2 + 2_52(1 - ‘u5‘2)2>'

As usual, this modulated energy needs to be renormalized by subtracting the expected
self-interaction energy of the vortices (compare with Lemma 5.1 below), which then yields
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the following modulated energy excess,

loge
DE,R = SE,R_’ 9 ’/ X RHe
R2
axR , a
[ B (Ve = i Novef? o 5251 = e gl

As explained in the introduction, the cut-off ygr is not needed in the conservative case,
where we only treat the case when h, F| f decay at infinity. We write & = & o for the
corresponding quantity without the cut-off xr in the definition (formally R = c0), and
also D, := supg>1 D¢ R-

On the one hand, rather than the L?-norm restricted to the ball Bp centered at the
origin, our methods further allow to consider the uniform LIQOC—norm at the scale R: setting
X% = XRr(- — %), we define

ax* . a
5;1% = Supgf’R, aZ,R = / 2R <|Vu€ - Zu€N€V€|2 + ﬁ(l - |u€|2)2>’
z R2 2

where henceforth the supremum always implicitly runs over all lattice points z € RZ?, and
similarly

. log e
De,R ‘= Sup Daz,m eZ,R = eZ,R - | B | / axphe-
z R2
Note that by definition we have for all z € R? and L > 0,
. . L2
IVute = iueNevel e g, ) + 200 = e P, ) S (1+5) €2m (A1)

On the other hand, in order to simplify computations, we need as in [95] to add some
suitable lower-order terms, and rather consider, for some other scale ¢ > 1 (to be also
later optimized as a function of ¢),

A a . axXR
Ee0.R = /2 9 (XR|VUE - ZU€N€V€|2 + @(1 - |u€|2)2 +(1- |U6|2)(N527/)€,9,R + fXR)),
R
and similarly for the modulated energy excess,
R R loge
Deor = &R — | § | / axXRie, (4.2)
R2
where the function v, , g : R? — R is precisely chosen as follows,
log e AeBllog e loge
Vogr = —xalvel? + W8Sl pv (wih - phy 4 APlogel, L Mogelg
Ne Ne Ne
(4.3)

in terms of the truncated pressure p, , := X, p.. This choice is motivated by the fact that
it yields some useful cancellations in the proof of Lemma 4.4 below. Again, replacing x g
and p, , by x% and pZ , = X} p., we further define (‘f;ng and ZA);QR for z € R?, and we then
set é:’gﬂ ‘= sup, éf@R and ZA);QR ‘= sup, ZA);QR (where suprema implicitly run over all
lattice points z € RZ?). The additional truncation scale p > 1 is introduced here to cure
the lack of integrability of the pressure p, in the conservative case: indeed, the pressure
p. does in general not belong to L?(R?) (cf. Assumption 3.1(b) and Proposition 3.5, which
are indeed optimal in that respect), while it does always in the case without pinning and
applied current (cf. [95]). In the dissipative case this truncation is not needed, so that we
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may set p, o, := P, with ¢ := 00, and we then drop for simplicity the subscript ¢ from the
notation, writing ¥ g := V¢ 0o, R, (‘:’&R = (‘f&(x,,R, etc.

In the dissipative case, as a consequence of (2.1) and of Assumption 3.1(a), ¢ g is
bounded in LP(R?) uniformly with respect to R for all 2 < p < oo (but not in L*(R?)),
and using the bound (2.1) we have in the considered regimes, for all ¢ € [0,7") and 6 > 0,

|loge|
N.

[0 pllie Seo 1+ o (AR + 1 AAY? + RTI), (4.4)

[log e
N.

In the conservative case, in the considered regime (GP), the bound (2.2) and Assump-
tion 3.1(b) rather yield, for all ¢ € [0,T) and 6 > 0,

10se, Rllrz 12 Se 1+

I
’(ﬁa’x o <o (4.5)

¢ ¢
H¢€,Q,R||L2 + ‘|at¢e,g,RHL2 St,@ 1+
Based on these estimates, the following lemma states that the additional terms in ée,g, R
are indeed of lower order, so that & , g is equivalent to the modulated energy & gr.

Lemma 4.1 (Neglecting lower-order terms). Let h : R?> — R, a := e, F : R? — R?
satisfy (2.1) or (2.2), let u. : [0,T) x R? — C, and let v. : [0,T) x R? — R? be as in
Assumption 3.1 for some T > 0. Further assume that 0 < ¢ < 1 and o, R > 1 satisfy for
some 6 > 0, in the dissipative case,

N, \1/2
e(N? + Neloge] (A R? + 1 A N2 4+ R79) 4+ RAJloge?) < Ng(l A ‘log';’) , (4.6)

or in the conservative case,

N. \1/2
eNe(¢"+ ) < N [log ¢| (4.7)
Then for all z € R? we have
o2 z N, 12
€200 = £l = 1D =~ DIR SeoNe) (1A =) (€250 0

Proof. We focus on the dissipative case, as the other is similar. The Cauchy-Schwarz
inequality yields

50— €20l S [ 11~ e PIONZ 2l + 1)
z 1/2 zZ\— z
< ([ a1 = 1) 200 202 b+ 1 )

S e(€2 )P (N2 () 202 Rlle + RIIf ).

Arguing just as in (4.4), using (2.1), Assumption 3.1(a), and the fact that |X;31/2VXR| <
R™1p,,, the choice (4.3) of 1. g yields, for all § > 0,

1O¢R) 242 rlle St 1+ (AR +1ANY/2 4 R7140),

Combined with (2.1) and with assumption (4.6), this proves the result. O

|log ¢
N.

£
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4.2. Physical quantities and identities. In addition to the supercurrent density j. :=
(Vue,iu.) and to the vorticity p. := curl j., we define the vortex velocity

Ve := 2(Vug, i0pue).
The following identities are easily checked from these definitions (cf. [89]),
Oje = Ve + V{(Opue, tue), Oppre = curl V, (4.8)
and also, using equation (1.7) for w.,
div je = (Dug,ius) = Aea(Opue, iue) — je - Vh

AB|log e loge
- 2o = ety 4 PR P V- ) (09

In the same vein as when introducing the modulated energy and energy excess, we define
the following modulated vorticity and modulated velocity,

fie := curl (Nove +(Vue — iue Nove,iu)) = pe + curl (Nove (1 — |uc|?)), (4.10)
VE,Q 1= 2(Vue — iue Neve, i(Opue — iueNep, ) = Ve — Noveoi|ue|® + ng&gV\ug\z. (4.11)
We also consider the weighted Ginzburg-Landau energy density
oo i= 5 (Il + 55 (1= uel)? + (1 = fue)f ).
Another key quantity is the 2 x 2 stress-energy tensor Se,
(S)ur 1= alhue, due) = S1 (Ve + 55 (1= fue)” + (L= fue)f ), (412)
and its modulated version S,
(St == a<<3kue — i Neve g, jue — iugNevey) + N2 (1 — Jue]?) Vs,kve,l)
— 14 (IVue — i Nove 4 55 (1= Jue)? + (U= fu YNV Vo2 + ). (4.13)
The following pointwise estimates are abundantly used in the sequel.
Lemma 4.2. We have
|7 = Neve| < |Vue — iue Nove| + |Vue — tue Neve||1 — \ug\zl + Ne|ve||1 = \ug\z\,
|ue| < 2\Vu5]2 < 4|Vu, — iusNeVeP + 4N52‘V6‘2 + 4N52’1 - ’u6’2HV6‘27
Vol < 2(|Vue — iue Neve||Opue| + Nelve|[Opue| + Ne|1 — ]uEIQHV,SHatugD,
Vool < 200pue] [ Ve — iueNeve| + 2Nelp. | [Vue — iusNeve |
+ 2N5]p€7QH1 — \ug\QHVug — due Nevel,
|0l ue|| < |Opue — iuc Nepe|,
|V |ue|| < |Vue — dusNevel. O
Proof. The first estimate is obtained as follows,
lje — Nove| < (Ve — iue Nove, iug)| 4+ Ne|1 — |ug?||ve|
< | Ve — iue Nove| + |Vue — ius Nove| |1 — Jue|?| + Ne|ve||1 — Jue|?,
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and the estimates on V; and ‘Z;,Q similarly follow from the definitions. The estimate on
e is a direct consequence of the representation pu. = curl (Vue,ius) = 2(Vau.,iViue).
Finally noting that

u 2
|Oue — iu. Nep, |2 |8t|ue||2 + |u€| at| | | 6|]\7€p5 )
5 &
the result on 9;|u.| follows, and the result on V|u.| is obtained similarly. O

4.3. Divergence of the modulated stress-energy tensor. In the following lemma
we explicitly compute the divergence of the modulated stress-energy tensor: as already
mentioned, it plays a crucial role in the sequel in order to replace some linear terms in the
error by quadratic ones (cf. Step 3 of the proof of Lemma 4.4 below).

Lemma 4.3. Let u. : [0,T) x R* = C be a solution of (1.7) as in Proposition 2.2, and let
::[0,T) x R? = R? be as in Assumption 3.1. Defining by (div S := > 1 01(Se)w the
divergence of the 2-tensor Se, we have

div S, = a)l.a <(9tu€ — e NP, o Ve — iu€N€v€> — a,us(Nevgl—%ﬂog e|F)

+ aN:(N.v. —jg)Lcurl Ve + b llog 8"7579
Ny a
+ aNe(Neve —je ) (divve +Vh -ve =Acap, ,) — 5(1 — ]uSIQ)Vf
a , a
— §Vh<]Vu5 —iuNove|* + —2(1 — Jue?)? + (1 — Juc ) (N2 v > + f)>

a)\eﬁ

—i—a)\gavang’g(l— luc|?) — Nc|loge|p, QV\ug\Q—i— —N_[loge|(Ft - V|uc|*)ve. ¢

Proof. On the one hand, a direct Computatlon yields, for the stress-energy tensor,

au,

div S. = a <Vu5,Au5 + 21— fuel?) + Vh - Vue + fu5>

— SVA(IVul + S = e+ (= [uef?)f) = 50— VS (414)

On the other hand, the modulated stress-energy tensor can be decomposed as

Se =S —aN.v: ®j. — aNj. @V, +G’N{;‘2V6® Ve — (NE‘Va‘Z - 2V6'j€)7

which, combined with (4.14), yields

ale

divS.=a <Vu€, Aue + — (1 - lug|?) + Vh - Vu, + fu€>

— SVA(IVae + 50— fue)? + (1= [u)f ) = 51— ue)V £

1
—aN. (j€Vh Ve +VeVh - jo = NoveVh Ve 45 Nefve[*Vh - vg-jEVh>
— aN:je divve —aN:(ve: V)je — aNvediv je — aN:(je - V) ve —|—G,N€2V5diV Ve

+ aN?(v.- V) ve—aN? Z Ve Vv +aNg Z Ve Ve +alN; ng,lVVE,l,
l l l

where we denote by v, ; and j.; the [-th component of the vector fields v, and j., respec-
tively. Noting that (F-V)G -, VG, = Ftcurl G, and using equation (1.7) for ., this
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becomes

div S. = a). ((a + iB[log €])due, Vu) — allog s|<Vu€, iFLt . Vu,)
= SVA(|Fuel + N2Jvel? = 2Nevee o+ (1 = Juel®)? + (1 fuc ) f)
- 3(1 — [ue| )V f — aN (joVh -v. +V5Vh je = NovoVh -ve)
+ aNe( — Vel,ue + (Ngve —je)lcurlv6 —vediv je + (Neve —je) div v, ) (4.15)
Using identity (4.9), the first right-hand side term can be rewritten as
e (o + if|log €])Dyue, Vue)
= e <(9tu€ — iU NeDg o Ve — iu€N€V€> + N A\cave (O, tug)
+N:Acap, , Je — N2\ au.? DPeoVe —l—)\Lf llog e|V-
= Al <(9tu€ — iU NeDg o Ve — iu€N€V€> + N.ve(div je + j- - Vh)

AeB

1 .
+§Ne|10g€|(FL ) V|u€|2) Ve +TN€|10g5|Veat(1 - |u€|2) + N:Aca Pe o Je

A
—Nf)\galuE\ZpQQVg —l—% llog e| V.

Inserting this into (4.15), recombining |Vue|? + N2|ve|> — 2Nove: jo = |Vue — iue Nove|? +
NZ(1 — |ue[?)|ve|?, noting that (Vu.,iF* - Vu.) = —1Fpu,., and using (4.11) to transform
the vortex velocity V. into its modulated version Vg,g, we obtain
div 5. = al.a <(9tu€ — iU NeDg 5y Ve — iu€N€V€> + aN.v(div je + jo - Vh)
a .
+ §N5]10g e|(F+ - V|ue)?) ve +AcaaN, DPepJe — aN?X.alu.|? P: oVe

~ a)\ 154
0 — =" N.|log | p. QV\ug\ a,uE(NgvaL —%lloga]F)

——Vh(\wa zueNver + (1= )+ (1 = [N v + )

a ‘
5(1 — ]ugl )WV f—aN; (35Vh Ve+veVh-jo — NveVh -VE)
+ aNg((Ngv8 —jg)Lcurl Ve — vediv je 4+ (Neve —je) div ve ),

and the result follows after straightforward simplifications. O

4.4. Time derivative of the modulated energy excess. We establish the following
decomposition of the time derivative of the modulated energy excess 755, o,rR- As will be seen
in Sections 6-8, mean-field limit results are then reduced to the estimation of the different
terms in this decomposition. To simplify notation, it is stated here with truncations
centered at z = 0, but the corresponding result of course also holds uniformly for all
translations z € R2.

Lemma 4.4. Let a >0, B €R, and let h : R2 - R, a:=¢€", F:R?> 5 R?, f:R? - R
satisfy (2.1) or (2.2). Let u. : [0,T) x R? — C and v. : [0,T) x R? — R? be solutions
of (1.7) and of (3.1) as in Proposition 2.2 and in Assumption 3.1, respectively. Let 0 <
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e< 1, 0,R>1, and let T : [0,T) x R?2 — R? be a given vector field with ||Tt]|y1,00 ¢ 1.
Then, we have

A E D H d
atD€7Q7R:I€QR+I QR+I€QR+I€QR+I€QR+I€QR+I QR+I€QR+I€QR7

i terms of

R2

aXR|10g€| ~ 1 1 1 2N€
Wori= | IV, (= ABTE 4 ViR - P - ).
E,Q,R /]I%Q 2 £,0 518 g + |10g€|v€

axr|loge| 1 i 2N,

F = — 7F-(Vh—F— )
coR /R2 5 . Tog o Ve e
D L . 2
IR = —/2 Aeaax r|Opue — ius Nep, |

R

— / )\504QXRI’€L . <8tu5 — iU NeD, g Ve — iu5N5V5> ,

a
Ifgﬂ = /2 XRFl Vh(]VuE 1ue N Vg\ —|— (1—]u5]) —\logs\,ue),
R

Iggﬁ = /2 aXxRrNe <faL “(Je — Neve) + (Opue — quNEpe,ga Zua>>
R

X (divve +ve-Vh — )\eapag),
g . . = axXRr ~ =L
L or = /R? aXRrNe(Neve —je) - (Ue — I'e)eurl ve + /R? T)\sBHOg e[Veo- (Te = T)
—i—/ Aeaaxp(l. —To)t- (Opue — e NeDg gy Ve — iusNeve)
R2
a
+/ SECe =T Vh(| Ve — iueNove P + 5(1 = [ucl?)?)
R2
+ /2 aXR(fe - Fs) : (NEVE +%|10g5|FL)M€
R
+/ axrAeBN:|loge|(Te — L)t -ve Oyfue|?,

/ Vxr- S

- . log e
_/ aVXR - <<8tu€ — e Nepe 5y Ve — tuNeve) + |log ‘VL)
R2

and where the error I o.R s estimated as follows: in the dissipative case, in the considered
regimes,

t
[l 1 =ROVZ + log ) 62,0 (1.16)
0

or in the conservative case, in the considered regime (GP), for all 6 > 0,

g1l Sto eNEXp + Ne(E20) 2V (Do = pe )2 + N2 (E2.0)/2. (4~12
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Proof. We split the proof into three steps, first computing the time derivative (92562797 R,
then deducing an expression for (925155797 R, and finally introducing the modulated stress-
energy tensor to replace the linear terms by quadratic ones, which are better suited for the
Gronwall argument.

Step 1. Time derivative of the modulated energy.
In this step, we prove the following identity,

aN{_:2
5 O ((1 - ’ue‘z)(T/}&Q,R - XR’VS‘Z))

0¢le o r = —/ aVXR- <3tu5,Vu5—iu5N€V5>+/
R2 R2

+ Neaxr(Oue, iue)(div ve +ve- Vh)
R2

+ /2 aXR<N€(N€V€ _js) - Opve —)\501|8tu5|2 — Neve- Ve —
R

1
|°§6|Fl : V;) (4.18)

For that purpose, let us first compute the time derivative of the modulated energy density
1 . 2 . AXR 212 2 2
gat XR|Vue — iu-Neve | + @(1 = [uel")” + (1 = [ue|")(NEVe 0, + fXR)
. . . au,
= xr(Vue: — iue Nove, Voyue — iueNeOyve —i0pusNeve) — x r{(Orue, 6—26(1 — |ue|?))

1
+ 50 (1= [ucl) (N2t o.n + FXR)) (419)
Note that the first right-hand side term can be rewritten as
(Ve — tusNeve, VOrue — iu NeOpve —i0yue Neve)

= (Vue,Vowue) — NoOyve- jo — Never (Vue, i0yue) — Neve (iug, VOrue)
NZ o N2 2
+7|u€| a15|V€| +7|V€| a25|uz-:|

= div (Vue, Opue) — (Opue, Auz) — NoOpve: o — Never (Vug, i0yue)

L N?
—Neve (Ouje — (iDpue, Vue)) + == 0p([uel*|ve[*)
2

= div(Vue, Opue) — (Opue, Aue) — Never Opje — Neje - Opve +75(9t(|u€|2|v5|2), (4.20)

where
div (Vue, Opue) = div (Opue, Vue — tuNeve) + div (Neve (Opue, iue))
= div (Qyue, Vue — iue Nove) + No(Opue, iug) div ve + Nevee (Opje — Ve). (4.21)

Combining (4.19), (4.20) and (4.21), the time derivative of the energy density takes on the
following guise, after straightforward simplifications,

1 . axR
50 (XRI Ve = i Nove P + S5 = fuef)? + (1= [ue) (N2 g + Fxn))
= xrdiv <atu€a Vu, — iuz—:NeVe> + NEXR<atu€a iu€> divve —N.xRrVe: Ve

. au,
+ NeXR(NeVa _Ja) : atVe_XR <atu67 Aug + 5—26(1 - ’u6‘2)>

1
+ 5815((1 - |u€|2)(N52¢€,Q,R - N52XR|V€|2 + fXR))'
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Integrating this identity in space yields
a ) CLXR
0 [ 5 (xrlVue = iucNove P S~ [P + (1= [P (N + )
R

= /2 aXR <N5<atuaa iua> divve =Nove Vo + Ne(NeVe _je) : 8tVa)
R

_/ aXR<8tu57Au5
R2

Al

(1 — ]ugl — /2 V(axgr) - (Opue, Vue — iuNove)
R

a
+ /R? 5(915((1 - |u€|2)(N52¢€,Q,R — ]\752)(R|V5|2 + fXR))-

Decomposing V(axr) = axrVh + aVxg, and using (1.7) in the form

Al

<(9tu€, Aug + 6—2(1 — |ue|?) + Vh - Vu€>

= <8tu€, Ae(a + iB|log e])dpu. — ifloge| FL - Vu, — fu€>

llog el

= )\504|(9tu€|2 erlplly - —f6t|u€|2

the result (4.18) follows after straightforward simplifications.

Step 2. Time derivative of the modulated energy excess.
In this step, we prove the following identity,

315155,9,}2 = /2 % - ([loge|(VYh — F+) —2N.v,)
R

+ /2 axrNe(Neve —je) - Tecurlve — /2 Aeaaxr|Oyue — quNePe79|2
R R

+ /2 axRNe(Oue — iuc Nep, o, i) (divve +ve- VA — Acap, )
R

; . log e
— / G,VXR . <<3tu5 — Zugnge,gv Vue — Zu6N5V5> + ’ g ’VL>
R2

+ /]RQ axpNe(Neve —je) -V — Pe g / E at 1- |u6|2)(¢€,Q,R - XR|V€|2))
— /2 aprE,g(l — Jue|?) (ver Vg + XR(div Ve + Vo VR))
R

alN¢|log e N,
+ / 76’ & ’8,5(1 — \ug\z) VEL'VXR - )‘EBXRPE,Q —XRVe: (vlh - FL -2 - VE)
L log |

aN;|log €] 9 1 i i N,
—_— 1-— . h—2F——-2 . (4.22
+ [ B 0~ ) (Tt xa(V o)) (422)

Noting that identity (4.8) implies

foge| [ axndu. = llogel [ axneutv.
R2 R2

——llogel [ axaVe V4h - flogel [ V- Vi,
R2 R2
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it is immediate to deduce from (4.18) the following identity for the time derivative of the
modulated energy excess,

- a
atDe,g,R = /]1{2 %‘/& . (|log6|(Vlh — FJ_) — 2N€V€)

+ /2 aNex r(Opue, tug)(divve +ve- Vh) + /2 aXRN:(Neve —jc) - Opve
R R

9 aN&.2 2
. Acqax g|Osuc|® + - A ((1 = uc?) (e, — XRIVI?))

1
—/ aV xR - <<8tu€,Vu€ —dusNeve) + | Og6|VL>. (4.23)
R2
Now using equation (3.1) for the time evolution of v, and an integration by parts, we find
/ aXRNE(NEVE _jz-:) - Opve
R2
= /2 aXRNE(NEVE _jz-:) Tecurlve + /2 aXRNe(NEVE _js) - Vp,
R R
= /2 aXRNa(Neva _je) ‘Tecurlve + /2 aXRNe(Nava _ja) : V(pg - p57g)
R R
— /2 axRNeD, o(Ne divve —div je) — /2 aXRNepe , V- (Neve —Je)
R R
- /2 ang&QVXR : (NEVE _.]E)
R

Combining this with identity (4.9) yields
|, axaNe Ve =) - 0

= [ axnNWev. =) Tecurlve + [ axeNe(Nov. =12)- Vo =)
- /R L XRNeDe o VI - (Neve —je) — /R L aNeDe  VXR - (NeVe —J)
- [ axrNopey (Nedive - V- Aoy, in)

gl pr gy o AAoeely )

= /]R | OXRNe(Neve —je) - Decurl ve + /R L XRNe(Neve —je) - V(p: = Pe o)

- /R . axrNZ p. o(divve +ve- Vh) — /R aNep, , VXR - (Neve —je)

AeB|log e
PRI P Ve [? 4+ 22222 ‘zg ‘at|u€|2).

. loge
+/2 axRrNeD: o <)\€a<8tu€,zu€> | g |
R

Inserting this into (4.23), we then find

0Dz r = / |10g6|(Vlh FL)—2NV€)
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+ / ax RN (Oe, iue)(div ve +ve: VA + Acar pe,g)
R2

— / aXRN{_:2 Pe o(divve +ve- VA) + / aXrNe(Neve —je) - Tecurl ve
R2 R2
aN?

+ /R2 axrRN:(Neve —je) - V(pe _pe,g) + /R2 26 at((l - |u€|2)(¢€7Q,R - XR|V€|2))

axXR
+ /2 TN€|1Og€|p€,Q(>‘Eﬁat|u€|2 —F*. V|u€|2) - /2 )‘saaXR|atU6|2
R R

|log ¢
2

_ /2 aVXxg - <<3tu€, Vue — iusNove) + VeJ- + N5p€7Q(N5V5 —j5)>. (4.24)
R

Using identity (4.11) to turn V; into V. ,, the first right-hand side term is rewritten as
[ RV (logel (V40 - F4) — 28eve)
R2

2

a ~
- /2 >§R (Vero = Nevedy (1 — |ue|?) — Nep,. ,Vue|?) - (Jlog el(Vth — F+) — 2N.v. ),
R

while the last right-hand side term becomes

|log ¢

/2 aVXR - (<8tusa Vue — iu€N€V€> + TV;;J_ + Neps,g(Nz-:Ve _jz-:))
R

= /2 aV xR - <<3tu5 — 1Ue NeD; o, Ve — iU Neve) + N? e oVe(l — |ug|?)
R

[log ¢|
2

N.loge]
2

N¢|log €|

* 2

‘752 - Véat(l - ’U/E’Q) pe,gvl’u.E’Q) :

Further decomposing
[Opuie |* = Opue — iueNepe of* + 2N, o (Orue — iue Nep, g, ite)
+ N2[pe o* = (1= Jue)NZ[p. o,
(Orue, iue) = (Oyue — i Nepy o, iuc) + |ue[*Nep.
the result (4.22) easily follows after straightforward simplifications.

Step 3. Conclusion.

In the right-hand side of (4.22), the term fRQ axrN:(Neve —je) - Tecurlve is linear in
Ncve —je, thus preventing a direct use of a Gronwall argument. As in [95], we replace this
term by others involving the modulated stress-energy tensor S., which is indeed a nicer
quadratic quantity. For that purpose, let us integrate the result of Lemma 4.3 in space
with xgI's, where T; : [0,T) — WH(RR?)? is a given vector field (we would like to choose
['. =T., but a suitable perturbation will be needed),

/2 )(Rf’aL div S. = /2 )\gaaXRf’aL . <8tu5 — e Nepe o, Ve — iu5N5V5>
R R
- /2 aXRfe - (Neve —}—%|log6|Fl),u€ + /2 axRNe(Neve —je) -Tecurlve
R

R
axRr = > axr =
4 [ A8 ogelt Vg = [ ABTEEN gl b, T - Vuef
R2 R2



MEAN-FIELD DYNAMICS FOR GINZBURG-LANDAU VORTICES 59

_ 3 . a’XR _
+ /2 aXRNz-:Fé— (Neve —je)(divve +Vh v —=Aca pe,g) - /RQ T(l - |u€|2)ré_ -V f
R

aXR = , a
= [ BERE (19— NP+ S0 P+ (1= w02 + )
R
— aXR —
+ /2 AeaaxpNZp. (1 — |uel*)(TF ve) + /2 TNg\log el(FL - V|u))(TF -v.).

R R
In the right-hand side, the term fRQ axrN:(N.ve —j.)-Tecurl v, exactly corresponds to the
bad term in the right-hand side of (4.22). Replacing it by this new expression involving the

modulated stress-energy tensor, and treating as errors all the terms involving the difference
I'c —I'y, we find

3
> _ J g
atDE,Q,R - Z Tz—:,R + IE,Q,R + IQQ,R
Jj=0

— /2 XRVfé' S, — /2 )\eaaXRI’g‘ . <(9tu€ — iU Nepg 4y Ve — iu€N€V€>
R R

. a
+/ DR L h(|Ve — i Novel? + 5 (1~ Jue])?)
]RQ

— /2 Aeaax r|Opus — z'ugng&Q]Q + /2 axrle - (Neve —l—%]log a]FL)Mg
R R

+/ GXTR‘N/E,Q . (—)\€ﬁ|loge|1’5l + |log s|(VLh — FL) —2N.v,)
]R2

+ /2 aXRNE(@tuE — iU NeDy p, TUe) + fj < (Je — ]\L.;Ve))(divv€ +ve: Vh — Acap, ),
R

where 17 o.r a0nd 17, are given as in the statement, and where we have set

Teo,g R ‘= /R? axRNe(Neve —je) - V(p. — pa,g)a
axXR —
o= [ SR~ P N2 + £)TE - T

— /]R2 apre,g(l — Juc|?) (ve: Vg + XR(div Ve 4+ Ve VR))
a — _
[PV - [ caandZ (1 - fuPE v
R
a _
T, . ;:/2 DR N flog el (F* - V(1 ~ Juef) T v
R

aN:|loge
v [ e b - )
R2

_ N
: viXR+XR(vih—2Fi—A€ﬁrg—2 : ve) ,
|log €|
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2
73 o= [ D01 - 0l (ernk — xlve?))
]RQ

2
aN:|loge
+ [ R g0
R2
N,
X Vgl'VXR—)\eBXRPg,Q —XRVe- (Vlh—FL—Q £ ve) .
|log e

It remains to estimate these four error terms Tg o> 0 <1 < 3. We start with Ta0 o.R" In
the dissipative case we take o = oo, hence Ta0 or = 0. In the conservative case, using

the pointwise estimate of Lemma 4.2 for j. — N¢v., and using Assumption 3.1(b), with in
particular

IV (pL _pé,g)”LQHLO" SVl A= + Qil”pé,g”LQHLo" Sel,
we find
T2, Rl St Nell Ve — iue Neve 2 gy ) (IV (e = Pe )z + 11 = fue* 25, )
+ NZ(IT = e[l L2y IV (P = Pe,o) 12
Sﬂf 8NE€:,R + (1 + EN&)NS( :,R)1/2”v(pa - pe,g)”L2'

Using (2.1) or (2.2), Assumption 3.1, and the assumption ||Tc||L= < 1, we obtain in the
considered regimes, in the dissipative case,

T2 ol St e (A 2NZ + RAZlog e) (E2.0) "%,
and in the conservative case,
T2 0.l Se e(NZ + Nflogel) (€2 0)'7? < eNZ(ELR)'2.

Integrating by parts, T2 , takes the form

g 0R
N|log e
12,0 = - [ B
R2
: 1 1L 1 1 L NE
x div | ap. ,Vxr +axrF—(I; ‘Ve)+aP5,QXR(V h—2F+ — \pI'; —2|10g6|v5> ,

and hence, again using (2.1) or (2.2), Assumption 3.1, and the bound ||T¢|ly10 S 1, we
obtain in the considered regimes, for all 8 > 0, in the dissipative case,

|T€27Q7R| Sto eNe|log g (1 + Ril)‘glp + )\sRG)(gg,R)lp,
and in the conservative case,
T2, 7l Seo eNellogel(1+ Aeo”) (€2 )V S eN2P (€2 )2

Finally, we note that the choice (4.3) of 9. , r exactly yields

aN?2
T€3797R = /R2 26 (1- ’uelz)at(l/fagﬁ - XR’VaP)

alN?
= /2 26 (1-— |u€|2)(at¢€7g73 — 2XR Ve Opve),
R
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and hence, using (4.4) or (4.5), and Assumption 3.1, we obtain in the considered regimes,
in the dissipative case,
T3, pllr <¢ eN2(1 loge| & /2 < o(N2 £ NI £ 1/2
e,0,RIILL St €4V +T ( E,R) Ne( e T €| Og6|)( 6,R) >
3

and in the conservative case,
3 2 0/ox \1/2
‘TE,Q,R‘ Stﬁ ENE 0 (SE,R) / :

The conclusion follow from the above with é oR = Tg oR T T; oR T Tg oR T Tg o.R-

0

5. VORTEX ANALYSIS

In this section, we recall and revisit some standard tools for vortex analysis, which are
needed in order to control the various terms appearing in the decomposition of (925155797 R in
Lemma 4.4. These tools will only be used in the dissipative case, and we restrict in this
section to the dilute regime N, < |loge|. (Suitable adaptations to the nondilute regime

~

N > |loge| are postponed to Section 7.1.)

5.1. Ball construction lower bounds. We need a version of the Jerrard-Sandier ball-
construction lower bounds [87, 57| that is localizable in order to be adapted both to the
weighted case and to the setting of the infinite plane with no finite energy control (hence
no a priori bound on the number of vortices), and which further yields very small errors
(we need an error of order o(N2), which gets very small when N, diverges slowly). For that
purpose we use the version developed in [91], which in particular allows to cover the plane
with balls centered at the points of the lattice RZ?, make the standard ball construction
in each ball of the covering, assemble all the constructed balls, and then discard some balls
from the collection so as to make it disjoint again. The error in the lower bounds given
by this ball construction is essentially N¢|logr|, where r is the total radius of the balls, so
that we need to take r large enough (almost as large as O(1) when N. diverges slowly),
but here the pinning weight adds again a difficulty since it may vary significantly over the
size of the balls of this construction, thus perturbing the lower bound itself.

The following preliminary result describes the precise contribution of the vortices to the
energy, and in particular defines the vortex “locations”.

Lemma 5.1 (Localized lower bound). Let h : R? = R, a := e, with 1 < a < 1, let
us : R2 = C, v, : R? = R?, with leurlve |2 qpee S 1. Let 0 < e < 1, No, R > 1, and
assume that log & p < lloge|. Then, for some ¥ ~ 1, for all € > 0 small enough and all
r € (81/2,77), there exists a locally finite union of disjoint closed balls BQR, monotone in r
and covering the set {x : |u:(z)| < 3}, such that for all z € RZ? the sum of the radii of
the balls of the collection B;R centered at points in Br(z) is bounded by r, and such that,
letting BL p 1= L-ijj BI, B := B(yj,r;), dj := deg(u-,dB?), and defining the point-vortex
measure V. p := 27 zj djdy;, the following properties hold,
(i) Localized lower bound: For all ¢ € W1°°(R?) with ¢ > 0, we have for all j,
1

. a r
5 /Bj (b(\Vua - ZUEN5V5’2 + @(1 — \u5\2)2) 2 ﬂ¢(yj)’d]’ log(g)

. &
- 0lrsEz Vol — O(2N2 + ajltog (2 4+ 25 Yo, 6.1
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Similarly, if ¢ is further supported in a ball of radius R,

1
3 [ o(19n = N+ 0 ) 2 2B [ gy
R

€,

NZ+ & &
_ * - 2772 € &R
ORIVl OQM+\mdb42nyW“ (6.2

(i) Number of vortices:

sup/ vipl < 76’. 5.3
N Br(2) | E,R| |10g€| ( )
(111) Jacobian estimate: For all v € [0,1],
_ N2 +E R
sup V2R — Rell(c2 (Br(z))* < Tvﬁ +e12(E2 g+ 2NP). 0

Proof. We split the proof into two steps.

Step 1. Proof of (i)—(ii).
We use the notation & p := sup, fBR(Z) €., with

_ 1 . Gmj i
C =g (|Vu€ — zuENEVs|2 + 221211(1 - |u€|2)2), Omin = Hmlf a(z) 2 1.

Note that by assumption we have in particular ‘(j;,R < 5;,1% < ¢71/5. We may apply [91,
Proposition 2.1] with Q. = R?, A, = N.v., with ¢ replaced by £/+/@min, and with the open
cover (Uy)a = (Br(2)).crzz (note that the argument in [91] indeed works identically on
the whole space, and that the energy bound is only needed uniformly on all elements of
the open cover). For some ¢, Cy, 7 ~ 1, for all ¢ < g and r € (61/2, T), we obtain a locally
finite collection B j of disjoint closed balls covering the set {z : |u.(z)| < 1}, such that
for all B € B. p we have

/B<é€—|—N7€2|0urlve|2)>7T|dB|<10g o —Co>

where we have set dg := deg(ue, 9B), and where Cp is defined as in [91, (2.4)]. Moreover,
the construction in [91] ensures that B! 5 is monotone in r and that Br(z) N B! ; has total

radius bounded by r for all z € RZ?. By [91, Lemma 2.1], we have Cp < 16|loge| & )5 <
lloge| L& &, so that the above becomes, for all B € B! p,

]Ve 2
/ <€5+ ’CUI‘I V5’ > ﬂ‘dBHOg( ) ’dB‘O<10g <2+ |1 |> (5 4)

Let 7 € (¢1/2,7) be fixed, and set Blp = W; BI, BJ := B(y;,7j), with corresponding
degrees d; := dp;. Noting that by assumption we have

/ . ]curlvgl2 < ]Bj\ < 7"]2»,
B

the result (5.4) takes the following form, for all j,

*

/Bj é. > m|dj|log(L) — |d; |O<log <2+ “ig ’>> O(riN2). (5.5)
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Using the assumption log E; r < [loge| and the choice r > £1/2, the above right-hand
side is bounded from below by §|d;|[loge|(1 —o(1)) — 0(7"]2»]\752), and hence, summing over
BJ ¢ B. i with y; € Br(z), we find for all € > 0 small enough,

Zhosel S 1l < [ O Y S E N
J:y;€BR(2) Bre1(2)N8; g J:y;€BR(2)
and hence, with the choice r < 1,
Z ldj| < % (5.6)
7 loge|

Jy;€BR(2)

that is, item (ii). Let us now prove item (i). Let ¢ € W1>°(R?), ¢ > 0. For all B/ € BL g
we have from (5.5),

/Bj pée > ¢(yj)/Bj & — 14| V|l /Bj ‘.

> m¢(y;)ld;|log(Z)

& _
- 00110 (108 (2 22 ) = 6() 02N — Vol [ e

hence

|82 wo(y)ld; log(2)

g*
2 A72 e, R %
- O(m-Ne +|d;|log (2 + “Ogg,)) 6l = O(rs€2 ) IVl

Further assuming that ¢ is supported in Bg(z) for some z € RZ?, summing the above
with respect to j with y; € B, setting v]  := 2w}, d;6y,, and using (5.6), we find

_ log(Z ,
¢€5 > (6) /]R? (NV&,R’

B 2

N2+ &, En .
- O<7"2N52 + ﬁbg (2 + \10€é€’)> [9llLoe — O(réEZ R)IVPIL.

Item (i) then follows by definition of é. with amyi, < a.

Step 2. Proof of (iii).
Using item (i) and arguing just as in [95, Proposition 4.4(5)], for v € [0, 1], we obtain
for all 7 € (¢'/2,7) and all ¢ € C7(R?) supported in Bg(z) for some z € RZ?,

/ (7 5 — fie)
< Mdler S 1y

J7:y;€BR(2)
/2 . o (1= ucl?)? 2
+£72||9|| o <|Vu5 — due Neve|” + B — + Ne|1 — |uel ||curlv€|>
Br
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N 62 & 2 2+7/2 Ar2 2
S P R gl + (22604022 [ Jeurtv?) ol 6:1)
[log e ’ B
where | - |c+ denotes the usual Holder seminorm and where || - ||cv := | |cv + || - ||Lec. The
result follows from the assumption |curl vg|[; 2 < 1. O

In Section 6, strong estimates are proved on the time derivative of the modulated energy
excess D p, but these estimates a priori involve the modulated energy £ . In order to
buckle the argument, it is thus crucial to independently find an optimal control on E ps
or equivalently on the number of vortices, in terms of D;f’ r- Note that in the case without
pinning and applied current no cut-off is needed and this difficulty is absent (the excess
is then indeed simply defined by D. = & — nN.|loge|, cf. (1.12)). This control of &g
is the main content of the following result, and allows to further refine the conclusions
of Lemma 5.1 above. Particular attention is needed in the strongly dilute regime N, <
log [log €| to ensure an error as small as o(IN2) in the energy lower bound. Various useful
corollaries are further included. In particular, item (vi) gives an optimal control of the
energy inside the small balls, measured in LP for any p < 2. Since this L? result is already
enough for our purposes, we do not adapt the more precise Lorentz estimates of [97,
Corollary 1.2] to the present weighted context, and we instead use a more direct argument
adapted from [100].

Proposition 5.2 (Refined lower bound). Let h : R? - R, a := e", with 1 < a <1 and
[Vh|Le <1, let ue : R2 — C, ve : R? — R?, with |[curl ve|[j1 e, [VellLe S 1. Let
0<e<xl, 1< N: S |loge|, and R > 1 with |loge| < R S |loge|™ for somen > 1, and
assume that D 5 < N2. Then EX p S Ne|loge| holds for all e > 0 small enough. Moreover,
for some ¥ ~ 1, for all € > 0 small enough and all r € (81/2,f), there exists a locally finite
union of disjoint closed balls B , monotone in r and covering the set {z: |us(2)] < %},
and for all 1y € (61/2,F) and r > 1o there exists a locally finite union of disjoint closed

balls Bg?j{, monotone in v and covering the set {x : ||uc(x)| — 1| > |loge|~1}, such that
Bg?R - Bg?j{o, such that for all z € RZ? the sum of the radii of the balls of the collection
B;R centered at points of Br(z) is bounded by r and the sum of the radii of the balls of
the collection ~g?j{ centered at points of Br(z) is bounded by Cr, and such that, letting

LR = Hjj B, B) := B(yj,rj), dj := deg(ue,0B?), and defining the point-vortex measure

Vipi=2m Zj djoy,, the following properties hold,

(i) Lower bound: In the regime N, > log|loge|, we have for all e=°WNVe) < r < %
and z € R?,

J

. a
ax%<|Vu€ — zuf_;]\ﬁ.;vf.;|2 + @(1 — |u€|2)2)

N | —

TR
_ lloge]
- 2

[ axilv el =o?). (63)
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< log [log e| we have for all e=°WNe) < r < 1 and ro < r
with /2 < ry < |1Og€|, for all z € R?,

while wn the regzme 1< N: <

1
5/ aXR<|Vu€—zu€N V€| + (1—| €| ) >
BL%'

1
> lloge| 058’ / il — o(NZ). (5.9)
R2

(i) Number of vortices: For e'/? < r <« 1,

sup / e gl S Ne (5.10)
% JBR(z)

and moreover in the regime 1 < N. < |loge|'/?

log e
—o() <r<r.

the measure v’ t R s monnegative for

all e

(iii) Jacobian estimate: Fore'/? < r < 1, for all v € [0,1],
Sup V2 r = Bellcy (Brez)) S 77 Ne + 2N, |loge], (5.11)
sup e = ficll (e (B~ S €' Nelloge[**, (5.12)
hence in particular, for all v € (0,1],

SngﬂEH(CZ(BR(z)))* ~, N, Sng:U’EH(Cg(BR(z)))* ~y Ne. (5.13)

(iv) Excess energy estimate: For all ¢ € W1°(R?) supported in a ball of radius R,

[ o190~ iuNove P+ 5251 = uel?)? ~ ogeluc)
R
S (Dl + o(N2)ll6llwre.  (5.14)

(v) Energy outside small balls: In the regime N > log|loge|, we have for all e=®Ne) <
r <7 and z € R?,

/R2\BT (IX%<|VU5 ZueN V€| + (1 _ |u€| ) ) < DZR+O(N2) (515)
g,R

< log|loge| we have for all v > e=°WNe) and ry < r with
el/? <y < |1oga|’ for all z € R?,

while in the regzme 1< N: S

/2\ o axﬁ(\Vug e Nove)? —|— (1 — |uc?) > <D:p+ o(N?). (5.16)
R BE’}%

(vi) LP-estimate inside small balls: In the regime N, > log|loge|, we have for all €'/? <

r<randl<p<2,

sup / ValVi, — iu NoveP <, o(NP), (5.17)
&, R

z
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< log|loge| we have for all r > €2 and ro < r with
el? <1y < %, foralll <p<?2,

while in the regime 1 <« N <

sup [ XilVue — iueNovi P 5, oN?). (5.18)
= JBYY %

Proof. We split the proof into eight steps. The main work consists in checking that the
assumptions imply the optimal bound on the energy 5;‘7 r S Ne|loge|. The conclusion is
obtained in Step 5 for the regime log |loge| < N. < |loge|, but only in Step 7 for the
complementary regime 1 < N < log |loge|. The various other claims are finally deduced
in Step 8.

Step 1. Rough a priori bound on the energy.

In this step, we prove £ p < R?[loge|?, and hence by the choice of R we deduce
EXp S |loge|™ for some m > 4. Decomposing p. = Necurlve +curl (j. — Nove), the

~

assumption DZ rS N2 yields for all z € R?,

N loge
5§,R§Ds,1~z+| 5 |/ ax ke
RQ

< Nf + Nc|log €| /]R2 axg|curlve| + |logg| /R2 |V (ax®)||je — Nevel. (5.19)

Using the pointwise estimate of Lemma 4.2 for j. — N.ve, using [V(axy)| < 1p,,e),
leurl vellpr S 1, and [[ve[|lLee S 1, we obtain

1/2 . 1
(1 - |u€|2)2> (/ |Vu€ - Zuz—:NeV5|2>
BQR(Z)

(1= fucl)?)

2 /2
&2 < logeP + logel ([

BQR(Z)
+ Rlloge| </
B

1/2 1/2
|Vue — iu5N5V5]2> + RN.|log 8](/
B
< llogel? + elloge|& 5 + R|loge|(EX 5)Y2.
~ e,R g &,R

2r(z 2R (2)

Taking the supremum over z, and absorbing 5:7 r into the left-hand side, the result follows.

Step 2. Application of Lemma 5.1.

The result of Step 1 yields in particular log &, < lloge|, which allows to apply
Lemma 5.1. For fixed r € (!/2,7), let B p = E-Jj B denote the union of disjoint closed
balls given by Lemma 5.1, and let 1] ; denote the associated point-vortex measure. Using
Lemma 5.1(ii) in the form

5*
[ wal= X glS Nt it (5:20)
Br(z) J:y;€BR(2) [log ¢
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Lemma 5.1(i) gives, for all ¢ € W1>°(R?) supported in a ball of radius R, with ¢ > 0,

l/r (|Vu€—zu€Nv€|+ (1—|e|)>

2
g,R

loge - «
> L [ vt al - Otz ) V61~
R2

- O(rN2 + g (Ve =) (Nt g (24 2 Yol (521

We now prove the following consequence of these bounds, for all z € R?,

) a
Lo o1V = ieNoe P+ 50— )
R2\BI . €

<DZR+O<7"€:7R+(]10g7"]—i—r]logfs\ < o g€|>
c

+ (N€+ “ig’;) log (2+ é‘i;')) (5.22)

First, the lower bound (5.21) applied to ¢ = ax% is rewritten as follows,

1 . a
5/ axﬁ(|Vu€ —iu Nove | + 2—2(1 — |u€|2)2)
R2\B! o €

& & &
< TT‘,Z O 5* 2N2 1 < 57R > <N €7R > 1 <2 €7R >
— €,R+ <T €,R+T € + | Og?"| &€ |10g€| + € + |10g€| Og + |10g€| 9

where we have set
Tz 1 z - 2 a 2\2 r
=5 [ axi(IVue — i NoveP 4+ 525 (1= Ju )2 = llogelol ).
R2 IS

If 1/27 r Was replaced by . in this last expression, we would recognize the definition of the
excess DZ p, and the result (5.22) would follow. Hence, it only remains to check that for
all ¢ € W1>°(R?) supported in a ball of radius R,

En
Slpe = VER)| S r(Ne = Yol e + €2 gl (5.23)

og el

Using the result of Step 1 in the form e'/6&* , < 1, Lemma 5.1(iii) with v = 1 yields

‘RQ

~ &
8l =vim)| S (Ve 12T lollwr + 2 ol

s

It remains to replace fi. by p. in this estimate. By definition (4.10), with ||v¢||p~ < 1 and
Vol < 1, l|@llwree, and using the result of Step 1 in the form e2BRN.(E 52 <1,



68 MITIA DUERINCKX AND SYLVIA SERFATY

we find
¢(ﬂe - /‘s)

.

<N [ Ve P
BR(Z)
1/2
S RNl ([ (= Juc?)
BR(Z)
< RN(EL) P Bllwre < 6w (524

and the result (5.23) follows.

Step 3. Energy and number of vortices.
In this step, we show that (5.20) is essentially an equality, in the following sense: for all
1?2 < r <1,

sup [ lvial SN+ 2 SN bsup [ Gl (5.2
P Je foge] = 5

The lower bound follows from (5.20). We turn to the upper bound. Since the energy excess
satisfies DI p < N2, we deduce from (5.23),

loge
eR—DzR+‘ ‘/ aXphe

loge &
_| |/ aXRV€R+O<N2+7"]10g€\(N + o €|>> (5.26)

Taking the supremum in z, and absorbing &7 p in the left-hand side with <1, the upper

bound in (5.25) follows.

Step 4. Bound on the total variation of the vorticity.
In this step, we prove that for all e~°(logel) < p <« 1,

sup / Xalv al < (1+ o(1)) sup / !+ O(.). (5.27)
z R2 z R2

This result is used in Step 5 below in order to replace [ aXRrVe R (resp. [ axgpe) by
[ X5VL g (vesp. [ X%pte), which is crucial if we want to avoid integrability assumptions on
Vh, as we do here.

The lower bound (5.21) of Step 2 with ¢ = ax?, yields for all y € R?, using the upper
bound in (5.25) to replace the energy £ i in the error terms,

1 ) a
&> [ k(P - e Nove P+ (1= )

ER

log e
> RBEL [ o al = O (owr| + rltoge) (N +sup [ i)
R2 z JR2

(Mo [l nl) o (24 Iligel)>

For e~°(log¢l) < « 1, using the result of Step 1 in the form log E*R < |logel, we obtain
for all y € R?,

]10g £l

22 B [ iz al = oogelsnp [ xilvtsl —o(Nelloge). (529
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On the other hand, the upper bound (5.26) yields
lo

€
53,3 < § | /2 GX%VET,R + O(Nc[logel) + o(1)E g, (5.29)
R

and thus, taking the supremum over y and absorbing £ 5, in the left-hand side,

£ < log €]
e, R =

(1 o(1))sup [ | axilvZ sl + O(Ncllog <),
z JR
so that (5.29) takes the form, for all y € R?,
y |log €| yor Z|r
Elp<—5— L XRVer O(Nelloge]) + of[log e]) sup . XrIVERI-

Combining this with (5.28), dividing both sides by %llog el, and taking the supremum
over y, we find

z

sup /R2 Xe(Wir)” S SUP/R2 axi(VE gl — Vi R) < O(N:) + O(l)sup/xﬂyg’RL
z z

hence
sup/ XZR|V§,R| = sup/ XZR(VQR%-Q(VQR)_)
z R2 z R2
<sup [ i+ OV +o()sup | axilvl al
z R2 z R2

and the result (5.27) follows after absorbing the last right-hand side term.

Step 5. Refined bound on the energy.

In this step, we prove &7 < (N: + log |log e])|log €|. By (5.20) this implies in particular
Sup, [ge XiIVL gl S Ne+log[loge|. In the regime N 2 log [log ¢|, these bounds are already
the optimal ones. The strongly dilute regime 1 < N, < log |log¢| is treated in Steps 6-7.

Let e—°lge) < » <« 1 to be suitably chosen later. Using (5.23), the bound on the

energy excess DF , < N2 yields for all z € RZ?,

e,R ~

|lo

EER<Dip+

gel "
5L [ e S N2 - llogel | xilv al + r(ellog e + €20,

and hence, using the result (5.27) of Step 4,
S Velloge| + logelsup [ il -+ 78
z

Using (5.23) again, and absorbing &X p in the left-hand side with r < 1, this takes the
form

- r S Nelloge| + [log e[ sup /R2 XRlte- (5.30)
z

It remains to estimate fR2 X5ite- Decomposing p. = N.curlv, +-curl (jo — N,v.), using the
pointwise estimate of Lemma 4.2 for j. — Nove, using [Vxg| S R g, ,0), IVXRI2 S 1
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[eurlvel[p1 S 1, [[vellLe < 1, and using the result of Step 1 in the form e& ; < 1, we find

[ e =N | xiewtve [ 94 G- Nova)

< N: + /2 IVX%||Vu: — tusNeve|.
R

Regarding the last integral, we distinguish between the contributions inside and outside the
balls B . with [Vx3| S B ) < BN [VXRllz S 1, and [Ban(2) N B | S 72,

/ Xape S No + / VX%l Vue — iuNove| + R—l/ Ve — duNove|
R2 R2 \B;,R BQR(Z)QB;R

. N\ 1/2
SJNE—F </ X;R‘Vue_ZuaNeve‘ )
RAB! o

1/2
+ ’I“R71< |Vue — iu€N€v€|2) . (5.31)
Bag(2)

Estimating the last right-hand side term by rR*1(€: r)Y/2, using (5.22) to estimate the first,

using the bound on the energy excess D’ R < N2, and noting that k1/2 10g1/2(2 +k) <k
holds for k > 1, we obtain

/ Xatte S N:+ (Di )+ rR7YEX R)Y2 + rV2 (N |log e| + &2 g) /2
R2

E* 1/2 E* 1/2
—|—<N8 + —=of ) [log r| + log <2 + —=of )
llog €| llog €|

*

En
S Nt PNeflogel) 2 (€)Y o1)

&: 1/2
+|10g7“|1/2(N + “Oge') .

Combining this with (5.30) yields

E*
=f < N 412 (N |loge]) /2
[loge]
ES

E g
+rV2(E2 )2 4 0(1)

& 1/2
log r|"/? (N,
llog |+|°g7"| ( +|log6|) )

and hence,

— < N, + |logr| + rl/Q\logs\
Ilog |

The result follows from the choice r = |loge| 2.

Step 6. Refined lower bound in the strongly dilute regime.
In this step, we study the regime 1 < N, < log |loge|, for which the result of Step 5 is

not optimal. More precisely, we consider the whole regime 1 < N; < |loge| and we show

the following: for all rg € (e 172, 7) and r > 7, there exists a locally finite union of disjoint
closed balls B[’ , monotone in 7, covering the set {z : |luc(z)| — 1| > [loge| ™'}, such that

for all z the sum of the radii of the balls intersecting Br(z) is bounded by Cr, and such
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that for all € > 0 small enough, and all ry < r satisfying

N, N,
1/2 € 2 —o(NVe) < 1 5.32
eSS llog e| N: + log [log |’ c =r<d (5:32)
we have for all z € R?,
1 z
5 /. aXR<\Vu5 iue N, V,g] —|— (1— \ug\ ) )
Bro:"
g, R
llog €| &R \? 2
> o8¢l Zm—l(’)—N.5.33
- 9 R? aXRV(;,R 0( ) ’10g€’ 0( 8) ( )

We split the proof into three further substeps.

Substep 6.1. Enlarged balls: in this step, given some fixed rg € (81/2

enlarged collections of balls Bro’

,T), we construct the
, for 7 > 1.
According to [90, Proposmon 4.8], and using the energy estimate of Step 5, we have

H!({z € Br(2),|Jus(x)] — 1] > loge|™'}) < Celloge|*EZ < Cellogel*,

where ! denotes the 1-dimensional Haussdorff measure. From [90, Section 4.4.1] and [91,
Section 2.2], it follows that we may cover the set {z : ||u-(x)| — 1| > |loge|~'} by a locally
finite union of disjoint closed balls such that for all z the sum of the radii of the balls
intersecting Bgr(z) is bounded by Ce|log e[*. We then combine this collection of balls with
the collection B;?R' Inductively merging as in |90, Lemma 4.1] any two such balls that

intersect into a ball with the same total radius, we obtain a new collection [;’goR of disjoint

closed balls that cover the set {z : ||uc(z)| — 1| > |loge|~!}, and such that for all z the
sum of the radii of the balls intersecting Br(z) is bounded by ro + Celloge|® < Cry.

Let us now grow the balls of this new collection Bz?R following Sandier’s ball construction,
as described e.g. in [90, Theorem 4.2|. This consists in growing simultaneously all the balls
keeping their centers fixed and multiplying their radius by the same factor t. If some
balls touch at some point during the growth, the corresponding balls are merged into one
larger ball containing the previous ones and with the same total radius. This construction
ensures that the balls always remain disjoint. Stopping the growth process at some value
of the factor ¢, and setting r = trg, we denote by l”;’;“RT the corresponding locally finite
collection of disjoint closed balls. By construction, for all z, the sum of the radii of the balls
that intersect Br(z) is bounded by Ct(ro + Ce|log gl®) < Cr. Note that by construction
B, C BTO —BTO’TO.

R R

Substep 6.2. Preliminary estimate.
According to [97, Lemma 3.2] (applied with ¢ = d and A\ = 1), we have, for any S'-valued
map v with degree d on a generic ball B of radius r, and for any vector field A : B — R2,

1 2 2 1 2
—/ Vo — ivA|? + / curl A? > ﬂ - ﬂ + —/ ‘Vv — A — ivd- ,
2 JoB 2 JoB r

Ug

where 7 denotes the unit tangent to the circle 0B. Applying it to v = ] and A = Ngv,,
and noting that |Vu. — iu.F|? = |ue|?| Vi — i F|2 + |V|ue||? holds for any real-valued

|ue] Jue|
vector field F', we obtain the following improved lower bound on annuli: if the condition
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||uc| — 1| < [loge|~! holds on OB, then we have
—1yy L ~ 2 Lo 2
(14 O(|loge| ))5 |Vue —ius Nove|” + §N€ |cur] v |
OB B

2
> — — 4+ —(1-0O(|log e|‘1))/ ‘Vue —iusN:ve —iusd; - (5.34)
B

Substep 6.3. Proof of (5.33).
Let 79 > 0 be chosen as in (5.32). We start from Lemma 5.1(i) with ¢ = ax%, combined
with the refined energy estimate of Step 5 and the choice of g, which yields

1
5/ ax%(\Vug 1us N, VE\ —|— (1 — ]ugl ) )
B.%

1 b Er
€ _ 2 e, R
> 5 /GXR’VER’ o(NZ?) — C<N + o g€\> 10g< lloges])' (5.35)

We next need to show that this lower bound for the energy is essentially maintained
during the ball growth and merging process, hence holds as well for the collections B;’ORT
with r > rq.

Assume that some ball B = B(y, s) gets grown into B’ = B(y, ts) without merging, for
some ¢ > 1, and assume that B’\ B does not intersect Bgf’R, so that ||u:| — 1] < |loge|~!
holds on B’\ B. Let d denote the degree of B (hence of B’). Since by assumption we have

la(z)xk (@) — a(y)xk(¥)] < xrWla(z) — a(y)] + a(@)|xk(*) — Xk (Y)]
< CR™ 4+ xaW) | —yl, (5.36)

we may write

1
3 | (Ve N+ 0 )
B\B

> M / |V, — iusNove|? — CR_l/ |- —y|| Ve — iue Nove|?
2 B’\B B/\B
—Cx) [ 1=yl — N
B'\B

Using that |u.] < 1+ |[loge|~! holds on B’ \ B, the last right-hand side term above is
estimated as follows,

/ -yl Ve — iuNov. ?
B\B
7d |2

< 2/ |-~y ue|? ‘ ‘ +2 / |- =y ‘Vug—quNgv8 — iU
B\B |- =yl B'\B |-~y

< Cd*(t —1)s + 2t5/
B\B

(5.37)

‘VuE — U NeVe — T,

_rd
| .
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where 7(z) = % is the unit tangent to the circle centered at y, and we may then
deduce
3 ) (19 - N P - )
2 B/\B 262
z
> w / |Vu, — iu5N5V5’2 — CtsR™! |Vue — z'ugNgvg\2
B\B B\B
d 12
— Cd*(t — 1)sx%(y) — Ctsx%(y)/ \ ‘Vu8 — tueNeve —iuaﬁ (5.38)
BAB .

Again using that |juc| — 1| < |loge|~! holds on B’ \ B, the estimate (5.34) on the ball
B(y, p) for p integrated between s and ts takes the form

1
(1+ Cllogel )3 [ |Vue — iucNov
/\B
2 T 2 L2 2
> wd*logt — Ed (t—1)s — §N€ (t—1)s [ |curlv,]
B/

) ) Td |2
‘Vue —tuNove — U ———

1
+(1-Cllo 5—1—/ )
( log €| )2 =y

B/\B

Combining this with (5.38), we are led to

11 , a
(1+ Clloge| 1)—/ ax%(\Vug — iueNove > + (1 — \ua\z)Q)
2 /pn\n 2e

> a(y)xi(y)md? logt — C(t — 1)s<d2 + N2 ]curlvgl2>

Bl

— CtSR_l/ . | Ve — iueNove|?
B/\B

+ <M(1 — Clloge|™) — CtS)X%(y)/

) ) Td |2
‘VuE —tusNyve —zug—‘ . (5.39)
2 B\B |-~y

For ¢ small enough and ts < min{1, 4 infa} =: 7 (note that by assumption 7 ~ 1), the
last right-hand side term is nonnegative, so that we conclude

1 a
(1—|—C|10g5| )2/BI\B(ZXR<|CUE zu€N€v€| +—2€2(1—|u€| ) )
> a(y)xky)nd*logt — C(t — 1)s(d® + N?)

— CtsR™! . Ve — duNove|?. (5.40)
B\B

If the ball B = B(y,s) belongs to the collection l”;’;“j{ for some r > r¢, only a finite
number of balls of the collection B.% are included in the ball B. Denote them by Bl =

B(y;,s5), j = 1,...,k. By definition, the degree d of B is then equal to d = Zj d;,
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where d; denotes the degree of BJ. We may then write

a(y)XrY)d> > aly Zd > Z a(y))XaW)d; — C Y 1djlly = 5|1 By ()
J

> Za YiXR()dj = Cs Y 11,0 (),
j j

and hence, in terms of the point-vortex measure v %,
b

1
a(y)xn(y )d2 > — axf{ngR — Cs/ |V %] (5.41)
27 ' Bar(z) ,

Therefore, if the ball B = B(y, s) belongs to the collection Z?Z_;Og for some r > rg and

gets grown without merging into a ball B’ = B(y,ts) for some ¢ > 1 with ts < 7, then
combining (5.40) and (5.41) yields

1,1 p
(14 Clloge| 1)5/3/\BGXR<\V% iueNeve|® T 5 (1_‘ Ue | ))

logt
N &/ axngg?R _ Cs logt/ |,/6 R| —C(t— 1)5(]\75 +/ |V5 R)
9 B Bar(2) Pan(®)

2R

—CtSR_l/\ |Vue — iuNove|?,
B'\B

hence, using Lemma 5.1(ii) and the inequality |logt| <t —1 for t > 1,

1
5/ aXR(|Vu€ — iue N; V€| ‘|' (1 - |u€| ) )
B\B

logt En
> o;{ Bax%yg?R—C(t 1)s <N +|

2
) — CtsRl/ |Vue — iueNove|?.
gel B'\B

By construction of the ball growth and merging process, this easily implies the following:
if a ball B = B(yg, sp) belongs to the collection B.°; for some ro < r <7, then we have

2 1 2
) — CsgR™ |Vue — iue Nevel|?,

\log el B\BLY,

hence, using the choice R 2 |log |,
/ i axﬁ(]VuE it Nov. |2 —|— (1— |ug|?) >
B\B%

log(*+) EXp \2
> 70 zT0 O (N € > .
Z 9 /BaXRVe,R sp(Ne + log |

N |

Summing this estimate over all the balls B of the collection BE%’{ that intersect Bag(z),
and recalling that the sum of the radii of these balls is by construction bounded by Cr, we
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deduce for all ro <r <7,

1
§/~mr . aXR(|Vu€—zu€N ve|? —|— (1—| ue|?) )
BE,};’, \BE,

log(L< &: 2
g(m)/ axﬁugR CT(N + R>
2 R2 ’ E‘

Combining this with (5.35), and recalling that by definition B%; C Bl g, we deduce

>

. : a log(£)
3 /B e[Vt = dueNovel? + 5 (1 = uf)?) = =55 /R axiVL%

—Cr <’f);12’)2_0(N3)—C<N5+ E)i;)log <2—|— ]f;i])’ (5.42)

and hence, using Lemma 5.1(ii) and the choice (5.32) of r,

- /B OGN+ 551 )
> Hoga]/ axXRVLR — C’|logr|(N + |l€g6|)
—or (|lo€g}Z|)2 ~o(NZ) = C(N- + |1iTR;|> log (2+ |iii|>
> L2 [t — o () - o),

that is, (5.33).

Step 7. Optimal bound on the energy.

In this step, we prove 55* r S Ne|loge|, thus completing the result of Step 5 in all regimes
1 < Ne S [loge|. Note that by Step 3 this also implies sup, [po X3[VL gl S

By Step 5, it only remains to consider the strongly dilute regime 1 <« N6 S log |log £|.
Let 79 < r < 1 be fixed as in (5.32). On the one hand, using the estimate (5.23), we
deduce from the result (5.33) of Step 6,

1
3 o i1V = i Nove P+ 751 uef?)?)
R

& EXp \2
< DZR—i—O(ro]logs\(N + o g€|)> +0(1)<|108g76|) + o(N?)

and hence, using the assumption D! , < N2, the suboptimal energy bound of Step 5, and
the choice (5.32) of o,

1

E* 2
RV ; 2 a 2\2 2 e,R
2 /R?\B:Oj{ i (| te = TueNevel 2e2 (1= fuel") > SNe+ 0(1)<|loge|) - (543)
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On the other hand, combining the estimates (5.30) and (5.31) (with B.  replaced by Bg?j{)

of Step 5, we find
* <N 1 2 Ve — iucNove2) 4 rllog e| B (2 )2
*r S Nellogel + flogel(sup [ iV —inNevel?) 4 rllogel R €2
- :
&,R

R2\B
Now inserting (5.43) yields
2 S Nelloge| + o(1)€Z  + [log el R~ (€2 p)'/?,

and thus, recalling the choice R 2 [logel|, and absorbing &Z g in the left-hand side, the
result &2 p < Nellog g| follows.

Step 8. Conclusion.

The optimal energy bound £ ,, < Nc|log €| is now proved. In the present step, we check
that the remaining statements follow from this bound. We split the proof into seven further
substeps.

Substep 8.1. Proof of (i).

The result (5.8) follows from (5.21) in Step 2 with ¢ = ax%, combined with the optimal
energy bound. Repeating the argument of Step 6 with the optimal energy bound rather
than with the suboptimal bound of Step 5, the choice (5.32) can be replaced by el/?2 <
rog K %. For such a choice of r¢, and for r > 7y as in (5.32), the result (5.33) together

with the optimal energy bound directly implies the result (5.9) in the strongly dilute regime
1 < N; <log|logel.

~

Substep 8.2. Proof of (ii).
The bound (5.10) on the number of vortices follows from the result (5.25) of Step 3
together with the optimal energy bound. It remains to prove that in the regime 1 < N, <

_ |log €|
llog e|'/2 for e o) < r < 7 each ball of the collection B!  has a nonnegative degree.

This is a refinement of the result of Step 4. The lower bound (5.21) of Step 2 with ¢ = ax}
can be rewritten as follows, using the optimal energy bound, for all z € R?,

__ |loge|
foge| | axivim)” = 5 [ axillvtal = vin)

loge
< g DB [ oo+ O(riofogel + N2 4 Nofog ) +o(V2),

and hence, using (5.23) to replace V. g by fte in the right-hand side, and using the assump-
tion D? , < N2, we find

llog €| / XE(VQR)_ < Nf + rNe|loge| + Nc|logr|. (5.44)
R2

—o(1) |log &]

’1/2 N <1< N;17

Dividing both sides by [loge|, we deduce for N, < |loge|"/* with e

SUP/ Xr(ViR) <1,
R2

z

which means that for ¢ small enough there exists no single ball B? € B! p with negative

degree d; < 0. This proves the result for r < N1, Now for NJ1 < r < 7 the same
property must hold, since, by monotonicity of the collection B  with respect to r, for
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any 7 > 7’ the degree of a ball B € BL  equals the sum of the degrees of all the balls
B’ € B.(r') with B’ C B.
Substep 8.3. Proof of (v).

In the regime N. > log|loge|, for e °WVe) < r < %, the result (5.15) follows
from (5.22) together with the optimal energy bound. Monotonicity of BQ r With respect
to r then implies (5.15) for all 7 > e=°V=) in the regime N, >> log [loge|. In the regime
1 < N. < loglloge|, it suffices to argue as for (5.22) in Step 2, but with the lower

~

bound (5.21) replaced by its refined version (5.33): for ro < r with £'/2 < g < % and
e °WNe) < < 1, the estimate (5.33) together with (5.23) indeed yields

1 ) a
5/ i ax%(\Vua — iuNove|? + (1 - ]u5]2)2)
RQ\B:%T 2¢e
1 , a log e
< —/ axﬁ(]VuE —iu Nove | + (1 - ]u5]2)2> - M/ axpv % + o(N2)
2 R2 2¢e 2 R2 ’
< D g+ 1oNe[loge| + o(NZ) = D p + o(N?),
and the result (5.16) follows by monotonicity of BL%; with respect to .

Substep 8.4. Proof of (iii).

The Jacobian estimate (5.11) follows from Lemma 5.1(iii) together with the optimal
energy bound, and the estimate (5.12) with v = 1 similarly follows from (5.24). The
result (5.12) for all v € [0,1] is then obtained by interpolation (as e.g. in [59]) provided we
also manage to prove, for all ¢ € L°°(R?) supported in a ball Bg(z),

< RN |loge|||¢]|Les. (5.45)

‘ 2 ¢(/15 - Ma)

Let ¢ € L>°(R?) be supported in Bg(z), for some z € R By definition (4.10), we find

/2 d(fre — pe) = N /2 ) ((1 — Jue]?)eurl ve +2(Vu, — iuNove, ug) Vé')
R R
< N,3H¢|]Loo/ (11~ fue P llenrdve] 4 21vel|2 — el [V — s Nove |
BR z

+ 2|ve||Vue — iusNeve |),

hence we deduce from the optimal energy bound, with ||v.||re, ||curlve|{2 S 1,

< (eNZ[loge| + RN:[logel)[l¢ ],

~

‘ - ¢(ﬂa - Ne)

that is, (5.45).

Substep 8.5. Proof of (iv) in the regime N, > log |log £|.

We focus on the regime N. > log|loge|. Let el/2 < 1 <« 1 to be later optimized as a
function of . We write as before B, , = l4; BI, BY = B(y;,r;), we denote by d; the degree
of BY, and we set vip=2m)_;d;dy,. Given ¢ € W1>°(R?) supported in the ball Br(z),
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we decompose

[ o190 — tuNove P+ 550 = uef?)? — logelvZ )
R
. a
< / ¢(|Vu€—zu€N€v€|2+2—2(1—|u€|2)2>
R2\BL o €

. a
+ ; ‘ /Bj ¢(|Vue —iuNove|® + @(1 - |u€|2)2) — 2mp(y;)dj|log el

_ . a
< latols [ a1V - NP S - )
R2\B;,R 2e

a0l )| [ af|Vue = ieNove P+ 5250~ fucf)?)
J

—2ma(y;)d;|log €|

4l élwsee [ (Ve — e Novel? 4 5250 = ). (5.46)

BQR(Z)OB;R

Combined with the optimal energy bound, the localized lower bound (5.1) in Lemma 5.1(i)
with ¢ = a yields for all 7,

1
5/ ’a(|Vu€ 1ue Ne V€| + (1_| z—:| ) )
Bi
> M(yj)!delog el = O(rjNe[loge| + |dj||log | + |d;|log Nz,

hence

. a
/ | a<|Vu€ —iueNevel” + 55 (1 - |u€|2)2> — 2ra(y;)|d;||log |
BI

< / _ a<\Vu8 tus N, V,g] —|— (1 — \ug\ ) ) — 2ma(y;)|d;||log €|
Bi
+ O(er€|logs| + |d;||log 7| + |d;|log Ne).
Noting that x%(y;) < x%(y) + O(R™17;)x3x(y;) holds for y € B;, we obtain

)| [ a1V = iuNevo P + 50~ [ )?) = 2mau,)ld log
J

< [ (190 = iweNoveP + 551 = [0 ) = 2ra(as) Xl 1o
J

+ XQR(yj)O(era\log el + |d;llog [ + |d;| log Ne).

Inserting this into (5.46), and using the bound of item (ii) on the number of vortices, we
find

/2 (|Vu€—zu€Nv€| +55 (1—|u€|) —|log6|yg7R>
R

_ . a
< lla~ e / 2 ax%(IVus — i Nevel? + 555 (1= fuef)? = [log el )
R
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trlla Bl /

<|Vu€ 1ue Ne V€| + (1 - |u€| ) >
BQR(Z)OBZ;’R

+ O(rN€|log e| + Nellog r| + N¢ log Ne) llo]|Lee,

where the second right-hand side term is estimated by 7N:|loge|||a='¢||yy1.00, and where
the bound (5.23) can be used to replace V! by e in both sides up to an error of order
(rNe|loge| + 1)||¢||r.<. In the present regime N. > log|loge|, we may choose e~°Ve) <
r < %, and the conclusion (5.14) follows for that choice.

Substep 8.6. Proof of (iv) in the regime 1 < N, < log |loge].
We turn to the regime 1 < N < log [logel, in which case the proof of (iv) needs to be

adapted in the spirit of the computations in Step 6. Let ¢ € W1>°(R?) be supported in
[log e]

the ball Br(z), and let e —o(n s <70 K Yogg g€| First arguing as in Substep 8.5 with this
choice of ry, we obtain

/BTO (Ve — e Novel? 4+ 5% (1~ JueP?)? — Tog ()07 )

&, R
- . a
< lla™ ¢l /BTO aXZR<|vue — iueNeve|* + 2_52(1 — [uc|?)? - log(%o)ygf)R>
&,R

+o(N2)l[¢llwre.  (547)

Now we consider the modified ball collection B;Oj{ with r > rq, as constructed in Step 6.1.
Assume that some ball B = B(y,s) gets grown into B’ = B(y,ts) without merging, for
some ¢t > 1, and assume that B’ \ B does not intersect Be ', 8o that by construction

|[uc| — 1] < [loge|~! holds on B’\ B. Let d denote the degree of B (hence of B’). We may
then decompose

1

5 (70— el 50— ) = o(y)mion |

< lla™"gll<

1
3 (Ve N (1—|ue|))—a(y)xﬁ(y)ﬂdlogt‘
B'\B

_ 1
e ol [ —y|xR(|ws—weNve| + o1 = Jue)?),

and hence, decomposing x%(z) < x%(y) + O(R™!) for all z € B'\ B,

1
‘ﬁ/Bl\Bfﬁ(!Vug U N Vg\ + = 922 (1 — ’U.s’ ) ) —¢(y)ﬂdlogt'

< lla” gl

1
3| oIV — N 4 o <1—rer>)—a<y>x;<y>wdlogt\
B'\B
D gy [ (19— NP+ (0= e P)?)
B\B

+Ctsh ol [ (|Vu€—wezvve|+ 50— [ueP)?).
B’\B
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Arguing as in (5.37) yields

1

'ﬁ/Bl\Bé(!Vug U Ng Vg\ + = 922 (1 — ’U.s’ ) ) —¢(y)ﬂdlogt'

< lla” gl

1
3| oIV — N 4 o <1—rer>)—a<y>x;<y>wdlogt\
B'\B

2 -1 2 . . Td |2
+ x5 W) la™ ¢l [ Cd*(t — 1)s + ts ‘Vu6 — U Nove —itg ———
B

"\B |-~y
— . _ a
+CtsR 1H¢HWLOO/ Ve — i Nov. |2 + Cts|a 1¢HW1,OO/ 1 )
B'\B B\B ¢
(5.48)

Recalling the improved lower bound (5.39), and combining it with the bound of item (ii)
on the number of vortices, and with the assumption [jcurl v, |~ < 1, we find

1
(1+ O(]loga]_l))—/ ax%(]VuE 1us N, Vg\ + — (1 — ]ugl ) >
2 s s 22

> aly)xi(y)rd?logt — O(t — 1)sN? — CtsR ™ Ve — iueNeve |
B\B
d 12
I ((Z(y) (1 . C\loga]il) _ CtS)X%(y)/ ‘VUE — ’iuaNgV{; —’LU&.T—
2 B\B ’ : _y’

and hence, injecting this estimate into (5.48), we deduce for € small enough and ts < 1,

1

il o 2, @ . 22\
'2/3,\B¢(Iwe iusNove* + 262(1 |ue|®) ) ¢(y)7rdlogt‘

1
scu<z>||W1,oo(§ [ (Ve - N 4 <1—|e|>)—a<y>x;<y>wdlogt>
B\B

+C’(t—1)sN€2H¢||W1,oo+C’t5R_1H¢||W1,oo/\ Ve — iueNov. 2
B'\B

a
=2

L Cts|| e / (1— fuel?)>.
B’\B 1S

Using the bound of item (ii) on the number of vortices, we find

logt

oozt — <5 [ o,

so that the above becomes

1 10gt
'5/3'\3 (]Vug—zugN Vg\ —1—2—(1—] 5] / Pv!

<Clolwe( [ axi(9ue = iueNove + 5% <1—|ue|>)—logt [ it
B\B B

slogt

V6l / V%] < C(t = 15NV,

+ Ot —1)sN? + C’tsRl/ |Vue — duNove|® + Cts/ - (1 — |uc|?) )
B/\B \ 9
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By construction of the ball growth and merging process, this easily implies the following:
if a ball B = B(yp, sp) belongs to the collection Bgo}g for some rg < r < 1, then we have

1
'5/ i (]Vug—zungg\ —|— (1—] 5] /qﬁ
B\B,

. a
< Cllo|lw.e </ i axﬁ(]VuE —iu Nove | + (11— ’%!2)2) — 10g(%)/ ax{vl%
B\BL, 2 B ’

—{—CSBNg +CSBR1/ ~ |vue _iusN€V€|2 "’CSB/ 2(1 _| €| ) >
B\BTOR B\BTO g

Summing this estimate over all balls B of the collection Bro],% that intersect Bg(z), and

recalling that the sum of the radii of these balls is by construction bounded by C'r,

1 log (-
I (i e Ly (%
[;,TO},?T\BTO 2 g,

2
< ot ([ (Ve = N 250 = )~ tos(E) [ i
Bs?}% \BE?R R2

+COrN? 4 CrR™ |Vue — iue Nove|? + Cr/
Bar(2) Bagr(z

a
5_2(1 - \u5\2)2>. (5.49)
Let us estimate the last right-hand side term of (5.49). Applying the lower bound (5.33)

with e replaced by 2e (with £ < 1/2), together with the optimal energy bound, we obtain,
for r > rg with e o) < p <« 1,

|logs| log2 [log(2¢)]
Xl il — o) = PBEE [ v - o)
R2 R2
. a
<3 /B . axR(rwg vl 5 (1= fuef?)?)

loge 3
<D*R+ | g |/ R,U'E_ 1652/ CﬂXf{(l— ‘%2‘2)2-
,R

Using (5.23), the bound of item (ii) on the number of vortices, and the choice of rg, we

then find

3 2.z 2\2
= 1—
T6:2 /B “XR(1 — Juel)

llog €| log 2

il = V2 + 252 [ axloZTyl+ o(N)

< Dip+o(NZ) S N2

IN

ID*
&R + 2 R2

Combining this with the result (5.16) of item (v), we deduce the (suboptimal) estimate

Z
sup [ AR u PR S N2, (5.50)
z R2
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Injecting this result into (5.49), together with the optimal energy bound and the choice
R 2 |loge|, we find

T

1 log(;-) r
3 Lo 6(Vi e New P+ 250 ) = 5 [,
B \B % R2

<Clolwe( [ ax(Fu = N + 5250 - o)
BB

e,R

— log(;%) /R2 axXrVL R + CTNE). (5.51)

Combining this with (5.47), and recalling that by definition B%; C B;OR, we deduce

L j 2, @ 212 log(%)
5 [y 0170 it 0 uaft) 52 [ oy

, a
< CH¢HWI’°°</@T0W axﬁ(|Vu5—zu€N€V€|2+2—62(1_|u€|2)2)_10g(§)/R axrY. R+0(N2)>.

&R

Using (5.23) to replace v.% by e up to an error of order (roN:|loge| + 1)[|¢]|pre <
N2||@|lyyr1,00, the result (5.14) follows.

Substep 8.7. Proof of (vi).
We adapt an argument by Struwe [100] (see also [92, Proof of Lemma 4.7]). Recalling
that |Bag(2) N BT 5| < r?, a direct application of the Hélder inequality yields

p/2
/ Xi|Vue —iusNove|P < TQP(/B Xr|Vus — iu€N€v€|2) < 7“27p(N€|10g €|)p/2,
&R e,R

which only implies the result if we are allowed to choose the total radius r small enough.
Otherwise, it is useful to rather work on dyadlc “annuli”. For each integer 0 < k < K, :=
[logy(7z)], define the “annulus” Ej, := BT \ Br%, “ We set for simplicity sj, := r2~F.
Applying the Hélder inequality separately on each annulus yields

. . p/2 12,1
/ Nl Ve = i Nove < / o Xl = iueNeve?) " [ Bor(z) N Bo |
g,R

uE p/2
+ Z (/ Xl Vus — iu€N€v€|2) |Bag(z) N Ey|'7P/2,
k=0 7 Fk

1/2

Using that |Bagr(z) N BZ x| S e, that [Bagr(z) N Ey| < s2, and that the integral over ng}/;
in the right-hand side is bounded by €2 g S Nelloge|, we deduce
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It remains to estimate the last integrals. Using Lemma 5.1(i)—(ii) in the forms (5.2)
and (5.3), together with the optimal energy bound, we obtain

1 . .
2 /B; axi (Ve — i Nevef? + 55 (1 fuef)?)

log e
& | 2 | /Rz axﬁygﬁl - O(N€|10g Sk+1| + Sk+1N€|lOg5|) - O(Nf),

Sk+1

and hence, using (5.23) to replace v_"5" by p,

1 )
3 / . axp|Vue — iusNove|? < DZ g + O(Nellog sgy1| + spy1Ne[logel) + o(N?).
R2\B_ "

Ifr< %, then s, <r < % for all k, so that we find

Xa|Vue — iuNove|* < N2+ N.(|logr| + k). (5.53)
R2\B k1
Inserting this into (5.52) yields for all p < 2, with r < %,

/ Xa|Vue — tuNov P
T

BE,R
K.
S PR(Nlogel) + 3 (r2 )27 (N2 + NE{log [P/ 4 NP/2k012)
k=0

<y S PR(NLflogel)? + 12 PNE 4 2 PN log rfP.

In the regime N, > log|loge|, we may choose e °Ne) < r « %, and the above yields
for that choice

/ Vil Ve — it Nov [P < NP, (5.54)
Bl r
that is, (5.17).

We now consider the regime 1 < N < log |loge|. In that case, we need to prove (5.54)
—o(Ne) "and the above argument no longer holds. Given
1/2 by 79, and for ro < r < 1 we

for larger values of the radius r > e
e1/2 < ry <« N we replace the initial total radius e
[loge]
~ ~ —k ~ —k—1
consider the modified dyadic “annuli” Ej, := B’} 2 \ B% UV Gith 0 < k< K =
|logy(Z)]. We set for simplicity 8, := (r27%) V rg. The decomposition (5.52) is then

70

replaced by

/w Xz|Vue — iueNevel|P
Bl

&, R
K

_ _ p/2
< 7“8 P(N.|log al)p/z + si p< o XgIVue - iu€N5V€]2> , (5.55)
k=0 RA\B %, *H!

where it remains to adapt the estimate (5.53) for the last integrals. The lower bound (5.42)
of Step 6 together with the optimal energy bound and with the bound of item (ii) on the
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number of vortices yields

1 2 . 2 a 212 IOg(ng) 2
— — - — > _24 € 7 Z .o __
5 /. s O[T = 0ol 4 53501 = o) 2 2 [ i = oV)

> log €|

[ iz = O fog s = o),
and hence, using (5.23) to replace v.% by e,

1 .
3 / o axp|Vue — 2u5N5V5]2 < D;R + O(N:|log sgy1| + roNe|logel) + O(Nf).
R2\B 0:5k4+1

The choice rg < “ = then yields

1 .
5/ s axz|Vu: — iueNeve|? < NE2 + N:(|log r| + k).
R2\B 01% k41

Inserting this into (5.55), the result (5.18) follows. O

Given the above ball construction, we state the following approximation result, which
is obtained as in [90, Proposition 9.6].

Lemma 5.3. Let ¢'/?2 < ro < r < 7, and let Bl p and Bm’r denote the collections of the

balls constructed in Proposition 5.2. Then, given I'e € W2 °°(R2)2 there exist approrimate
vector fields T, T'. € W2>°(R?)? such that T'. is constant in each ball of the collection B r

and T is constant in each ball of the collection [;’go’r, such that ||Cc|jLe < ||TellLe and
[Te|lLee < ||Tellnoe, such that for all 0 <~ < 1,
ITe = Teller + ITe = Peller S 7177 VEe e,

and such that for all R > 1,

Sup IV(Te =Tl ey + Sup IV = Tl By S TRV elwroe Vv

5.2. Additional results. In order to control the velocity of the vortices, the following
quantitative version of the “product estimate” of [89] is needed; the proof is omitted, as it
is a direct adaptation of [95, Appendix A| (further deforming the metric in a non-constant
way in the time direction; see also [89, Section III| and [84, Theorem 1.3]).

Lemma 5.4 (Product estimate). Denote by M. any quantity such that for all ¢ > 0,

lim 7M. = lim |log | M=% = lim |log e| ! log M. = 0.
slﬁ)lg € Elﬁ)llogé“’ € Elﬁ)l‘ogz’:“ 0g Me

Let uz : [0,T] x R? — C, v. : [0,T] x R? = R2, and p, : [0,T] x R? — R. Assume that
5:’; < |loge|? for all t and that 5‘;’}; < M., where we have set

T
T
E:R —sup/ (5;’;—{-/2)(%@% zutN€p€|2>
0 R
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Then, for all X € WH°([0,T] x R?)? and Y € WH°([0, T] x R?), we have for all z € R?,
T ~
/ / XRVe - XY'
0o Jr?
1 +CIOgM5
S |10g€‘ </ / XR| atue Z'LLE €p€)y|2

~ floge|
—i—/ / Xzl (Vue — tuNev,) -X]2>
0o Jr2

+ O+ (Y By e o)) (M5 + M) (27 + sup €074+ N2). 0
0<r<T

We now turn to some useful a priori estimates on the solution wu. of equation (1.7).
We start with the following (suboptimal) a priori bound on the velocity of the vortices,
adapted from [95, Lemma 4.1].

Lemma 5.5 (A priori bound on velocity). Let a >0, f € R, and let h : R> - R, a := e”,
F:R? 5 R?, f:R? — R satisfy (2.1). Let ue : RY x R? = C and v, : [0,T) x R? — R?
be the solutions of (1.7) and (3.2) as in Proposition 22(@) and in Assumption 3.1(a),
respectively, for some T > 0. Let 0 < e<1,1<N,<e ! and R>1 witheR’ < 1 for
some 6 > 0, and assume that 5 + Nclloge| for all t. Then, in each of the considered

regimes (GL1), (GLg), (GL3), (GL'), and (GLS), we have for all > 0 and t € [0,T),
t
o? sup/ /2 axi|Orue|? Sto Nellogel® + RONZ[loge|?
= Jo Jr
< RONL(N. + [loge|)[log e, 0

Proof. Integrating identity (4.18) in time, reorganizing the terms, and setting Dﬁ% =
fot f]R2 aszlatuaP, we obtain

AeaDl = E0p — €y
t t
- / / CLVX% : <8tu57 Vue — quNEVE> +/ / NEXZR<8tu67 iu6> div (ava)
R2 R2

aN? W aN? 2o
+/ NG 1 YW — xRl / (1 - U ) — XRIVEIR)
R2 2 R2 2

uogarFl
2

t
+// aX§<N€(N€v€—j€)-atve—Neve-VE— V;) (5.56)
0 JR2

Noting that |Vx%| < R_l(X%)l/z, using the pointwise estimates of Lemma 4.2 for V. and
Je — Neve, and using assumptions (2.1), the properties of v, in Assumption 3.1(a), the
bound (4.4) on ¥ p, and Lemma 4.1 in the form EEZ’E S 5:’;% +0o(N2) <¢ Ne|log |, we find
for 8 > 0 small enough, in the considered regimes,
)\gaD;’%
Ste Nelloge| + R™H(Nefloge)* (D) + No(1 + e(Neflog e]) /) (D) M/?

|loge|
N.

+eN2(N.|log e|)1/?2 (1 + S ORI AN L R 1+9))
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+N.(N:[loge|)"/2(1 + eN.) + A2 N2[log |
+(Ne + Acfloge]) (1 + eNe)(Ne[loge]) /2 + N.R?) (DZ7,) '/
<o [loge|(N: + |logel) + (N:|log e| R’ + |log &|(N.|log 5\)1/2)(D§,’2)1/2 +o(1).
Absorbing (D: Dt )1/ 2 in the left-hand side, the result follows. O

The follovvlng optimal a priori estimate is also Crucnally needed in our analysis in the
presence of pinning, due to the absence of a factor in front of the quantity % (1—|u. 12)2 as

it appears in the term I; i o.R 1D Lemma 4.4. A sunple computation based on the energy lower

bound in Proposition 5 2 yields a similar bound with N; replaced by N2 (cf. indeed (5.50)),
but the optimal result below is much more subtle. It is proved as a combination of the
Pohozaev ball construction of [90, Section 5] together with some careful cut-off techniques
inspired by 90, Proof of Proposition 13.4].

Lemma 5.6. Let « >0, B €R, andlet h:R?> 5 R, a:=¢e", F:R?> - R, f:R> 5 R
satisfy (2.1). Let uc : RT x R? — C and v. : [0,T) x R? — R? be the solutions of (1.7)
and (3.2) as in Proposition 2.2(i) and in Assumption 5.1(a), respectively, for some T' > 0.
Let 0 < e < 1, 1 < N. < |loge|, and R > 1 with eR[logel®> < 1, and assume that

EaR <t Ng |log6| for all t. Then, in the nondegenerate dissipative case, in each of the

considered regimes (GL1), (GLg), (GL)), and (GLY), we have for all t € [0,T),
t z

o? sup / X—g”(l — \ug\z)Q < Ne. (5.57)
0 Jr2 € O

Proof. To simplify notation, we focus on the case z = 0, but the result of course holds
uniformly with respect to the translation z € RZ?. We split the proof into three steps.

Step 1. Pohozaev estimate on balls.
In this step, we prove the following Pohozaev-type estimate, adapted from [90, Theo-
rem 5.1]: for any ball B,.(zg) with » < 1, we have

GXR 212
(1= uel?)
//r$0) 252 ]

t
a , a

<; rAeNe|log e + 7"/ / xR <\Vu€ — iueNove > + (1 - ug|?)?
0 JoB,(x0) 2e

2
11— e PN +1£D) . (5.58)

For any smooth vector field X and any bounded open set U C R?, we find by integration
by parts

—/XRVnggz/XRdivge-X+/X-§€-VXR—/ XRX-SE-n,
U U U oUu
and hence, for U = B,(zg), r > 0, and X =z — x,

- / XrTr gz—:
By (z0)

:/ XRdivge-(x—xo)+/ (m—xo)-gs-VXR—r/ XRS::n®@n.
By (zo) By (z0) OBr(z0)
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By definition (4.13) of the modulated stress-energy tensor S., this means

ax 1—u 1— |ue®)f
[ (G el + 0 )
:/ XRdivgg-(x—xo)+/ (x —x0) - Se - Vxg
Br(xo) By (z0)
+r/ < (Ve — iueNovo)|? — |n - (Vue — iue Nove)|?
r(z0)
a

+

2o (1= [uef)? + (1= fueP) (N2 (I vl = vef?) + ) )

so that we may simply estimate

CL2X
1—u
/Br(m) SR (1~ Jue)?

gr/ |div5€|+r/ |VXR||S€|+/ all — luPIIf]
Br(z0) Br(z0) Br(%)

a
+T/ xR (|Vu€ 1IN, V€| + (1 - |u€| )
337«(2:0)

2
21 A2, |2
11— JuPINZ Ve + 1£1)) . (5.59)
It remains to estimate the first three right-hand side terms. Using the pointwise estimates

of Lemma 4.2, and using assumption (2.1) and the boundedness properties of v.,p, in
Assumption 3.1(a), Lemma 4.3 directly yields in the considered regimes,

|div S.| < Ac|log e||Osue || Vue — iu:N.v.|
+ Ne(1+ 22 %log el)(1 + 1 = Jue )| Vue — iueNeve|
+ AN |log e |9ue | (1 4 |1 — |uc|?]) + (N2 + M|log e])|Vue — iue Nove |*
(1 = fuel*) + |1 = Jue | (N2(Ne + Aclloge]) + AZlog e]*) + NZ(N- + Ac[logel),

which gives for N. < |loge|,

|div 5’5\ < Ag\atug\z + Ac|log 6]2\Vu5 — iu5N5V5’2
+ ANZ|log e (14 (1 — [ucl*)?) +e72(1 — |uc[*)*.

By Lemma 5.5 with R = 1, we deduce for all r < 1,
t
a2/ / |div S.| <¢ AeNellogel® + AN {log e|*(1 4+ 2N |log e|) < A Ne|loge|®.
r $0)
Inserting this into (5.59), and noting that (2.1) in the form || f||L~ < [loge|? yields

/B ( )a\l — [ucl|| | Se er(Nelloge)'?| fllroe < erflogel?,
r (0
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and

/ IV xallS.]
By (z0)

,SRJ By( )(|Vu5—zu€N V5| + (1—|u€| ) +52(N€4|V5|4+|f|2)>
r (L0

SR (Ne|10g€| +eX(NZ + [If[IE<)) S Nellogel,
the result (5.58) follows.

Step 2. Estimate inside small balls.

In this step, we prove the desired estimate (5.57) for the integral restricted to suitable
small balls centered at the vortex locations. More precisely, since we have by assumption
EX p S Nellogel < [log e|?, we may apply [90, Proposition 4.8] with M = %! and § = /4
for any x € (0,1). This yields a finite union B&O of disjoint closed balls with total radius
7(Beo) = /2, covering the set {x € Bag : ||uc(x)| — 1| > £*/*}. We then prove that

2 ! a’*Xr 212
@ N 2 (1 - |u€| ) St Ne- (5.60)
0 JBeo 2e

For that purpose, we let the initial collection of balls 5’5,0 grow, and we use the Pohozaev
estimate of Step 1 as in [90, Proof of Theorem 5.1]. By [90, Theorem 4.2], there exists a
monotone family (Bg) s>0 of unions of disjoint closed balls, such that Bg = Be,o, Bg has
total radius r(B2) = e*r(B.g) for all s > 0, and B = ¢*"B. for all 0 < r < s with
[r,s] € RT\ Tz, for some finite set 72 C R (corresponding to the merging times in the

growth process). For all s > 0 with 7(B2) < 1, the result (5.58) of Step 1 gives the following
estimate,

GXR 212
//s 252 1_IUE’)

<, r(B)N.flog el + Z //aB DR (1, — iueNevel? + 531~ Juc )’
z)eBs r(

11— Jue PI(NZvel? + )

Integrating this estimate over s and applying [90, Proposition 4.1], we find, for all s > 0
with r(B(s)) <1,

a’*Xr
sa//BO 522 1—|u€| <a/dv/ /U 522 (1 — |uc|*)?

~ aOXR . a
<; s7(BS)N.|loge|® + / / A KA (\Vu6 — iue Nove | + 2—2(1 — |uc|?)?
0 3\B¢,0 €

2

1= Ju PN v + ),
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and hence, using assumption (2.1), the boundedness of v, in Assumption 3.1(a), and the
assumed energy bound,

t o2 .
sa2/ / 2X2R(1 — |ue*)? <t s7(BE)Ne|log e[ 4+ N:|loge|.
85,0 €
Recalling that r(B82) = e%¢"/2, this yields for all s > 1 with r(B%) < 1,

. N_|log e
/n/ gfl_ﬁ%WQSM%”%%mgd&+¥%ﬁl,

and the result (5.60) now follows for the choice s = |log e"/4).

Step 3. Estimate outside small balls.
It remains to show that the desired estimate (5.57) also holds for the integral restricted

to the complement of the small balls B, ,0- More precisely, we prove that for all 6 > 0,

u,
/ / e /4XR<|V|U5||2 al - | €| F )N, ”/4R€|log6|2+6R|loge|3 (5.61)
uE er

The conclusion (5.57) follows from this together with (5.60), for > 0 small enough.
In order to prove (5.61), we adapt the argument of [90, Proof of Proposition 13.4]. For
0 <e <245 we define a cut-off function (. as follows,

(

: 1
Y, 1f0§y§§
3152, s <y<1-—eh
C(y) =41, if1— e/ <y < 14 en/4
Lo e <y <8

Writing ue := p-e’? locally, equation (1.7) for u. implies in particular

A0t pe — BAc|log g|pOrpe
a
= Ape — ,O€|Vg0€|2 + %(1 - ,03) + Vh-Vp, — /05-:|10g5|Fl Ve + fpe. (5.62)

Testing this equation against xr((:(p:) — pe) and rearranging the terms, we obtain
a
[ xr=CoVol + [ oo = p1 - 2)
R2 R2 €
= aAe /R? XR(Ce(pe) — pe)Orpe — BAc|logel /R? XRP(Ce(pe) — pe)Orpe
+ /RQ(Ca(Pe) —pe)VXR - Ve + /]RQ Xr(C:(pe) — pa)Pe’vQOaF
- /R2 XR(Ce(pe) = p=) VI - Vpe + [loge| /R2 XrP=(C(p) = pe)F- - V.

- [ xnlto0) = po)foe. (563)
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Using that the cut-off function (. satisfies for all y > 0,

Cy) =yl S yer, 1GW) —yl ST —yl < 1-4P,
) = 1 S Lpyqjcenn T, ycn, (Gly) —y) (1 —y) 20,
noting that
axXR 212 aXR 2
L—p S/ —5 Pl =p)(1—p
| o [ -

axr
< [ BE0clo) = 1 ),
and using (2.1), we deduce from (5.63),

/ N XR(\Vpe! +53 (1 - ?) ) S 6"/4/ Xr(IVp:l> + 2| Vee|?)
pe—1|<e”r

lpe—1|<1/2

+ Ac[log e XRH_Pg’(latpzs""/)zs’at@e‘)
lpe—1|<1/2

+ (14 A floge)) / Xl = 221V 0] + el Vepe )
lpe—1|<1/2

s a2l [ V- 2V,
lpe—1|<1/2 - —1|<1/2

Noting that |Vu.|> = |Vp.|? + p2 |V | and [0suc|* = |0pe|? + p2|0s0-|?, and using (2.1),
we obtain

/ oo X (V1 5250 )
pe—1|<e”

S 6“/4||Vus||iz oy + Acll0g Ell = [ue |2 100uc |12,
(Bz2r) ( (B2r)

+ (L4 Acflog )11 — fue |2, ) | Vite Iz s, )
+R(1+ MJloge*) |1 — |ucl*|l12(p, -
By the integrability properties of v, in Assumption 3.1(a), we have for all § > 0,
, 0
”VUe”L%BQR) So [Vue — ZUSNSVSHLQ(BQR) + Ne(R7 41— ‘ua‘QHL2(BQR))7

hence, by Lemma 5.5 and the energy bound,
of / X (1910l + 5y (1~ ueP?)2) Suo /4R log 2 + Rllog e
lpe—1|<er/4
and the result (5.61) follows. O

6. MEAN-FIELD LIMIT IN THE DISSIPATIVE CASE

In this section we prove Theorem 1, that is, the mean-field limit result in the dissipative
mixed-flow case (o > 0) in the regimes (GL), (GL2), (GL}), and (GL)). More precisely,
we establish the following result, which states that the rescaled supercurrent density NLE Je
remains close to the solution v. of equation (3.2). Combining this with the results of
Section 3.1 (in particular, with Lemma 3.3), the result of Theorem 1 follows. The proof
consists in making use of the various estimates and technical tools for vortex analysis
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=

developed in Section 5 in order to estimate the terms in the decomposition of 8251557 R in

Lemma 4.4, and then deduce the smallness of the modulated energy excess 156,3 by a
Gronwall argument. (In this section, as we assume « > 0, all multiplicative constants are
implicitly allowed to additionally depend on an upper bound on a~!.)

Proposition 6.1. Let a« > 0, B € R, o> + 82 =1, and let h : R? —» R, a := €",
F:R? = R? f:R? = R satisfy (2.1). Let u. : Rt x R? — C and v. : [0,T) x R? — R?
be solutions of (1.7) and (3.2) as in Propositions 2.2(i) and 3.2, respectively, for some
T>0. Let0<e<x1, 1< N, < loge|, R>1, “Ong‘ < R < |logel®, for somen > 1,
and assume that the initial modulated energy excess satisfies D:’; < N2. Then,
(i) Iflog|loge| < N. < |logel, in each of the regimes (GLy), (GLsg), (GL)), and (GLS),
we have D*’E < N2 for allt € ]0,T).
(it) If1 < Ne S
or in the regime (GL) with A\. < e‘fé E‘), the same conclusion D&R <4 N2 holds for
allt € [0,7).

In particular, in both cases, we deduce NLEJE ve = 0 in L. (]0,7); L

log |log €|, in the parabolic case (. = 1, 5 = 0), either in the regime (GL1),

R?2)2) as € | 0.
If we further assume Drg < N2, then for any £ > 1 we obtain more precisely for all
t€[0,T) and L > 1,

uloc(

2

sup | -e = Vel 1 12y, oy e (1 %) _ (6.1)

z ogel O

Remark 6.2. If we further assume ||ullp~ <; 1 for all ¢, then the proof shows that
the convergence Nigj€ — ve — 0 actually holds in Lfg’c([O,T) L? (R?*)?) for all p < 2.
In the parabolic case without applied current (F' = 0, f = 0), a maximum principle
type argument gives that ||ul|p~ < 1 implies |[ulllp~ < 1 for all ¢ > 0 (cf. e.g. [27,
Proposition 4.4]). However, the same argument fails in the presence of an applied current.
Moreover, such a uniform L*°-bound on u, is expected to fail in the conservative case due
to the time reversibility of the equation in that case, and similarly it is expected to fail as
well in the parabolic mixed-flow case. We therefore systematically avoid the use of such

L*°-estimates. O

Proof of Proposition 6.1. We choose R > \1ng;| with R% < |loge| for some 6y > 0. Given
the assumption D::; < NZ2 on the initial data, for all € > 0 we define T, > 0 as the
maximum time < T such that D::E < N€2 holds for all ¢ < 7.. By Lemma 4.1 and
Proposition 5.2, we deduce 75:;% < Nf and for all ¢t < T,

EXh Se Nelloge|, € St Nelloge|, DR < N2, DI SDIp+o(N2).  (62)

g,

The strategy of the proof consists in showing that for all ¢ < T,

DI, St o(N2) + / D! g (6.3)

By the Gronwall inequality, this implies D&’R <t N2, hence D R <t N2 for all t < T.

This gives in particular 1. = T for all € > 0 small enough and the main concluswn follows.
To simplify notation, we focus on (6.3) with the left-hand side D6 p centered at z = 0,

but the result of course holds uniformly with respect to the translation. We start with the
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general mixed-flow case in the regime log [loge| < N < |loge|. The proof of (6.3) in that
case is split into three steps, while the additional statements are deduced in Step 4. Finally,

Step 5 describes the modifications needed in the parabolic case for 1 < NE < log |log e].
Let us first introduce some notation. In the regime log |log 5\ << N < |logel, for all
t < T, as we are in the framework of Proposition 5.2 with u!,vi, we let BL : B

denote the constructed collection of disjoint closed balls B put,v ) with total radlus
re := |loge|~*e —VN: hence e oW < p, < |10g6‘. Let then I‘é denote the corresponding
approximation of I'. given by Lemma 5.3. We decompose I := al'c o — ﬁféo with

[.g:= AL (vih iy

)

2N, >
Vv
loge|

Step 1. Time derivative of the modulated energy excess.
Lemma 4.4 yields the following decomposition,

ODer=I g+ g+ I+ IO+ T+ I g + I+ I + I, (6.4)

where the eight first terms are as in the statement of Lemma 4.4, and where the error [ é R
is estimated as follows (cf. (4.16)) in the considered regimes,

t
/0 |IL Rl e eR(N:[log e])'/?|log e|* = o(NZ).

Step 2. Bound on the error terms.
In this step, we consider the regime log |loge| < N < [loge|, we study the three error
terms IgR, IagR, and I, and we prove for all ¢ < T¢,

t N. t .
/ (IgR—i-IfR—i—I r) St o(Nf)—i—o( = ) / / XR]@,gug—zugnge\z. (6.5)
0 ’ logel/ Jo Jre
We start with the bound on I + - Using (6.2), Lemma 5.5, and the boundedness prop-

erties of p, (cf. Proposition 3.2), the quantity E; p defined in Lemma 5.4 is estimated as
follows in the considered regimes, for all 6 > 0,

t t
e ssw [ Ezprsw [ [ (ol + Nlp? + N2~ ol
z Jo z Jo
Seo RON:flog e + A 'NZ < RV log e,

hence, for # > 0 small enough, 5 R St llogel®. Using |[Vxr| < R™ XR/ , Lemma 5.4 then
yields

¢ [loge|™

aV VXR

t ¢
+ R 'log 8’1(/ / Xr|Opus — iusN:p,|* +/ / |Vue — iu5N5V5’2),
0 JR2 0 JByg

RQ
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and hence,

t t
‘/ IQR‘ Stl‘i‘Rl/ / XR|atu5—iU5N€p€|2
0 0 JR2
— ! . a
+R 1/ / <|VU/€_ZU5N5V€|2+F(1—|u€|2)2+|1_|u€|2|(N€2|V€|2+|f|))‘
0 BQR 13

Using (6.2), (2.1), and the integrability properties of v. (cf. Proposition 3.2), with the
choice R > |1ng;|7 we conclude

t t
‘ / IQR‘ <1+ R71N€|log6| + Rl/ / XR|Otue — tusNe p, |2
0 0 JR2

N, ! ,
S +o(mr) [ [ xnlowe —iuNep. P 69

We turn to the bound on I¢ . Using (2.1) and the pointwise estimates of Lemma 4.2,

‘Iéq,R’ S |ITe = Tellpe (NE/ (IVue — ducNeve| + Ne|1 — \u5\2])]curlvg\

Bar

e N [ IV - i
Bar
. a
+ )\e/ XR<|VUE - ZU5N5V6|2 + _2(1 - |u€|2)2>
R2 9
+ Acflog ] /2 XR|Opue — iueNep, ,||[Vue — iue Nove|
R
+ (et Adlogel) [ xal( Ve = ueNovef? + N2J1 = fuc v )
R
+ N2 [ xalve PNyl + log 1)
R
#ANlogella] | xeldrue = iueNopclfvd + 1~ fuc )
R
By (6.2), by Lemma 5.3 in the form ||T. — Teflpe < re = [loge| 4~ VNe, and by the

integrability properties of v. (cf. Proposition 3.2), we deduce in the considered regimes,
for all 6 > 0,

Ne

—V/Ne 1/2
119 ] <o ———RN.|loge|?(1 + 10yue — iueNop,|? / (6.7)
&R ~t,0 |1Og€|4 ¢|10g R? XR|OtUe edVelPe )

and hence, for § > 0 small enough,

N, .
128l S0 oV2) + o) | xalor: = iueNew . (6.8)

Regarding the last term Ig > the definition of the pressure p, in (3.2) simply yields I g’ r=0,
and the conclusion (6.5) follows.
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Step 3. Bound on the dominant terms.
In this step, we consider the regime log|loge| < N. < [loge| and we turn to the
estimation of the five first terms in (6.4), showing more precisely that for all ¢ < T,

t
D g i o(N2) + /O Do (6.9)

As this holds uniformly with respect to translations of the cut-off functions, the conclu-
sion (6.3) follows.

We start with the bound on the first term I g - Since for all ¢ the field I'? is constant in
each ball of the collection B! and satisfies ||VIL||pee < ||[VIE||Le, we find

el s [ i3S [ axe(1Vie - ineNov P+ 50 PR)
R2\B. R2\B.

+ [l = P V2 15D

Since B. has total radius 7. := [log |4~V = and since the choice N > log |log e| ensures
re > e °We) we may apply Proposition 5.2(v), which shows that the first integral in the
above right-hand side is bounded by D}  + o(N2). Further using (6.2), (2.1), and the

integrability properties of v. (cf. Proposition 3.2), we obtain in the considered regimes,
155l < Do g + o(N2) + e(Ne|loge|)/2 (N2 + RA2[loge|?) < De g+ o(N2).  (6.10)

We turn to IgR. Since ||(Is, VA)|L> St 1, Lemma 5.6 yields

t
/IaR_Ot(
0
a
# [ B (P — Vo + 50 7~ g ).

and hence, by Proposition 5.2(iv) and by (6.2),

t
/IERNtO /’Dz-:RNtO]V2 /DER (6.11)
0

The term [ £R is simply estimated by

Asx ) Asv .
ISR < —L/ axr|Osue — iusN.p.|* + L/ axr|(Vue —iueNove) -T2 (6.12)
2 R2 2 R2
We finally turn to I €V R+ Using a? 4+ %2 = 1, we have by definition

Teo— AT =Tep— B(al'sy + BTep) = a’Teg — aflLy = al,

so that I g/ r takes on the following guise,

AXR AXR
Ip= )\€|10g5|/ - V.- (Tep— BTL) = )\ea|log6|/ - V.-T.. (6.13)
R2 R2

As shown in Step 2, the quantity EE*R defined in Lemma 5.4 satisfies g;’;% <¢ |logel®. In the
regime log |loge| < N. < [loge|, choosing e.g. M, := exp((N. log|loge|)'/?), Lemma 5.4
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yields for any A ~ 1,

t 1/2
Cy¢(N.log |loge|)'/
IV, < o,(1 1
(/0 573‘ < o )—i—)\ga( n Tead] )

1 [t ' A [t '
X <K/ / aXR|atu€ - ZU5N€p€|2 + Z / / (ZXRKVUE — ZU’ENEVE) . I‘€|2>’
0 JR2 0 JR2

and thus, using the optimal energy bound (6.2), we obtain in the considered regimes,

t
1V ‘< N2+ <)\ / / Dyt — 2
‘/0 eR| = Ot( 5) +0 \logal - aXR’ iU — TUe 6p5’

AcaA )
R / /RQ axr|(Vue — iueNov,) - Tel?. (6.14)
0

_|_

We distinguish between two cases,

¢ ¢
Case 1: / / axRr|Oyues — iu5N5p€]2 < 5/ / axr|(Vue — tusNeve) - I’5]2, (6.15)
0 JR2 0 JR2

¢ ¢
Case 2: / / axRr|Oyus — iu5N5p€]2 > 5/ / axr|(Vue — tusNeve) - I‘€]2. (6.16)
0 JR2 0 JRr2

In Case 1, choosing A = 2 in (6.14) yields

t
‘/0 IXR‘ < Ot(Nf) + <)\€ + 0 |logs| / /R2 axR|Opue — iue 6p€|
AeX

axr|(Vue — iusNove) - Te)?.

R2

In Case 2, the condition (6.16) can be rewritten as

1 [t . ! .
Z/ / axRr|Owue — zu€N€p€|2 +/ / axr|(Vue —iu-Neve) - F€|2
0 JRR2 0 JR2
11y [ , 5 1 [t , 5
-+ _) aXR|atue - Zu€N€p5| + 3 CLXR|(VU5 - Zuz—:Neve) : Fz—:| )
10 0 RQ 2 0 RQ

and choosing A =4 in (6.14) then yields, with

< )¢ in the considered regimes,
\log gl ~

t 1
‘/ IgR‘SOt(NEQ)—F)\g(X(( +—+0 // axRr|Oius — iue 6p6]
0
+§/ / aXR](Vug—iugNgva)-QP).
0o Jr2

Further noting that in Case 1 the condition (6.15) together with the energy bound (6.2)
yields

N, N. t
0(_ € ) / axRr|Oyue — iu€N€p€|2 < 0( € ) / / axr|Vue — iu€N€V€|2 < N2
logel/ Jge llogel|/ Jo Jre
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and combining this with (6.5) and (6.12), we observe an exact recombination of the terms,
and obtain in Case 1,

t
v D d
/0 (LEp+ g+ IEp+ g+ I2g + I p)

Ae

<
- 2

[0 t .
/ /2 axr|Vue — iucNove |*|Te|? + o (N2), (6.17)
0 JR

and in Case 2,

t
v D d
/0 (LEp+ I g+ IEp+ g+ 12 + I p)

A/l 1 t :
<G5 o) [ f e - .

Ao [? )
= / /QQXR\Vu8 —2u5N5V5\2\F5]2+0t(N3),
0 JR

M

so that (6.17) holds in both cases for € > 0 small enough. Using o + 5% = 1, we find
[.-Teo=allo|?> = a|l.|% so that the term IeER takes on the following guise,

A AeCX
IER = ——25 [log s|/ axrl'e - Teope = ——; [log s|/ aXR|I’€|2,u€.
R2 R2

Together with (6.17), this leads to
t
/ (Ie‘fR + IfR + Ial,)R + Ig,R + IS,R +Ilg+1I.R)
0

<

Ao [1 .
52 / /2 aXR(]VuE — zugNgvg\2 — |log amg)\FSIQ -+ ot(Nf).
0 JR

Combining this with (6.4), (6.10), (6.11), and with 15:’; < N2, we conclude

Ae
2

¢ t

A~ A (6% .

Dl p < o0i(N2) + Ct/ De g+ / /2 axr(|Vue — iusNeve|* — [loge|pe ) [Te|?,
0 0o Jr

and the result (6.9) now follows from Proposition 5.2(iv).

Step 4. Consequences.

In the previous steps, the results 7, = 71" and D::E < N2 forallt € [0,7T) are established
in the setting of item (i) of the statement (that is, in the regime log |log e| < N. < |logel).
We now show that it implies the stated convergence NLE Je —ve — 0.

For all ¢ € [0,7T), since there holds D:’E < N2, Proposition 5.2(v)—(vi) implies

sup/ Xr|Vus — iue Nove |? <4 Nf,
z JR2\B.
and for all 1 <p < 2,

sup/ X7|Vue — iuNove [P < NP.
z

Be
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Using the pointwise estimates of Lemma 4.2, we deduce

SUP/ ‘]6 - Neve‘ St SUP/ ’vue - iuaNava‘ + ENa‘logE‘
B(z) B(z)

z z

1/2
<; sup/ X7 Vue — iusNove| 4 sup </ |Vu, — iu€N€v€|2) + o(N:) <4 Ng,
z B

Be z (2)\Be

uloc

hence NLEj8 —ve — 0 in L ([0,7); L, . (R?)?). More precisely, for all L > 1, we may
decompose

sup [|Je — Nevellwt 4128, (2)
z
<t sup [|[Vu: — iugNEVEHU(BEmBL(Z)) + sup || Vue — iu&N&Vt?”LQ(BL(z)\BE)
z z
+ Nesup |1 = [ucl?ll2(g, o)) +5up 11 = |ue [z, (o) I Ve = it Nevelli2 g, (2
z z

hence

Slzlp 7 — NsVeH(Ll +12)(BL(2))
<t o(N2)(1+ £)2 + eN.(Ne|loge) /2 (1 + &) + eN.[loge| (1 + £)?,

and the result (6.1) follows. As mentioned in Remark 6.2, under the additional assumption
that ||ul|lL= <¢ 1, the convergence NLEjE —v. — 0 also holds in L{® ([0, T); L (R?)?) for all
1 < p < 2; this follows from a similar argument as above, replacing the pointwise estimate

of Lemma 4.2 for j. — N.v. by

e = Neve| < [lucllree|Vue — dueNeve| + Ne[1 — fue *[[ve|.

Step 5. Refinement in the parabolic case.
In this step, we consider the parabolic case (o« = 1, § = 0) both in the regime (GL1)

and in the regime (GLj) with A\, < %, and we show that the additional assumption
N; > log |log | can then be dropped. In Steps 1-4 above, the main limitation comes from
the fact that we need to use balls B, with a particularly small total radius r. in order to
obtain smallness of the error term I , , in (6.7), while on the other hand the term I ES o.R

corresponds to the energy outside the small balls B. so that we need to choose r, > e~°(Ve)

in order to apply Proposition 5.2(v). As we now show, the worst terms in I Eg o.R vanish in
the parabolic case, and the total radius r. may then be chosen much larger.

We focus on the strongly dilute regime 1 < N < log|loge|. Choose el/?2 < 7 < “é\ge‘
and let 7. := (\J|loge|)™2 > e °We) For all t < T., as we are in the framework of

Proposition 5.2 with uf, vi, we let Bé = BE r denote the corresponding collection of disjoint

~~0 ~ ~
closed balls B.%;" (uf,vt). Let then I't denote the associated approximation of I'. given

by Lemma 5.3. As in Step 1, Lemma 4.4 yields the following decomposition, with the
approximate vector field I'; replaced by I,

OD.r= IgR+IQ{R+I£R+I£R+I£R+IS,R+I§R+IQ,RJFI;R,
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where all the terms are estimated just as above, except I ES o EV ry and [ 69 r- We start with
the discussion of I g p- For a =1, 3 =0, this term takes on the following simpler form,

Ig,R = /2 aXRNa(NSVE _je) : (Fg — fa)curl Ve
R

+ /2 Aeaxr(Te — 1“5)L < (Opue — tueNepg, Vue — iusNeve)
R

a ~ B a
+/ ;R (Ie = Fs)L : Vh<|Vu€ - ZU5N5V6|2 + _2(1 - |u€|2)2>
R2 e
+ /2 aXR(fs - Fz—:) : (NeVe —{—%|log6|Fl),u€, (6'18)
R

We estimate each of the four right-hand side terms separately. We start with the first
term. Using the pointwise estimates of Lemma 4.2 and the integrability properties of v,
(cf. Proposition 3.2), we find

/2 axXrNe(Nove —je) - (T — fa)curl Ve
R
. , . 2\ /2
S NPz — T |pee /~ XRr|Vus —iusNove| + (/ ~ XRr|Vus —iuNv,| )
Bt R2\ Bt

4 NP = Bl (= e PII9e = duNovel + N [ xelt = Ju Pt ve] ),
R R

and hence, using (6.2) and Proposition 5.2(v)—(vi) with p = 1 to estimate the first two
integrals in the right-hand side, and using Lemma 5.3 in the form ||[TY — T'%||pe <; 7 < 1,

/2 axrNe(Nove —j2) - (T — To)eurlv, < N2|T. — T < N2
R

For the second right-hand side term in (6.18), using (6.2) and again Lemma 5.3, with
Tede K %, we obtain

/2 Aeaxr(Te — fg)l - (Opue — 1uNepg, Ve — iusNeve)
R

1/2 = . 2\ /2
S Ae(Neflog e 2|0 = Lefli (| xmldue = iueNep.|?)
R

N,
S O(NEQ) + 0(]10g66]

>/ XR|Orue —iu€N€p€|2-
R2
For the third right-hand side term in (6.18), using (6.2), (2.1), and Lemma 5.3 in the form
J(Fe = Do) Vhllie S0 7ede < gy, we find
axR = , a
/2 SEE — T VA (Ve — iueNove? + 5 (1 - ua)?) < N2
R
It remains to estimate the fourth term in (6.18). Using (6.2), Proposition 5.2(iii) in the
form (5.13) with v = 1, the regularity properties of v. (cf. Proposition 3.2), (2.1) in the

form ||F| iz S e, and Lemma 5.3 in the form ||Te — Tl qre < i = (Aelloge|)~t, we



MEAN-FIELD DYNAMICS FOR GINZBURG-LANDAU VORTICES 99

obtain

/2 aXR(fe - Fs) : (Nevs +%|10g5|Fl)U5
R

S Na”aXR(fe - Pa) ’ (NaVa +%’10g5’FJ_)”01/2
S No(N: + )‘S‘IOgE‘)”fe —Tellgre <4 Ng-

Inserting these various estimates into (6.18) leads to

15 %oV +o( ) [l — iuNop. P
R

15
[log |
proving that (6.8) again holds in the present setting. We turn to the discussion of I f R
Since the total radius satisfies 7. > e °0Ve) | we may apply Proposition 5.2(v), so that the
same argument as in Step 3 leads to the estimate (6.10) for I 5 p- It remains to discuss the

bound on the term I ;/ g- In the regime 1 < N, < log|loge|, the assumption on A leads

~

o(Ne) N, . N, v
to Ae S Tlog€| < gl that is, NTog oza] > 1. Writing I as in (6.13), we may thus

ogel’

apply Lemma 5.4 with the choice

N 1/2
M, :=exp <(7€> log |log 5\),

Ae log [log €]
: log M. :
and hence, for any A ~ 1, noting that . ﬁ§g€| = ‘logd (N:A:log |loge|)1/? = O(\h])\ée\)

ax
‘/ “R —)\|log6|‘/ /R? By
<oy(1) + ()\€+0<|10g6| < / / axRr|Oue — iue €p€|

+ Z/ / axr|(Vue — ducNeve) - F€|2>‘
0 JR2

Further using the energy bound (6.2), the estimate (6.14) follows. With these ingredients
at hand, we may now repeat the argument in Steps 2-3 and conclude with (6.3). Finally,
the convergence NLE je — ve — 0 follows as in Step 4, with B replaced by B.. O

7. MEAN-FIELD LIMIT IN THE NONDILUTE PARABOLIC CASE

In this section we prove Theorem 2, that is, the mean-field limit result in the dissi-
pative case (o > 0) in the nondilute regime (GL3). More precisely, we make use of the
modulated energy strategy and show that the rescaled supercurrent density NLE Je remains
close to the solution v, of equation (3.3). Combining this with the convergence results of
Section 3.2, the result of Theorem 2 follows. Note that in this nondilute regime the proof
of Proposition 6.1 indicates that we expect to find

t
Dl < 0(N2) + Co(1 + oer)/ D r. (7.1)
0

As A. > 1, the Gronwall inequality does of course not allow us to conclude 752 r <t N2 for
any t > 0. (In contrast, in the conservative case o = 0, the prefactor A. would disappear
n (7.1), cf. Section 8.) In the sequel, the strategy consists in refining the magnitude of the
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error o(N2) in (7.1) as much as possible, showing that it can be reduced to O(NQ*‘S) for
some & > 0. For A ‘1 o > 1, the Gronwall inequality then still leads to Dt e r <t N?

for all £ > 0 in the regime |loge| < N < |loge|log|loge|. Since in [40] the well-posedness
of the degenerate mean-field equation (3.3) could only be established in the parabolic case,
we have to restrict to that case.

7.1. Preliminary: vortex analysis. We adapt the crucial vortex analysis of Section 5
to the present situation with a large number of vortices N. > [loge|. We start with
establishing the following version of Proposition 5.2.

Proposition 7.1 (Refined lower bound). Let h: R? = R, a := €, with 1 < a <1 and
IVh|Le <1, let ue : R? — C, v : R?2 — R?, with ||Curlv€HL1 Loo,HVEHLOO S 1. Let
0<e< 1, Ne 2 |loge|, and R > 1 with log N. < |loge| and |logs| < R < |loge|™ for

some n > 1, and assume that D* 5 < N2. Then £ 5 < N2 holds for all € > 0 small
enough. Moreover, for some 7 ~ 1, for all € > 0 small enough and r € (81/2,F), letting
BQR and v p denote the locally finite union of disjoint closed balls and the point-vortex

measure constructed in Lemma 5.1, the following properties hold,

(i) Lower bound: In the regime N > log |log e|, we have for alle'/? < r < 7 and z € R?,

1
3 | (Ve = iweNov P+ 0 ?)
R
|log €|
> | Xl = O(rNE + o (logr] +1og Vo)) (72)
(i) Number of vortices: For e'/? < r < 1,
N2
sup/ Vil < <. 7.3
. Br(2) ’ 87R’ ‘IOgE‘ ( )
(iii) Jacobian estimate: For e'/? < r < 1, for all v € [0,1],
NZ /2 A2
T — [ Srl—— 4+ V=NZ, 7.4
S‘ipHV@R fiell (o (Br(z)) ST \loga] (7.4)
sup [|pe — ficll (oo (B S €7 NZlogel™. (7.5)
4

(iv) Excess energy estimate: For all ¢ € W1°(R?) supported in a ball of radius R,
[, o(19e = i+ 550 = e gl
N2
< (Pt o tou .l (70

(v) Energy outside small balls: For all v >1, N- 7 <r <7, and z € R?,

N2
/ axg(wue s Nove + o5 (1—|u€| ) ) §D§,R+OV<—5logN€). (7.7)
2 T |10g6|
R2\BT 0
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Proof. We split the proof into six steps. The main work consists in checking that the
assumptions imply the optimal bound on the energy 5:7 RS N2. This main conclusion is
obtained in Step 5, while the various other claims are deduced in Step 6.

Step 1. Rough a priori estimate on the energy.
A direct adaptation of Step 1 of the proof of Proposition 5.2 yields E; rS N2+ R?|loge|?,

and hence by the choice of R we deduce & p < N2 + |loge|™ for some m > 4.

Step 2. Application of Lemma 5.1.
By assumption log N: < [logel, the result of Step 1 yields in particular log £ < [loge|,

which allows to apply Lemma 5.1. For fixed r € (61/2, T), let B p= L-ljj BJ denote the union
of disjoint closed balls given by Lemma 5.1, and let v] ;, denote the associated point-vortex
measure. Using Lemma 5.1(ii) in the form
2
NZ+EXp

V| = dj] < —=2 7.8
[N ST e (79

Jy;€BRr(z)
Lemma 5.1(i) gives, for all ¢ € W1>°(R?) supported in a ball of radius R, with ¢ > 0,

;).
2 /s

(|VUE—ZUEN V€| ‘|' (1 - |u€| ) >
“R
loge - «
> % [ 6zal - 0GRVl
R2
NZ+&p NZ+ER
) Og(

— O r’N? 41 :
(122 + o r et + =

£
) ol (79)

Arguing as in Step 2 of the proof of Proposition 5.2, we then find for all z € R?,

[ o1V = ieNo P+ 50— )
R2\BL p

2 * 2 * *

+& NZ+ &2 &
<Dip+0(1+ (1 1 S = og (24 28 7.10
01+ (logrl + rllog )~ =8 4 ST Sl (5.4 SR ) (rao)

and in addition,
NZ+ &

) S (1B w 11
[ ot =v2m] 5 (P 4 29 e, (r.11)
| [ 00 = )| S RN ) 2 6llwroe S 36l (7.12)

Step 3. Energy and number of vortices.
In this step, we show that (7.8) is essentially an equality, in the following sense: for all
1?2 < r <« 1,

N2 4 & N2
. zyor | < € el 2. 7.13
sgp/RQ XeIVE Rl S Togel < Tlog 2] +SUP/ XRIVE R (7.13)
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The lower bound follows from (7.8). We turn to the upper bound. Since the energy excess
satisfies DZ p < N2, we deduce from (7.11),

]10g€] \logal

crR<Dip+ / axpVer + O(N62 + 7"5:,1%)- (7.14)

Taking the supremum in z, and absorblng &: RN the left-hand side with r» < 1, the upper
bound in (7.13) follows.

Step 4. Bound on the total variation of the vorticity.
In this step, we prove that for all e~°(logel) < p <« 1,

sup/R2 Xklve Rl = (1+0(1))Sup/ XRY 5R+O(
z z

The lower bound (7.9) of Step 2 with ¢ = ax¥, yields for all y € R?, using the upper bound
in (7.13) to replace the energy & p in the error terms,

! loge
Elp > 2/ aX%(!VuE e Nov, |2 +_(1_‘ ue|?)? | g |/ axlvr

E,R

N ) (7.15)

log e

~0(>= e (I 1 log (2+ ————=f1) ).
oz 2] —|—sgp/}R2 X&IVER <\ ogr|+ rlloge| +log (2 + oz 2|

For e°(l°ge) < 1 <« 1, using the result of Step 1 in the form log(N2 + E*R) < |logel|, we
obtain for all y € R?,

loge
2> DB [ vt nl — ologeswp [\l -0l (7.16)
z
On the other hand, the upper bound (7.14) yields
loge
20 < T [ ot ON2) oV, (7.7
) R2 ) )

and thus, taking the supremum over y and absorbing 5:7 r in the left-hand side,

. loge 1
&R < | § ’SUP/ axplvl gl + O(NZ),
z R2
so that (7.17) takes the form, for all y € R?
loge
2 < B [ oot 002 +ologelysup [ Xl

Combining this with (7.16), dividing both sides by §llog el, and taking the supremum
over y, we find

_ NZ
swp [ i) Ssw [ aiiel —vie) < 0( ) +ot)sup [ il
: Jre P llog €| 2 Jpe

hence

SHP/ XV Rl = SUP/ Xr(Wir+2(Wig)”)
z R2 z R2
z T N2 z T
< sup XRVe,R+O( ) + o(1) sup XRIVE R,
= Jre log €| z JR2
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and the result (5.28) follows after absorbing the last right-hand side term.
Step 5. Refined bound on the energy.
In this step, we prove the optimal energy bound £ < N2, By (7.8) this yields in
. N2
particular sup, [po X3V gl S Tos 2]

Let e—°(logel) < 1 « 1 be suitably chosen later. Using (7.11), the bound on the energy
excess DI p < N2 yields for all z € RZ?,

loge
£n<Dip+ DB [ i S N2 re it fosel [ il
R2 R2

and hence, using the result (7.15) of Step 4 and absorbing & p with r <1,

Sn SN2 fogelsup [ xiotn SN 4 logelsup [ e (718)
z z

It remains to estimate fR2 Xhite. Arguing as in Step 5 of the proof of Proposition 5.2, we
find

' 1/2
/R? XZRME S Ne + (/R?\BT X§R|vue - ZU€N€V€|2>
&, R

. , ) 1/2
+7rR (/ |Vue — iue Nove| > , (7.19)
BQR(Z)
and then using (7.10) to estimate the second right-hand side term,

[ e S Nt (D) V2 R ) 4 N2 ) 2

N2+ &% \1/2 o 1/2
+ <€7€R> llog r| + log (2 4 =of >
llog €| |log |

N2+ & N2+ & o\ 1/2
5N5+T1/2(5:,R)1/2+0(1)67m+|logr|1/2(57€7R>

llog | [log ¢|
Combining this with (7.18) leads to
Ein _ N2 e: N2+ 21
R Ve 1/2/0% \1/2 1) &R 1 1/2( £ 6,R>
lloge| ~ |loge| P (EeR) T ol )\logal + [log 7| [log €| ’
hence,
Er N2
2o M gy,
lloge| ™ |loge]|

and the result follows from the choice r = |loge|™!.

Step 6. Conclusion.

The optimal energy bound &7 p < N2 is now proved. In the present step, we check that
the remaining statements follow from this bound. The result (7.2) follows from (7.9) in
Step 2 with ¢ = ax%, combined with the optimal energy bound. The bound (7.3) on the
number of vortices follows from the result (7.13) of Step 3 together with the optimal energy
bound. For r = N; 7, v > 1, the result (7.7) follows from (7.10) together with the optimal
energy bound. Monotonicity of B; r With respect to r then implies (7.7) for all » > Nz 7.
It remains to establish items (iii) and (iv). We split the proof into two further substeps.
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Substep 6.1. Proof of (iii).

The Jacobian estimate (7.4) follows from Lemma 5.1(iii) together with the optimal
energy bound, and the estimate (7.5) with v = 1 similarly follows from (7.12) and from
the bound R < |loge|™. As in Step 8.4 of the proof of Proposition 5.2, we further find for
all ¢ € L>°(R?) supported in a ball Br(z), z € R?,

S N€||¢HL°°/ (|1 — |ue]?||curl v |

BR(Z)

2|1 — [uel?|| Ve — iueNove | + 2ve|| Ve — iueNove y), (7.20)

| [, 8t~ pe)

hence | [po #(fic — p1e)| S RNZ||¢||re, and the result (7.5) follows by interpolation.

Substep 6.2. Proof of (iv).
Let €!/2 < r < 1 to be later optimized as a function of £. Arguing as in Step 8.5 of the
proof of Proposition 5.2, we find for all ¢ € W1°°(R?) supported in the ball Br(z),

) a
/R? gz5(|Vu€ — zu€N€v€|2 + @(1 — |u€|2)2 — |log6|y€r,R>

_ . a
<la 0l [ (190 — i Nove P+ 55 (1 f?)? — flogelvZ )
R
0] N 1 log N, -1 O(rN?)||a™t
+ 0o log ] + log o) la™ 6l + O N2) o .

Using (7.11) to replace [ p by i in both sides up to an error of order (1 + rN2)||¢|l w1,
and choosing » = N1, the conclusion (7.6) follows. O

We now establish the following version of the (suboptimal) a priori estimate of Lemma 5.5
on the velocity of the vortices in the nondilute regime N, > |loge|.

Lemma 7.2 (A priori bound on velocity). Let a >0, f € R, and let h : R> - R, a := e”,
F:R? 5 R?, f:R? — R satisfy (2.1). Letu. : Rt xR? = C and v, : R* xR? — R? be the
solutions of (1.7) and (3.3) as in Propositions 2.2(1) and 3.4, respectively. Let 0 < € < 1,
loge| < N: < e !, and R > 1 with eR < 1, and assume that 5;7’;% <¢ N2 for all t > 0.

~

Then, in the regime (GL3), we have for all @ > 0 and t > 0,
t
o? sup/ /2 axi|0us|* Sto (14+eRN)N:|loge| + RN [loge|? < RONZ[loge[>. ¢
z Jo JR

Proof. Set D7, := fg Jr2 x| Opuc 2. From identity (5.56), using |Vx%| < R (x%)Y?, the
pointwise estimates of Lemma 4.2 for V. and j. — N.v,, assumption (2.1), the bound (4.4)
on ¢Z p, and the definition of 55’;%, we find in the considered regime,
it 2 2
AeaDZp Sio NZ(1+ [Vellf e 1) (U 119evell e 12 nr(Br)))
+ aRNg’ (1 + ”VaHLgo Loo) (1 + HPaHL;X’ Loo) + aNgllog el||div (avg)HL?o L2
. t - *

+ Nf(l + HVe”igoaﬂ NL>®(Bsg)) + ” div (aVa)HL;’O(L2 mLC’O)) (D;R)I/Q +R lNa(D;R)l/?a

and hence, using the properties of v, in Proposition 3.4, for all 8 > 0,

AeaDZp, Spo N2 +eRN2 + NgR(’(Dj;g)l/?
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Absorbing (Dj’%)l/ 2 in the left-hand side, the result follows. O

We finally turn to the adaptation of the crucial a priori estimate of Lemma 5.6 to the
nondilute regime N, > |loge|.

Lemma 7.3. Let « >0, B €R, andlet h :R> 5 R, a:=¢e", F:R?> - R, f:R> 5 R
satisfy (2.1). Let u. : RY x R? — C and v. : RT x R? — R? be the solutions of (1.7)
and (3.3) as in Propositions 2.2(i) and 3./, respectively. Let 0 < ¢ < 1, |loge| < N <
el and R > 1 with eRN2 < 1, and assume that 5:’; <¢ N2 for allt > 0. Then, in the
regime (GL3), we have for all t > 0, 7

N2
asup//R2€2 1_|€|) |10g6| <>

Proof. Using the pointwise estimates of Lemma 4.2, assumption (2.1), and the properties
of ve in (3.22), Lemma 4.3 directly yields

|div S| S (e + BNL)|Vue — iue Nove| 4+ BNZ + BNZ|1 — Juc*]) (1 + [[ve L) |Orue|
+ (e + BN)N: [Ip: [l + Neleurl ve|pse + N2|[velluee ) (1+ |1 — Jue[*)| Ve — iue Nove|
+ Ne(1+ [velluee)* (IVue — iueNeve|? + (1 = Jucl)? + N2)
+ N1 = Jue |1+ [vellree ) (Ne (1 + [[velle)® + Acllpefliee + [leurlve|pe).

Usmg the assumption E R <¢ N2, Lemma 7.2 with R = 1, and the properties of v.
in (3.22), we find for r < 1,

t ~
[ [ v s Nioge|(1+ llogel) S NfogeP
T $0)

Further noting that assumption (2.1) yields

[ alt= Pl S er Nl e  ern2,
r (20

and also

/ IV xallS.]
By (z0)

= R (z0) (|Vu5 — tue N, V5| + (1 - |u€| ) +52(N§|V5|4 + |f|2)>
Byr(xg

SE (Nf + e (N Ivelliee + II£IE=)) Se RTINZ,

and arguing as in Step 1 of the proof of Lemma 5.6, we deduce the following Pohozaev
type estimate, adapted from [90, Theorem 5.1|: for any ball B, (z¢) with r <1,

! a’xr 212 4 2
G el sorNos
r{Z0

t a . a
+ r/ / DB (Ve — i Neve? + 555 (1= Jue)? + 1= Jue 2| (N2[ve? + [£1)).
OB, JIO) 2 2e

With this estimate at hand, the conclusion follows from a direct adaptation of Steps 2-3
of the proof of Lemma 5.6. O
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7.2. Modulated energy argument. With the above vortex analysis at hand, in the
nondilute regime (GL3) with [loge| < N, < |loge|log [loge|, we adapt the modulated
energy argument of Section 6 and show that the rescaled supercurrent density NLE Je Temains
close to the solution v. of equation (3.3). Although the well-posedness result of Section 3.2
for equation (3.3) (hence the final statement of Theorem 2) is reduced to the parabolic case,
we show that the modulated energy argument formally works in the mixed-flow case as well.
(As we assume « > 0, all multiplicative constants are implicitly allowed to additionally
depend on an upper bound on a~!.)

Proposition 7.4. Let « > 0, B € R, o>+ 2 =1, and let h : R? - R, a := e,
F:R? = R?, f:R? = R satisfy (2.1). Let u. : RY x R? — C be the solution of (1.7)
as in Proposition 2.2(i). Assume that for some T > 0 for all € > 0 there exists a solution
ve 1 [0,T) x R?2 — R? of the following mized-flow version of (3.3),

Ove = Vp, +Tcurlve, Velt=o = Vv°, (7.21)
B 2N, .
I.:= M (a—1IB) (Vlh—FJ‘ — |logf€| VE) p. = (\eaa) ! div (av.),

and assume that v. satisfies the bounds (3.22) on [0,T). Let 0 < e < 1, |loge| S N: <
lloge|log |loge|, and |loge| < R < |loge|™ for some n > 1. Assume that the initial
modulated energy excess satzsﬁes DE RS < N279 for some 6 > 0. Then we have D8 r <t N2

for allt €[0,T), hence Nﬁjg ve — 0 in LE([0,T); LY, .(R?)?) as e | 0. O

Proof. Let |loge] < N: < |loge|® and [loge| S R < |loge|® for some n > 1. Given the
assumption D*’; < N2 on the initial data, for all € > 0 we define T, > 0 as the maximum

time < T such that D* 1< N2 holds for all t+ < T.. By the proof of Lemma 4.1 and by
Proposition 7.1, we deduce for all ¢t < T,

ER SN2, EXp SN2, DU Se N2, DXL SDIL+ou(e'?). (7.22)

g, 3

The strategy of the proof consists in showing that for all ¢ < T,
t
D:; < DE Rt N2 log [loge| + AoNe log N. + A, /0 D; p. (7.23)

Combined with (7.22) and with the Gronwall inequality, this implies
DIk Se 9 (DI + NeAlog log e| + ANz log N).

Then choosing [loge| < N: < [logellog [loge| and D2 < N27° for some § > 0, we deduce
D:’% < Nf for all ¢ < T.. This gives in particular T, = T for € > 0 small enough, and the
conclusion follows. To simplify notation, we focus on (7.23) with the left-hand side 752 R
centered at z = 0, but the result of course holds uniformly with respect to the translation.

Let us first introduce some notation. For all ¢ < T, as we are in the framework of
Proposition 7.1 with u%,vi, we let BL := Bt denote the constructed collection of disjoint
closed balls B:;ER( ¢ vi) with total radius 7. := N-%. Let then I'L denote the corresponding
approximation of I't given by Lemma 5.3. We decompose I := al'z o — ﬁI’&O with
2N, >

Ve
log |

Dogi= AT! (vih _Ft
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Step 1. Time derivative of the modulated energy excess.
Lemma 4.4 yields the following decomposition,

ODer=Ip+1Yp+1Fp +IR+IR+IR+IR+I"R+I’7R, (7.24)

where the eight first terms are as in the statement of Lemma 4.4 while the error I! R 18
estimated as follows (cf. (4.16)),

/ 1L ] S0 ROV + [log o) (€2 ) /2 S0 112

Step 2. Bound on the error terms.
In this step, we prove for all t < T,

t
/0 (Tl + T+ I7)

t
< 1+R1N€2+(R1+N€2)/ / Xr|Oue — iu-N:p.|%. (7.25)
0 JR2

We start with the bound on I k. Using Lemma 7.2 and the properties of v, in (3.22), the
quantity £* ~ g defined in Lemma 5.4 is estimated as follows, for 6 > 0 small enough,

t t
e [ Enrsw [ [ w0 + NEp? + N1~ el o)
<io N2+ (1 +eRN.)N.|loge| + RO N2|log e|* + N.[log || div (aVE)HLw(Lgme)
Sto eRNZ|loge| + R'NZ|loge|* < NZ[loge|* < [loge["*2.

Noting that |Vxgr| < R_lxl{{2 and using Lemma 5.3 in the form [|T¢||pee < ||Tellnee <1,
Lemma 5.4 then yields

aVvy - VXR

t t
+R_1|log6|_1</ / XR|8tu€—iu€N€p€|2+/ / |Vu€—iu€N€V€|2>,
0 JR2 0 JBagr
and hence,

t t
‘/ Itfan‘ Sel+ R_l/ / XR|Owue — ius N, pa‘z
0 0 JR2

— ! . a
+R 1/ / <‘vu5_2u5NEV6’2+2—€2(1_‘u8‘2)2+’1_’u6’2’(N€2‘V8’2+’f’)).
Bar

¢ |loge| ™!

R2

Using (7.22), assumption (2.1), and the properties of v, in (3.22), we conclude
¢ ¢
( / IQR‘ Se 1+ ROINZ 4+ eNZ (1 |vellfoo pa) + BT / /2 X&|Oiue — iuNe p.|°
0 0o Jr

t
< 1+ RINZ 4+ R‘l/ / XR|Owue — iu-N:p.|*.
0 JR2
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We turn to the bound on I¢ . Using (2.1) and the pointwise estimates of Lemma 4.2, we
find

124] 1T = Pl 14 el (Ve [ (19 = 0aVovel 4 Vo1 a2 e v
R
] a
+ N /2 XR<|VUE - ZU5N5V6|2 + 6_2(1 - |u€|2)2>
R
. N§/2 a4 1= a2 v ]2 + )\5/2 XAl — iue Nop.|[Vite — i Nove |
R R

+ BN /2 XR‘atua - iueNepg‘(’vue - iuaNaVa‘ + Ne‘l - ‘ua‘z‘ + Ne"ﬂs‘))-
R

By Lemma 5.3 in the form |T'z — ['.||p < 7. = N % and by the properties of v. in (3.22),
we deduce for € > 0 small enough,

9| <r.N3R? A\.N. + RIN?Z Ayue — iu.N.p.|? 2
‘ 5,1«2’ ~ TelVe +7e(AeNe + 5) 2XR‘ itte — iU NeD,|
R

. ‘ N\ 1/2
S1+4+ N ( . XR|Orue — tusNep,| >
R

<1+ N2 /  Xr|Oue - iueNop.|®. (7.26)
R

Regarding the last term I g > the definition of the pressure in (7.21) simply yields I g r=0,
and the conclusion (7.25) follows.

Step 3. Bound on the dominant terms.
In this step, we turn to the estimation of the five first terms in (7.24), showing more
precisely that for all ¢ < T,

t
Df:,R StDlgp+ N2 log |loge| + A: N log N, + )\5/ D, g. (7.27)
0
As this holds uniformly with respect to translations of the cut-off functions, the conclu-
sion (7.23) follows.

We start with the bound on the first term 1% . Since for all ¢ the field I'L is constant in
each ball of the collection B! and satisfies ||VIL||pe < ||[VIL||Le < 1, we find

~ . a
|I§R| S / XR|S€| S / CLXR(|VU5 - ZU’ENEV€|2 + _2(1 - |u€|2)2)
R2\B. R2\B. 2¢e

+ [ xnlt = eIV 17,
Since B. has total radius r. = N-4, Proposition 7.1(v) yields
I50] S Dot ANolog ot [ xalt = [ [(V2 e+ 7).
R

Further using (7.22), assumption (2.1), and the properties of v, in (3.22), we conclude
|I§R| S ﬁe,R + AcNelog V... (7.28)
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We turn to I -.r- Using the assumption (2.1) and the properties of v in (3.22), Lemma 7.3
yields

t
/ I = Oy(A\Ny)
0
a , a
/ / XRI‘L Vh(\Vug uNavel® + o= (1 — |uc|?)? — [log E\ug),
R2 2¢e
and hence by Proposition 7.1(iv) and by (7.22),
t t t
/ Iy <i AeNelog N + / D. g <t A\eN:log N. + / D. k. (7.29)
0 0 0
The term [ £R is simply estimated by
2 < Brie — ius Nop, | + 222 Vu. —iueNove) -T2 (7
R _T - aXRr|Opus — iusNep,| +T - axgr|(Vue —iusNove) - T |7, (7.30)

We finally turn to I€VR. Using o + 2 = 1, we find Ieo— ﬂI‘EL = al',, so that I R takes
on the following guise,

a ~ a
IXRY (Do — ATL) = aN. ’;RV T..

R2 2 R2

1

£,

R_N€

As shown in Step 2, the quantity (‘:’;‘R defined in Lemma 5.4 satisfies (‘:’:’; <t [loge|™*3.
Choosing M, := exp((\: log |loge|) A [loge|'/?), Lemma 5.4 then yields for any A ~ 1,

log |1
‘/ ‘<0t )+ Aecx 1+Ot<\log€\ 1/2 M)
|log |

t
X <K// aXR!&:ug—z'ugNapEPJrZ// GXR’(VUe—iuaNavg)-RF),
0 JR2 0 JR2

and thus, using the optimal energy bound (7.22),

t
‘/ IgR‘ < Ot(NE)\g log lloges])
0

Ae log |log e [1 )
+ (1 + Ot(llog el TV2AZE g [log ‘)) - / / axr|Oyue — iueNep,|*
llog €| A Sy Jre

n Ao

t
/ / axr|(Vue —iusNove) -Te|?. (7.31)
0 JR2

We distinguish between two cases,
t t
Case 1: / / axRr|Owue — z'u€]\7€p€|2 < 5/ / axr|(Vue — iu.Nov.) - Te|?,  (7.32)
0 JR2 0 JR2

t t
Case 2: / / axRr|Owue — z'u€]\7€p€|2 > 5/ / axr|(Vue — iu.N.v.) - Te|?. (7.33)
0 JR2 0 JR2
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In Case 1, choosing A = 2 in (7.31) yields

« e log [log e

= <1+Ot( g |log ‘ >// axRr|Oue—iue €pe|2
|lo g€| R2

Ae ¥

t
(/ 15| < 0:(NX log log ¢])+
0

axr|(Vue — iu.N.ve) - T |2

R2
In Case 2, the condition (7.33) can be rewritten as

1t , : .
Z/ / aXR]&guE—zugngE]Q—i-/ / axr|(Vue — iue Nove) - Te)?
2 ¢ 2
10 / / aXRlatue_Zua 6p5’ // aXR‘(VUE—iUENEVE)-F5’ ,
0 JRr2

and Choosmg A =4 in (7.31) then yields

‘/ IXR‘ < Ot(NE-?)‘g log |10g€|) + )\504(4 + — "' Ot / / aXR|8tu€ — U, €p5|
0
)\Ea

axr|(Vue — iu.Nove) - T |2

RQ

Further noting that in Case 1 the condition (7.32) together with the energy bound (7.22)
yields

A2 log |log ¢|

<R_1 + NE_2 + ) /]R2 axRr|Oue — iu€N€p€|2

A2 log |log ¢

[log €|
t

< <R_1 + N2+ ) / /2 axr|Vue — iuNove|* <g NoA2 log |log el
0 JR

and combining this with (7.25) and (7.30), we observe an exact recombination of the terms,
and obtain in Case 1,

[log e

t
v D d
/0 (LEp+ I g+ IEp+ g+ I2g + I p)

< At

t
/ /2 axr|Vue — iue Nove |2|Te]? + Oy (N2 log [loge]),  (7.34)
0 JR

and in Case 2,

t
/0 (I;{R + I£R + g+ IEg+ I R)

A
< _7(5 _ aXR]&gug — Zua ep.e’

axr|Vue — iucNove |?[Te|? + Oy (N-A2 log |log ),

R2
so that (7.34) holds in both cases for ¢ > 0 small enough. Using o? + 5% = 1, we find
[.-Teo=allo|?> = a|l|% so that the term I ’r takes on the following guise,

A «@
Ep =~ loge| | oxaleToop == llogel [ axallefne
R2 R2
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Together with (7.34), this yields
¢
/ (Ie‘fR + IfR + Ial,)R + IS,R +Ilg+1I.R)
0

<

e [* ,
2 [ axr(19ue = iueNovef? — log el P + Oy(NoA log log ),
0o Jr
Combining this with (7.24), (7.28), and (7.29), we conclude

~

t
. R .
D.r—D:r 5t / D..r+
0

Ao [t .
; / / aXR(|Vu€ - ZU5N5V6|2 - |10g5|/‘€)|rs|2
0 JR2

+ NX2log|log e| + A-N: log N,
and the result (7.27) now follows from Proposition 7.1(iv).

Step 4. Conclusion.

As explained at the beginning of the proof, in the regime |loge| < N < [log el log |log €|
with D, S N27° for some 6 > 0, the estimate (7.23) implies . = T and D1}, <; N2
for all ¢ € [0,7). We now show that it implies the convergence NLEJ}-: — v, — 0. For all
t €10,T), Proposition 7.1(v) gives

sup/ Xr|Vus — z'ueNgv5|2 < Nf,
R2\ B,

z

and for all 1 <p < 2,

sup/ X7 Vu: — iusNeve P < |B€|17p/2(5:73)p/2 <t Tgprf <, NP.
z £

Using the pointwise estimates of Lemma 4.2, we deduce

Sup/ |]6 - N€V€| St SUP/ |vu€ - iusN€V€| + 6N52
z JB(z) z JB(z)

z z

1/2
<t sup/ X&|Vue — iusNeve| + sup </ |Vue — iugNgvg\z) + €N€2 < N,
B. B(2)\Be

hence NLEjE —ve — 0 in L ([0, 7); LY, . (R?)?). O

uloc
8. MEAN-FIELD LIMIT IN THE CONSERVATIVE CASE

In this section, we prove Theorem 3, that is, the mean-field limit result in the conser-
vative case (o = 0, 8 = 1) in the regime (GP). More precisely, the rescaled supercurrent
density NLE Je 1s shown to remain close to the solution v, of equation (3.4). Combining this
with the results of Section 3.3 (in particular, with Lemma 3.6), the result of Theorem 3
follows.

8.1. Preliminary: vortex analysis. In the present situation, it is not needed to adapt
the ball-construction lower bound of Section 5 to the nondilute regime N > |loge|: we
only need the following elementary estimate on the number of vortices based on a bound
on the modulated energy excess. Since the vector field Vi is assumed here to decay at
infinity, the proof is considerably reduced with respect to the corresponding statement in
Section 7.1. Note that in the considered regime N, >> |loge| we show that & g and D. g
are interchangeable up to an error of order o(N?).
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Lemma 8.1. Let h: R? - R, a :=€", with a <1 and |Vh||j2 e S 1, let ue RQ — C,
ve 1 R?2 = R?, with ||curl ve|p1 qpee, [VellLe S 1. Let 0 < e < 1, [loge| < N: Set, and
R >1, and assume that D} p < N2. Then,

SUP [|ptel i1 oo (B 2y S Ne:

hence in particular
sup [E2 p — DZ p| S Nelloge| < N2. O
z

Proof. Let ¢ € H'N WL (R?) be supported in a ball of radius R. We decompose
/2 e = / <]§(N,3(3ur1vE + curl (je — NSVE))
R R2

=N, (bcurlvg / Vo — N.ve),

hence, using the pointwise estimates of Lemma 4.2,

‘/ Phe

In particular, using the assumptions D , < N2 and ||V 2~ < 1, we obtain

S Nellgllie + (1+eN)(ER) IV + €25V . (8.1)

£ = D + Jloge] / aXatie S N2+ (14 eN2)flog el(€2 )2 + ellog el
RQ

which implies, taking the supremum in z and absorbing £* - p in the left-hand side, for & > 0
small enough,

RS SN2+ (14eN.)?|logel* < N2
Inserting this into (8.1) yields | [po dpic| < Nell@ll g1qpy1.00, and the result follows. O

8.2. Modulated energy argument. By a modulated energy argument, we show that
the rescaled supercurrent density NLE Je remains close to the solution v, of equation (3.4).

The proof consists in estimating the different terms in the decomposition of (925155797 R in
Lemma 4.4 and then deducing the smallness of the modulated energy (‘:’5797 r by a Gronwall
argument. Note that in the nondilute regime N, > [log ¢| the situation is greatly simplified
with respect to Section 6, since the modulated energy & r and the excess D, g are now
interchangeable up to an error o(N?2) (cf. Lemma 8.1). The different terms appearing
in Lemma 4.4 thus only need to be estimated by means of the modulated energy & gr
without having to take care to substract the correct vortex self-interaction energy. In
particular, the vector field I does no longer need to be truncated on small balls around
the vortex locations, and we simply set I'. = I'. For this choice, all the terms involving the
vortex velocity f/&g in Lemma 4.4 vanish. This simplification is crucial since in the present
conservative case no good a priori control on the vortex velocity is available (apart from
rough a priori estimates of the form [|yue — iuc Nep, ,ll;2 S €72), which indeed prevents
us from extending this modulated energy argument to the case N. < |loge|.

Proposition 8.2. Let « = 0, 8 =1, and let h : R? - R, a := ", F : R?2 - R?,
f:R* = R satisfy (2.2). Let ue : [0,T) x R? = C and v, : RT x R? — R? be solutions
of (1.7) and (3.4) as in Propositions 2.2(ii) and 3.5, respectively, for some T > 0. Let
0<e< 1, |loge]l < N.<xe !, R> H@tugHL%oLz + [loge|?, and assume that the initial
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modulated energy satisfies E:’;, < N2. Then, in the regime (GP), we have E:’; < N2 for
all t €10,T), hence ]\1[ Je —ve = 0 in L2 ([0, T); LY, .(R?)?) as € | 0. Under the stronger
assumption EX° < N2 the same convergence holds in L2.([0,T); (L' +L?)(R?)?). O

Proof. In the sequel, we choose 1 < ¢ < R with 0% < (eN.)~! for some 6y > 0. Regarding
the global truncation at the scale R, it is not really needed in the present context (as a
consequence of the decay assumption for Vh, F, f) and can be sent to infinity arbitrarily
fast; here it suffices to choose R > HatugHL%o 2 + |logel? (where the right-hand side is

indeed finite by Proposition 2.2(ii)). Given the assumption £, < NZ on the initial data,
for all € > 0 we define 7. > 0 as the maximum time < 7T such that 5*’t < NZ holds for all
t <T.. By Lemmas 4.1 and 8.1, we deduce D* ’QR < N2 and for all t <7,

Dt T St N2 et N2, D*’t it St N2,

€,0,R Nt
*,t t
EE,R S ge,g,R + Ot(Naz)’ 5* S D&g’R + Ot(Naz) (82)

g,0R ~
The strategy of the proof consists in showing that for all ¢ < T,

t
£ Seo(N2) + /0 £k (8.3)

This estimate is proved in Step 1 below. To simplify notation, we focus on (8.3) with the
left-hand side &! 0.1 centered at z = 0, but the result of course holds uniformly with respect
to the translatlon By the Gronwall inequality, it implies E ok <t N2, hence et <t N2

for all ¢ < T,. This yields in particular T, = T for all £ > O small enough, and ‘the main
conclusion follows, while the additional statements are deduced in Step 2.

Step 1. Proof of (8.3). B
Using the constraint 0 = a~!div (av.) = divv. +v.- VA, and choosing T, := I'., the
result of Lemma 4.4 takes the following simpler form,

ODe 0. = I§Q7R+I 9R+I£9,R+I€I,{Q,R+IQQ,R+ Co R (8.4)
where we have set
IZ,r = —/ XrVIE : S,
]RQ
1% . axrllogel - 1 1 1 2N:
Ie,g,R T /R2 TV’&Q' (_)‘ere +V-h—F— — lloge?]Ve)’
B o axr|loge| i B 2N,
Ie,Q,R = _/ #Pa' (V h—F—— Hogg’Ve)Maa
aXR
Igg,R = /2 A —=Tz - Vh(]Vug—zuana\ + (1—]%!) —\logama),
R
I'p = — | Vxg-S. TZ
g0 R XR we "1
R2
. ) log e
_/2(ZVXR- ((atu€ — iueNep,, Vue — iuNove) + | g ‘VL),
R

and where the error I , 5 is estimated as follows (cf. (4.17)),

L o1l Sto eNELp + No(E2R) 2V (D2 = be )2 + N2 (€2 )2
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Choosing 6 > 0 small enough, and using Proposition 3.5 in the form ||V (pf —pt )|z < 1
(cf. (3.38)), we obtain

12 o5l St E2R + o(No)(EX )Y (8.5)
The choice (3.4) of I'; yields Ie‘fg’ IaE& = 0, hence
8t7567g7R = Ievng + Igng + Igng + Iévng. (86)

It remains to estimate the first three right-hand side terms. By assumption (2.2) in the
form || f|l;2 < N2 and by the integrability properties of v, (cf. Proposition 3.5), the first
right-hand side term I oR 1S estimated as follows, for all ¢ < T,

. a
Eon IVl | oxn(1Vie i Novl+ 50— P + 1= fuc PI V2 v+ 1)

S EE,R + 6N€2(5€73)1/2 S EE,R + O(Ng)' (8'7)

~t

We turn to the second right-hand side term in (8.6). Lemma 8.1 yields

15 <102 Fhlus [ xa(|Vue = iweNov? + 50 - )
R

+ \logs\‘ / aXRI’i -Vh e
R2
S & plITE - VAl + NeflogelllaxaTE - Vhll 1 e
and hence, using assumption (2.2) and the properties of v, (cf. Proposition 3.5),
17, p St Eep+ Nelloge| < & r + o(N2). (8.8)

It remains to estimate the third right-hand side term in (8.6). By definition of S, and Vg,g,
we find

: ,0, RS |10g6| |Opue — iustpg,gHVUE — iU Neve |
Bar
+ R_1HP6”L°° / <\Vu€ iue Ne Ve’ + (1 - ‘ua‘ ) + 1 - IUSIQI(NS‘VJQ + ’f’))a
Bar

and hence, using assumption (2.2), the properties of v, (cf. Proposition 3.5), and the bound
55*,2}2 S 5:,13 (cf. (4.1)),
1", g St &5 g + R log el (62 1) /| Opue — e NePe ollr2(Byp) + o(N2).
The properties of p, (cf. Proposition 3.5) yield for all § > 0,
10¢ue — iue Nebe oll1.2(Byp)
S 10uellia ) + Nellpe oz + NellPe ol B 11 = [uePlllz s,
Sto N0vue 2, + Ned® +eN(EX )2,
so that the above takes the form
2, r St EXp+ R ?|log 6|2||8tu5||ig(3m) + R_Q(l_e)Nfﬂog e|? + O(Nf).



MEAN-FIELD DYNAMICS FOR GINZBURG-LANDAU VORTICES 115

Using the choice R 2 ||Qucl|y2 + |logel?, and choosing 6 > 0 small enough, we deduce
P rRSt&ip+ o(N2). Combining this with (8.5), (8.6), (8.7), and (8.8), we conclude

€ €,
OiDe gr St €5 g + o(N2).

Integrating this in time with 75:; r < N2, using (8.2), and noting that the result holds
uniformly with respect to translations of the cut-off functions, the conclusion (8.3) follows.

Step 2. Conclusion.

As explained, the result of Step 1 implies 7. =T and E;’E <y N2 forall t € [0,T). We
now show that it implies NLEj6 — ve — 0. Using the pointwise estimates of Lemma 4.2, we
obtain

l7e = Nevellwr £ 12)Br ()
SVt = iueNevelluz (g ey (1 11— [Pl s,)) + Nelll = e Pl o))
<<t Ne(l + €N5) < Nea

and the conclusion follows, letting R 1 oc. U

9. HOMOGENIZATION REGIMES

In this section, we briefly examine homogenization regimes and we prove the few rigorous
results mentioned in Section 1.5. We focus on the dissipative case and for simplicity we
restrict to the periodic setting, that is,

~ ~0 1 Ne
a(z) == a’(w, Ew) , (9.1)
with @ : R¥xQ — [%, 1] periodic in its second variable. We set h = log & and RO = log a?.

9.1. Homogenization diagonal result. In this section, we adapt the modulated energy
approach to the case with wiggly pinning weight (9.1). As the first term in the decompo-
sition of atzie,g, gr in Lemma 4.4 involves the gradient of the mean-field driving vector field
. (cf. (3.2)), the wiggly pinning force leads to a divergent prefactor O(n-!) that destroys
the Gronwall relation on 155,9, r. For that reason, such an argument can only work in a
suitable diagonal regime, as stated in Corollary 1.5. Note that the choice of the diagonal
regime 7. o < 1. < 1 could be made more explicit, but this is left to the reader.

Proof of Corollary 1.5. Given a fast oscillating pinning potential (9.1), we consider the
regimes (GLj), (GLy), (GL)), and (GL}), and in the regime (GLg2) we restrict to the
parabolic case # = 0. We now denote by v, the unique local (smooth) solution of (3.2)
with wiggly pinning force
Vh(z) :=n.V1h°(x, %x) + Voh(x, n—lix) (9.2)
We further denote by v, the unique global (smooth) solution of the corresponding mean-
field equation (1.19)-(1.22) with Vh(x) replaced by Voh(z, 7]—1556) We split the proof into
three steps.
Step 1. Gronwall relation.
In this step, we show that v, is defined on the time interval [0,7%), with T := n.T and

with T as in Proposition 3.2. In addition, we adapt the proof of Proposition 6.1: with the
same restrictions on the regimes, we show that there exist ¢ > 0 and an increasing bijection
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0 : RT — RT such that for all ¢ > 0 the conditions D'}, = 0o(NZ2) and supg< < 15:’; < N?
imply

t
DI < 9(%)(?75”0(1\73) + 77;1/0 ;ﬂR). (9.3)

We first check how v, depends on the small parameter 7)., thus adapting Proposition 3.2.
A scaling argument shows that the solution v, exists up to time 7.7, where T is as in
Proposition 3.2. Moreover, an inspection of the proofs in [40] together with a scaling
argument shows that all the estimates in Proposition 3.2 still hold up to multiplicative
constants of the form n_ "9(;—8) for all t € [0,n.T), for some o > 0 and some increasing

bijection 6 : Rt — RT. A scaling argument yields more precisely, for all ¢ € [0,T.),
T~ < 0GE), VTl < 2 0Gh).
With such estimates at hand, repeating the proof of Proposition 6.1 leads to the claim (9.3).

Step 2. Gronwall argument.

In this step, we show that there exists 7. o < 1 (possibly depending on all the data of
the problem) such that for 7. o < 7. < 1 the conclusions of Proposition 6.1 hold in each
of the corresponding regimes.

Since in the regime (GLgy) we restrict to the parabolic case, we deduce that there exists
Ne,0 < 1 such that for .o < n. < 1 the time TS in Step 1 diverges as € | 0. Given the
assumption DZ’; < N? on the initial data, for all € > 0 we define 7. > 0 as the maximum

time < TEO such that D:’% < NE2 holds for all ¢ < T.. The result of Step 1 then yields for
all 0 <t < Ty,

¢
P < 0GE) (n7oV?) + " [ De).
0
and hence, by the Gronwall inequality,

DL p <) o(N2),  w(t) = 0(t)eh’.

Choosing e.g. N0 = [T;Z)_l( o(]V]\%) )] _1/(OV1), we deduce for Neo K Ne K 1 that ’ZA);R < N€2

holds for all 0 < ¢ < TY, and the claim follows as in Step 4 of the proof of Proposition 6.1.

Step 3. Conclusion.

It remains to show that there exists 7.0 < 1 such that for 7. o < 7. < 1 there holds
Ve —Ve — 0 in LS (RT; L. (R%)2). This convergence result directly follows from the
computations in the proof of Lemma 3.3, now taking into account the n.-dependence of v,

and V. as in Step 1 and applying a Gronwall argument in a suitable diagonal regime. [

9.2. Mesoscopic initial-boundary layer. In non-diagonal regimes, the Gronwall rela-
tion (9.3) only yields conclusions in the short timescale ¢ = O(n.). This allows to rigor-
ously explore the mesoscopic initial-boundary layer that occurs in that timescale: in each
mesoscopic periodicity cell, the vorticity gets projected onto the support of the invariant
measure for the cell dynamics associated with the initial mean-field driving vector field I'g
(cf. (3.2)). This is captured in terms of 2-scale convergence. The proof is particularly easy
as the nonlinearity plays no role yet in that timescale.
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Proposition 9.1. Let the same assumptions hold as in Theorem 1, with wiggly pinning
weight (9.1). In the regime (GLg), we restrict to the parabolic case. For all e > 0 let u. be
the unique global solution of (1.7) as in Proposition 2.2(i), and for all x € R? let mg(x,-)
denote the unique global solution of the following continuity equation in the torus Q,

dymg(z,-) = —divy (I°(z, 3% mg(, ), mo(z, -)|=0 = curl v°(z), (9.4)

Fo(x7y) = (Oé - "]]B) (VZLEO(xay) - FA1('%')l - 2"<';Vo(x))7
where k := 1 in the regime (GL1), kK := X in the regime (GL2), and k := 0 in the
regimes (GL}) and (GL5). Then there exists a sequence n.o | 0 (depending on all the

data of the problem) such that for ne. o < n. < 1 the slowed-down rescaled vorticity N%,uft
2-scale converges to mf, that is, for all ¢ € C(0,T) x R%; C35.(Q)),

lim // o(t,x, L) Niugft(m) dxdt = /// o(t,z,y) m(z,y) dydwdt. O
el0 J/R+xR2 e s e R+ xR2XQ

Proof. As in Step 1 of the proof of Corollary 1.5 above, the solution v, is defined on the
time interval [0, 7.7) with T as in Proposition 3.2, hence T diverges as ¢ | 0. Applying (9.3)

o

. L N2)\1/o
and choosing 7. o := (N—g) , we deduce for .0 < n. < 1, for all t € [0,T),
t
DIY' S o) + [ Dryds
0

The Gronwall inequality then implies ﬁ:’?;t = o(N2) for all t € [0,7). As in Step 4 of
the proof of Proposition 6.1, we deduce N%jggt — vl 5 0 in LS (RT; LY (R?)?) as € | 0.

We may then find a sequence 7. o < 77270 < 1 such that for 77;70 < ne < 1 we have for all
Ty, Ry > 0,

To
lim —1/ / L gmet _ymet) — 9.5
i 7y, ; BRO’NEja ol (9.5)

It remains to determine the asymptotic behavior of vt We split the proof into two steps.

Step 1. 2-scale convergence of curl vt
Let vL := vl and m, := curl v.. Taking the curl of both sides of (3.2), we deduce the
following equation for m,,

oy, = —n. div (I'Sm.), Mg = curlve (9.6)
_ 2N,

)1 _ R A e —
I, =X (« Jﬁ)(V h—F |log6|v€>. (9.7)

By [40, Lemma 4.1(iii)] in the dissipative case with ||h|yy1.00, [AZH(VEA—FL)||Lee, |[ve]|Loe,
|div (av2)||2 < 1, we have ||vi —V?HiQ Stforall t € [0,n.7). By [40, Lemmas 4.2-4.3]

and a scaling argument, we have |lcurl vi[|pe <y, 1. After time rescaling, these estimates
yield for all ¢t € [0,T),

IVE = vellfs Seme, M~ S L. (9.8)

Nguetseng’s 2-scale compactness theorem [81] (e.g. in the form of [42, Theorem 3.2|) then
implies the existence of some mg € L (RT; L®(R? x Q)) such that up to a subsequence
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m. 2-scale converges to mg, that is, for all ¢ € C°(RT x R?;C.(Q)),

per

lim// B(t, r, L) mk(z) dedt = /// o(t, z,y) mf(x, y) dydxdt.
el0 JJR+xR2 e R+ xR2xQ

Testing equation (9.6) with ¢(¢, x, n%)’ we find
- (0, x, &) curl vi(x) do — // Orp(t, x, L)mt (x)dxdt
R2 e R+ xR2 e

[ me) V16t ) + Vet w, £)) - T daat
R+xR2

and hence, passing to the limit £ | 0 along the subsequence and noting that (9.8) implies
¥e — v° in L (RT; 1.2, .(R?)),

loc uloc

- // (0,2, y) curl v°(z) dydx — /// Orp(t, x,y) mp(x, y) dydxdt
R2xQ R+ xR2xQ
[ ) Vet Gy
R+ xR2xQ
This proves that mg satisfies the weak formulation of the linear continuity equation (9.4)

and is therefore its unique solution mg = my.

Step 2. Conclusion.
Let ¢ € C°(RT x R?; Coar(@)), with ¢(t,z,y) = 0 for |z| > Rg or [t| > Tp. Integration
by parts yields

L st zren Grirtwdsar [J| ottn0) e duds]
Rt xR2 RTxR2xQ
1 T t
<ol [ [ it -t
0 J/Bg,

+ ‘ //IR+XR2 o(t, x, %)CUI‘IX_IZ(CC) dxdt — ///RWWXQ o(t,x,y) mf)(:v,y) dyd:cdt'. (9.9)

Combining this with (9.5) and with the result of Step 1, the conclusion follows. O

9.3. Small applied force implies pinning. In this section, we establish the following
intuitive result: in the presence of a small applied force ||F||p~ < [|[Vh]||Le, with a wiggly
pinning potential, vortices are pinned. The proof is based on energy methods and is limited
to the non-critical scalings (GL}) and (GLY).

Proposition 9.2. Let a > 0, B € R, o + 82 = 1, let Assumption 1.1(a) hold with the
initial data (u2,v2,v°) satisfying the well-preparedness condition (1.18), and assume that

N, 15
1< N, 1 —f <« <1 1
<Ne<logel, T <AS L (N ogeniz <<l
h(l’) = A&nailo(x7nm_g)7 HFHWLOO << )‘57

with hO independent of €. Let us : Rt x R? — C be the solution of (1.7) as in Propo-
sition 2.2(i). We consider the regime (GL}) with v2 = v° and the regime (GL,) with
div (av?) =0. Then NLE,ME Xocurlve in LS (R (CF(R2))*) for all v > 0. O
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Proof. We choose v, := v2 in the definition of the modulated energy (1.14), thus redefining
for all z € R?,

a ) o
Enim [ (V0 — Nz o+ 55 (1 ).
R

[log ¢|
eZ,R = aZ,R— B axphtes
R2

as well as & p = sup, & p and D} p := sup, D p (where the suprema implicitly run

over z € RZ?). We further consider the following modification of this modulated energy,
including suitable lower-order terms,

ax? . o a
;R = /R2 TR (|Vu€ - ZusNeVa|2 + @(1 - |u€|2)2
(1= Jue2)(f = N2 = Neflog e[ ve L)),
and E*R = sup, EfR The lower bound assumption on the pin separation 7. allows to

choose the cut-off length R > 1 in such a way that

1 (NVe|loge]) /2

)\ ’10g€’2 ) R << nsg_l(NallogE‘)l/Q'
€

M« Rxe

By Proposition 5.2, the well-preparedness condition (1.18) implies €5 < CoN;|loge| for
some Cy >~ 1. Let T > 0 be fixed and define 7T, > 0 as the maximum time < T such
that the bound E;’E < 2CyNe|loge| holds for all ¢ < T.. Using (1.8) in the form ||f||p~ <

Aenzt 4+ A2[log €]?, the assumptions on v¢, and the choice of 7., R, we deduce for all ¢ < Ty,
55— E24 < [ Xilt = WIS+ N2N2P + Nellogel v 1)
S eR(On! + A2flog ef?) (E25)"/? + eR o(A-N:|log e] ) (E2)'/? < A-Neflogel, (9.10)

hence in particular E;’R < N:|loge| for all ¢ < T.. We split the proof into three steps.

Step 1. Evolution of the modulated energy.
In this step, for all € > 0 small enough, we show that 7. = T and that for all t < T,

Ast

¢
/ / ax%|0puc* < EZO —5” + 0t(AeNelloge|) <S¢ Nellogel. (9.11)
0 JRr2

The time derivative of the modulated energy éf r is computed as follows, by integration
by parts,

azt‘(jaZ,R = /2 aXf%(<vu€ - iusNEVg, Vatus> - Nsvg' <vu€ - iusNEVg, Z'atuz-:>
R
a
it B ]u5]2)(u5,3tu5> —(f- Ng“’g‘z — Nc|loge|vg -Fl)<u€,3tu6>
)
au .
=— /2 axﬁ<Au€ = ° — (1 - luc|?) + Vh - Vue + illoge|F+ - Vue + fue, atu€>
R

+ Ns/ axr(ve -Vh + div v)(Opue, iue) —/ aVxh - (Vue — tusNeve, Opue)
R2 R2
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- / aXZR(|10g5|FJ_ + 2N€V§) : <vu€ - iustvgaiatue>a
R2

hence, inserting equation (1.7) in the first right-hand side term,

(915(‘:';}3 = —AEOZ/

5 axf%|atu€|2 - /2 aXf%(“Ongl + 2N€V§) : <vu€ - iusNeVS,iatUJ
R R

+ Na/ X7 div (av)(Orue, tus) — / aVxg - (Vue —iuN.vZ, Opue).
R2 R2

In particular, using the energy bound Ez’éR < 5;’; < Ne|logel|, we find for all ¢ < T,

R A-Cx . o .
OEZR < — ; /R2 aXZR]&guE]Q — /]R2 axz(|log ef]FL + 2NvY) - (Vue — iueNevy, idyue)
FCANE [ ldiv (@) + L )
R

+ O NIRRT | Ve — du Noveo|?
Bar(2)

)\ (6% e} . o -
< - ; /2 aszlatuzs’Q o /2 GXZR(HOgg’FL +2Nevg) - (Vue — iueNeve, ibyuc)
R R

+ CATIN? || div (avg)Hig AL (Bor) T CAZ RN |logel,

so that the assumptions on div (av?) and the choice of the cut-off length R yield

A-Cx
e / axlOvue 2
RQ

OEZR < — 5
— / axr(|log €’FJ‘ + 2N.v7) - (Vue — tusNove, i0pue) + op(ANellogel).  (9.12)
RQ

Using the Cauchy-Schwarz inequality to estimate the second right-hand side term, with
|1 EF L S Ae and ||[vE]|Lee < 1, we find the following rough estimate,

0,67 p < — AZO‘

/2 axﬁ]@tuEP + C\:|log 5\2 /2 axn|Vus — iugNavg\Q + 0t (A Nelloge|)
R R

Aecx .
< — Z /2 aXR|8tu€|2 + Ot()\eN€|10ge|3),
R

and thus, integrating in time with A < 1, we find for all ¢ < T,
A ! 2 2 52,0 52,t 4 4
1 . axplowue|” < Ep — Ep + Or(|loge”) e [logel”.
0 JR

This rough estimate now allows to apply Lemma 5.4 (with v. = v2 and p, = 0), using that
[log e|||F'||lL> + Ne < Ac|logel, to the effect of

t
‘ / / axz(|log ff\Fl + 2Nv2) - (Vue — iuNove, idyu,)
0 JR2

logel|| F||Le + N. ¢ ! ; °
o Mosdllflue R (1 [ oo+ [ [ axilVu. = o) + o)

t
< 0()\5)/ /IKanf%|8tu€|2+0t()\€N€|log6|).
0
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Inserting this into (9.12) and integrating in time, we find for all ¢ < T,

52,t 52,0 )\604 t z 2
Ep—Ens —(55 o) ||, axiloeP + oA Neliog ),

and the result (9.11) follows for all ¢ < T.. In particular, combined with (9.10), this yields
for all t < T,
EZt <& 'r+o(ANelloge|) < E + 0r(ANelloge|) < £ + 01(ANe[log e])
< (Co + 0¢(1))Ne [log |,
and thus, taking the supremum in z, we conclude T, = T for € > 0 small enough.

Step 2. Lower bound on the modulated energy.
In this step, we prove for all t < T,

loga
etz B [ aut — o0 Nl

and hence, combined with the well-preparedness assumption Dj’;% < Nf and with (9.10),

zZ,0 z zZ,0 z O
Elp —Elp < E — EXp + 0(A:Nellogel) < log ‘/ axg(pg — pe) +o(A:Nelog el).

As we show, this is a simple consequence of Lemma 5.1. (However note that we may
not directly apply Proposition 5.2(i)-(iii) as the assumption R 2 |loge| does not hold.)
Noting that |V (ax%)|lLe < Ae + R < A, we deduce from Lemma 5.1(1) with ¢ = ax,
with &£ 5 <; Ne|logel, and with e'/2 < r <1,

Ein> log(i)

/ axr|VL R[ — O¢(AerNellogel|) — Ot(erf) — Oy(N:log N;)

loga .
> WBEL [ iz al = Oosrl) [ Xl al = (0Nl ),

hence by Lemma 5.1(ii), for e <r < 1,

gz, > 1ogel
g, —

[ @izl — 0N fog 7)) — on(\ el
R

log e
> ’_5’/2 aXRVe R — or(A-N|log el).
R

By Lemma 5.1(iii) in the form (5.7) with v = 1, and by (5.24), using ||V (ax%)[lLe S A,
we may replace v p by e in the right-hand side,

loge
ER= | 5 ’/R2 aXpHe

— Ac[log e|O¢ (e RN (N:[log e))V/? + rN.) — |log £|O(eY2 N, |log g]) = 0¢(A-N|logel),

and the result follows from the choice R < ¢~!(N.[loge|)~1/2.
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Step 3. Estimate on the total vorticity.
In this step, we show for all ¢t < T,

[ axitut - 2
RQ

We first prove (a weaker version of) the result with the weight a replaced by 1. Using
identity (4.8), we may decompose

/ Xk — ) / / X570t = / /R QXRcuert / VLX%'V;

:—2/ VLXR (Vue — iusNove, i0pue) +N/ v+t R-V‘;@t(l—\ua\2).
0 JR2

<<t >\€N€-

Applying Lemma 5.4 as in Step 1, with |Vxgr| < R~ IX;/ , we deduce for all ¢ < T and
loge| 2 <K < llogE\Q

‘/ X&(p
72 2 2

o K2R N )

el / fooactsiw [1 [ 190 - incio

ror(logel ™)+ N [ (1= P+ 1~ 1)V

<

~t

t
Toge] /0 /R2 X§|8tu€|2 + K?R2N. + eNc|log | 4 o(|log e|71).

Using (9.11) to estimate the first right-hand side term, and choosing A-! < K? < A\ R?,
we obtain
" Alloge|

‘ / Xr(p
<t o(|loge|™ 1)(5:7;% - é:;)_l’_ + o(Ae V). (9.13)

It remains to smuggle the weight a into the left-hand side. For all ¢ < T, applying
Lemma 5.1(iii) in the form (5.7) with v = 1, as well as (5.24), and using the choice of
R < e YN, |logs|)_1/2 we find for e1/? < r <« 1,

-2
(EX5 — EXR)+ + o(K2N.) + K*R™>N. + o([loge| ")

&,

(/ (1—a)vi(u )( <, ArN. + eY2N,|log | + Mee RN.(N:|log £]) /2 < AN,
R2

and hence, by Lemma 5.1(ii) with |1 — aljp> < Aene < A,

JICEN Y

Combining this with (9.13) and with the result of Step 2, we deduce

(/ axr(pe — pg)
R2

and the result follows.

St = alus [ 5]+ 00N < AN
R

St o(llog el (€2 — EXp)+ + 0(ANe)

Seo)] || axilut = )] + o),
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Step 4. Conclusion.
Combining the results of Steps 1-3, we find

T
/ / aXzR\BtWF <7 Nc|logel.
o Jr2

Applying Lemma 5.4 (see also [95, Proposition 4.8]) then yields for X € W1°([0, T] x R?)?
and [loge| ™! < K < [loge,

T
‘/ / XX - Ve
0 R2

1 1 [T . T
_ 8 2 K z X . V o N ° 2)
Hog{;’ <K/0 /]12{2 XR| hue|” + /0 /R2 XR| (Vue — due €V5)|

+o(1)(1+ HXH?/VLOO([O,T]XRQ))
St (o(KTING) + KN: 4 0o(1)) (14 | X [[fy1.00 (0,77 x2) )

hence, for a suitable choice of K,

T
ol [ [ i
z 0 R2

This implies NLEV€ 20 in (CH[0,T] x R%))*, so that identity (4.8) yields at(NLE,uE) =
NLgcurl V. = 0in (C'([0,T); C2(R?)))*. Arguing as in Step 4 of the proof of Proposition 6.1,

the well-preparedness assumption on the initial data implies NLE je —v°in Lllﬂoc (R%)2, hence

N%u‘; X curlve in (CH(R?))*. We easily deduce N%,ue X curlv® in (C(]0, T); C2(R?)))*.
Noting that Lemma 5.1(iii) together with (5.12) ensures that the sequence (Nis,ue)e is
bounded in L*([0, T]; (CZ (R?))*) for all v > 0, the conclusion follows. O

<p N-(1+ HXH?/VLOO([O,T]XRQ))‘

APPENDIX A. WELL-POSEDNESS OF THE MESOSCOPIC MODEL

In this appendix, we address the global well-posedness of the mesoscopic model (1.7),
establishing Proposition 2.2 as well as additional regularity. We start with the decaying
setting, that is, when Vh, F, f decay at infinity. Note that in this setting no advection is
expected to occur at infinity. As is classical since the work of Bethuel and Smets [11] (see
also [75]), we consider solutions u. in the affine space LS. (R*; U, + H'(R?;C)) for some
“reference map” U,, which is typically chosen smooth and equal (in polar coordinates) to
e'V<? outside a ball at the origin, for some given N, € Z, thus imposing for u. a fixed
total degree N, at infinity. More generally, we consider the following spaces of “admissible”
reference maps, for k > 0,

E,(R?) == {U € L®(R*C) : VU € H*(R?*C), V|U| € L*(R?), 1 — |U|* € L*(R?),
VU € LP(R?*C) Vp > 2}.
(Note that this definition slightly differs from the usual one in [11], but this form is more
adapted in the presence of pinning and applied current.) The map Uy, := U, above clearly
belongs to the space E(R?). Global well-posedness and regularity in this framework are

provided by the following proposition. Note that the proof requires a stronger decay of
Vh, F, f in the conservative case, but we do not know whether this is necessary.
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Proposition A.1 (Well-posedness of (1.7), decaying setting). Set a := e with h : R? — R.

(i) Dissipative case (a > 0, 5 € R):
Given h € WHe(R2?), F € L®(R?)?, f € L2NL®(R?), with Vh, F € LP(R?)?
for some p < oo, and ul € U + H'(R% C) for some U € Ey(R?), there exists a
unique global solution u. € L2 (RT; U + HY(R?;C)) of (1.7) in RT x R? with initial
data uS. Moreover, if for some k > 0 we have h € WFL®(R2) F € Wk (R?)2,
f € HenWk(R?), with Vh, F € WFEP(R?)? for some p < 0o, and U € Ej(R?), then
us € L2 ([8,00); U+ H¥H(R2; C)) for all§ > 0. If in addition v € U+ H*1(R%;C),
then u. € L2 (RT; U + HML(R2;C)).

(7i) Conservative case (o =0, 5 = 1):
Given h € W>>®(R?), Vh € HY(R?)?, F € H> nW>®(R?)?, f € L2NL>(R?),
with div F = 0, and u¢ € U + HY(R?,C) for some U € Ey(R?), there exists a
unique global solution u. € L2 (RY; U + HY(R?,C)) of (1.7) in RY x R? with initial
data u2. Moreover, if for some k > 0 we have h € Wkt2°(R2), Vh € HF1(R?)?,
F € H?2 A Wk2oR2)?2) f ¢ B 0 WhHLX(R2), with div F = 0, and u €
U+ H*Y(R2;C) with U € Ej.1(R?), then u. € LS (RY; U + HFY(R2; C)). O

The proof below is based on arguments by [11, 75|, which need to be adapted in the
present setting with both pinning and applied current. The conservative case is however
more delicate, and we then use the structure of the equation to make a crucial change of
variables that transforms the first-order terms into zeroth-order ones. As shown in the
proof, in the dissipative case, the decay assumption Vh, F € LP(R?)? (for some p < co)
can be replaced by (|Vh| + |F|)VU € L?(R%,C)2.

Proof of Proposition A.1. We split the proof into seven steps. We start with the (easiest)
case o > 0, and then turn to the conservative case v = 0 in Steps 4-7.

Step 1. Local existence in U + H*T1(R?;C) for a > 0.

In this step, given k > 0, we assume h € WFtLX(R2) F ¢ Wh>e(R?)? f ¢ Hn
Whko(R2), Vh,F € WFP(R?) for some p < oo, and u? € U + HFFL(R2,C) for some
U € Ei(R?), and we prove that there exists some T > 0 and a unique solution u. €
Lo°([0,T); U + HFTL(R2;C)) of (1.7) in [0,T) x R2. To simplify notation, we replace
equation (1.7) by its rescaled version

(a4 iB)0u = Au+ au(l — |u?) + Vh - Vu +iF+ - Vu + fu, ulgmp = u°. (A1)
We start with the case k = 0, and briefly comment afterwards on the adaptations needed for
k > 1. We argue by a fixed-point argument in the set Eyue(Co, T) := {u : [|lu—Ul|pee g1 <

Co, ul=o = u°}, for some Cy, T > 0 to be suitably chosen. We denote by C' > 1 any
constant that only depends on an upper bound on o, a~ !, |8|, |hllwiee, ||(F, f,U)|lLe,
11=1U 22, AUz, | fll2, and ||(|F| + |Vh|)VU||;2, and we add a subscript to indicate
dependence on further parameters.

For o > 0, the kernel of the semigroup operator elatiB) 1A g given explicitly by

St(x) = (a+ iﬁ)(47Tt)_1e—(of-H'B)\ﬂCF/(‘ht)7
which decays just like the standard heat kernel,
|8t (x)| < Cttemalel?/0), (A.2)
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and we have the following obvious estimates, for all 1 <r < oo, k > 1,
IS < Ot VRS e < Gt (A.3)
Setting @ := u — U, we may rewrite equation (A.1) as follows,
(a4 iB)0ts = AN+ AU + a(a+ U)(1 — |U*) — 2a(a + U)(U,4) — a(t + U)|a)?
+Vh-Vi+Vh-VU +iF*t - Vi+iFt - VU + fa+ fU, (A.4)
with initial data @|;—g = @° := u® — U. Any solution @ € L>([0,T); H!(R?;C)) satisfies
the Duhamel formula % = Zg 40 (%), where we have set
Epac (@) = St % 0° + (a+iB) 7! /t ST5 % Zyy g0 (0°)ds,
Zu.ae(0°) == AU + a(a® + U)(1 — |0U|2) —2a(4® + UNU,4°) — a(0® + U)|a*]?
+Vh-Vi' +Vh-VU +iF*+ - Va* +iF+ - VU + fo* + fU.

Let us examine the map Zp g0 more closely. Using (A.3) in the forms ||S*||;1 < C and
VSt : < Ct1/2 we obtain by the triangle inequality

IE0,a0(@)° |z < (1S I [12°)
#0 [ = (1 1+ 18+ I s,
hence, by Sobolev embedding in the form [|@®||;s < C||@°| g1, for all & € —U+Ey 40 (Co, T'),
120,30 (@)|lge g1 < Clla| g + C(T + TV2)(1 + CF).
Similarly, again using the Sobolev embedding, we easily find for all @, 0 € —U+Ey 0 (Co, T),

1Zv,a0(4) — Ev,a0 () ||Le 1

t
< c /O (14 (t = 8)"Y2) (L + [0 + [0°120) 1% — 0° [ gnds

N

< CT+TY) A+ CH)lli = 0lige -

Choosing Cpy := 1 4 C||@°||zn and T := 1 A (4C(1 + C3)) 72, we deduce that Zp 40 maps
the set —U + Epy40(Co, T') into itself and is contracting on that set. The conclusion follows
from a fixed-point argument.

We now briefly comment on the case £ > 1 and explain how to adapt the above argu-
ment. We again proceed by a fixed point argument, but this time we estimate =/ 40 (w) in
HF1(R2; C) as follows,

t
I1Z a0 (@) | esn < IS Mg 16°]] e +C/O (1S ller + IVS™* L)l Zu.ae (@) e

where we easily check with the Sobolev embedding that
1Zua0 (@) | v < O+ 1187 77041), (A.5)

for some constant Cj, > 1 that only depends on an upper bound on o, o', |3|, k,

Allywrrroes [1Ellwroes (1l mmwreee, 1T, IVIUlILe, VAU lge, 1= U2, and on
> i<k IV F| + [VIVA[)VU|| 2. Similarly estimating the H*+1.norm of the difference
Eva0 (1) — Ep g0 (0), the result follows.
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Step 2. Regularizing effect for o > 0.

In this step, given k > 0, we assume h € WFtLX(R2) F ¢ Wh>e(R?)? f ¢ H N
WH(R?), Vh, F € WkEP(R?)? for some p < 0o, and U € E;(R?), and we prove that any
solution u € L*®([0,T); U + H'(R?;C)) of (A.1) satisfies u € L°°([5, T); U + H*1(R?;C))
for all § > 0. We denote by C, > 1 any constant that only depends on an upper bound
on a, ot B,k [hllwrrree, IFllweoe, |fllasaweee, 1UlLe, 11— (U2, [VIU]ll2,
IV2U|| gx, > i<k VI F| + [VIVA|) VU2, and [[u® — Ullgr. We write C for such a
constant in the case k = 1. We denote by Cit > 1 any such constant that additionally
depends on an upper bound on #, t~! and |Ju — Ullpse grr- We add a subscript to indicate
dependence on further parameters.

Let u € L([0,T); U + H'(R?;C)) be a solution of (A.1), and let @ := u — U. We prove
by induction that [|a!|| e < Cyy for all ¢ € (0,7) and k > 0. As it is obvious for k = 0,
we assume that it holds for some k£ > 0 and we then deduce that it also holds for k replaced
by k + 1. Using the Duhamel formula @ = Zp 40 (%) as in Step 1, we find

IV a2 < (VRS0 | Va°]lp2
t t/2
+C | ||VST % V¥ Zy o (0°) || 2ds + C / VLS~ & Zp 40 (%) || 2ds.  (A.6)
t/2 0

A finer estimate than (A.5) is now needed. Arguing as in [11, Lemma 2| by means of
various Sobolev embeddings, we find for all 1 < r < 2,

IV Zuao (@)llp2 4 < Cr(L 4 (1@ 130 + (1| 2)- (A7)

(Note that we cannot choose r = 2 here due to terms of the form |||4*|>Va*||r, and the
term ||t || g2 in the right-hand side comes from the forcing terms (Vh+iF+)-Va! appearing
in the expression for Zy g (4').) By a similar argument (cf. e.g. |75, Step 1 of the proof of
Proposition A.8|), we find for all k > 0 and 1 <7 < 2,

IV* Zu e ()2 1 < O (14 (18 G + (18 s, (A.8)

We may then deduce from (A.6), together with Young’s convolution inequality and (A.3),
forall 1 <r <2,

\wﬂwmﬂgw%%wvwm+0/HV?w 2, IV Zuga (@)l 41

LiNL3"

,_.

+C/2 IVEFLS2 1| Zuae (%)l 2ds

<mWMCm/W—)W 6= )Y 8 1 ) ds

l\)\»—l

# 0 [T R s

¢ 1/3
< ot Cua swp [0+ Cus [ ITH100as)
0

Li<s<t

By induction hypothesis, this yields |[V¥1a!|?, < Cy, + thfo V1452, ds, and the
result follows from the Gronwall inequality.
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Step 3. Global existence for o > 0.

In this step, we assume h € L®(R?), f € L2NL®(R?), VA, F € LPNL>(R?) for some
p < oo, u® € U+ HY(R?C), and U € Ey(R?), and we prove that (A.1) admits a unique
global solution u € L (RT; U + H!(R?;C)). We denote by C' > 0 any constant that only

loc

depends on an upper bound on a, a!, |, [Afwre, [(F,U)llee, 1= [UP[| 2, AUz,
1112 e and [[(F] + [VA)VU .

Given T > 0 and a solution u € L°([0,T); U + H'(R?;C)) of (A.1), we claim that the
following a priori estimate holds for all ¢ € [0,T),

a [! 2, 1 t 2, @
_ - _ 2(1 — t12\2 t 2
5| [k« [ (V6 =0+ G0 = R - )
< O+~ Ul). (A9)

Combining this with the local existence result of Step 1 in the space U + H'(R?;C), we
deduce that local solutions can be extended globally in that space, and the result follows.
It remains to prove the claim (A.9). For simplicity, we assume in the computations below
that u € L>([0,T); U+ H?(R?; C)), which in particular implies dyu € L°°(]0, T); L?(R?; C))
by (A.1). The general result then follows from an approximation argument based on the
local existence result of Step 1 in the space U + H?(R?;C).

We set for simplicity (o +i3)~! = o’ +i8’, o/ > 0. Using equation (A.1), we compute
the following time derivative, suitably organizing the terms and integrating by parts,

1
50,5/ lu—U* = / (u—"U, (o +if)(Au+ au(l — |uf*) + Vh - Vu+iFt - Vu+ fu))
R2 R2
= —o// V(u—U)|? + o// alu —U2(1 = |u?)
R2 R2
+/ (u—U, (& +iB)(Vh-V(u—U)+iF - V(u—U)+ flu—U))
]RQ
+/ (u—U, (o +if) AU 4 aU(1 = |u|?) + Vh - VU +iF+ - VU + fU)),
]RQ
which is estimated as follows,
1
—at/ u— U2 < —o// |V(u—U)|2+C/ |u—U|2+C’/ = U||V(u—U)|
2 ]RQ ]RQ ]RQ RQ
+ /R? ju = UI(|AU] + 1 = [u*[ + (VA + [F)|VU] + | f])

/
g—%/ Iv(u_U)|2+c+c/ Iu—Ul2+0/ (1= Jul*)?.
R2 R2 R?2

On the other hand, again using the equation and integrating by parts, we compute

S V-0 :/RQW(U—U),WM :—/ (A= U, Oyu)

R2

= —/ ((a+iB)0u — AU — au(l — |[u|?) — Vh - Vu — iF* - Vu — fu, du)
R2

_ —a/ |8tu|2—18t/ a(l — [uf2)?
RQ 4 RQ
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+/ (Vh-V(u—U)+iFt -V(u—-U)+ flu—"U),du)
RQ
+/ (AU 4+ Vh-VU +iF+ VU + fU, dyu),
RQ
and hence
1 1
—(915/ |V(u—U)|2+—(9t/ a(l — |u*)?
2 RQ 4 RQ
< —a/ yatu\2+c/ |Osu|(jlu = U| + |V (u—U)|)
R2 R2

ﬂLC/R2 Ocul(|AU] + (IVA] + [F)IVU] + [ f])

g—3/N@W+c+c/|w4m+c/ﬁvm—mﬁ
2 RQ ]RQ RQ

Combining the above yields
1 1
ﬁ/\ww+@/’QWW—UW+EQ_M¥+—W—WQ
2 Jro R2 \2 4 2

1 2, @ 2v2 1 2
< z _ 21— Ty —
<c+C [ (3I90=-0)F + G0~ 1P + 3l UP).

and the claim (A.9) follows from the Gronwall inequality.

Step 4. A useful change of variables.

We turn to the conservative case o = 0. The first-order forcing terms in the right-hand
side of equation (1.7) can no longer be treated as errors since the lost derivative is not
retrieved by the Schrodinger operator, and the proof of local existence in Step 1 can thus
not be adapted to this case. The global estimates in Step 3 similarly fail, as no dissipation
is available to absorb the first-order terms. To remedy this, we start by performing a useful
change of variables transforming first-order terms into zeroth-order ones, which are much
easier to deal with. Since by assumption div F' = 0 with F € L>°(R?)2, we deduce from
a Hodge decomposition that there exists i € Hlloc(RQ) such that F = —2V14. Using the
relation a = €”, and setting w, := \/Eueei‘loge‘w, a straightforward computation shows that
equation (1.7) for u. is equivalent to

{)\s(a + illog £|3)dywe = Awe + %(a - |w€|2) + (fo +1igo)we, in R* x R?, (A.10)

— 2 — illogel, 0
We|i—o = w2 1= a8V,

where we have set

Ava 1

1 _
fo:=1- Va + Z|10g6|2|F|2, go = 5|log ela"teurl (aF).

We look for solutions w, in the class W + H'(R?;C) for some “weighted reference map”
W, that is, an element of

E{(R?) := {W € L®(R?%,C) : VW € H*(R?,C), V|W| € L*(R?),
a—|W|? e L2(R?),VW € LP(R?%,C) Vp > 2}.
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For k > 0, and Vh, Vi) € H*1(R?)2, we indeed observe that w. is a solution of (A.10) in
L>([0,T); W + HF1L(R?; C)) for some W € E{ if and only if u. is a solution of (1.7) in
L°°([0,T); U + H*1(R?;C)) for some U € Ey.

Step 5. Local existence for o« = 0.

In this step, given k > 0, we assume h € WFTLo(R?) Vh ¢ H¥(R?)2, fo,90 € H**1 N
WHhHL2o(R2) and w® € W+ H*(R?; C) for some W € Ef_,(R?), and we prove that there
exists some 7' > 0 and a unique solution w. € L>([0,T); W + H*(R%,C)) of (A.10) in
[0,T) x R2. To simplify notation, we replace equation (A.10) (with oo = 0) by its rescaled
version

i0pw = Aw + w(a — |w|*) + (fo + igo)w, Wli=g = w°. (A.11)

We start with the case k£ = 0, and comment afterwards on the adaptations needed for
k > 1. We argue by a fixed-point argument in the set Ey0(Co,T) = {w : [Jw —
WlLee g < Co, wli=0 = w°}, for some Cp, T > 0 to be suitably chosen. We denote by C' >
1 any constant that only depends on an upper bound on ||Vh|;2 A1, [[(fo, 90) || miawtco,
[|(hy W)||Loe, lla — W 2|12, IVIW]|ly2, and [[AW | 51, and we add a subscript to indicate
dependence on further parameters.

Let S? denote the kernel of the semigroup operator e #%. Setting w := w — W, we may
rewrite equation (A.11) as follows,

100 = A+ AW 4 (0 + W) (a — |W|?) = 2(w + W) (W, 0) — (b + W)|w|?
+ (fo +igo)w + (fo + igo) W,

with initial data w|—g = @° := w°® — W. Any solution @ € L>°([0,T); H'(R?;C)) satisfies
the Duhamel formula w = Sy 40 (), where we have set

t
EWﬂI)o(’UA})t = St *W° — Z/ St_s * ZW,QDO (ws)ds,
0
Zwie (0°) i= AW + (0° + W)(a — [W|?) — 2(0° + W)W, 0%) — (@ + W)|®|?
+ (fo +igo)w” + (fo +igo)W.

Similarly as in Step 1, we find || Zw,ge (@0%)[l2 < C(1 + ||&¥]|3,1). On the other hand,
arguing as in [11, Lemma 2| by means of various Sobolev embeddings, we obtain the
following version of (A.7): we may decompose VZy, g0 (0%) = Zi 0(W0®) + Z&, 10 (w®),
such that for all 1 < r < 2, 7 7

IV Zwae (62 4 1 < 1200 (%)l + 12000 () 1
< Co(1+ [l@° [)- (A.12)

(Recall that we cannot choose 7 = 2 here due to terms of the form |||w*|?V*||r.) Let us
now examine the map Zyy 40 more closely. We have

IEw,ae (@) [l < (|87 (@°, Vib®)| 2

t
* H / e_i(t_S)A(ZW,wO (%), ZI}V,ZIJO (0°), ZI%V,wO (w®))ds
0

)

L2
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and hence by the Strichartz estimates for the Schrodinger operator [63], for all 1 < r < 2,

[Ew,ae (@) llnge i < Cll0° ||
+ Cll(Zwie (@), Ziye (0)) 1L, 12 + Crl| 2y 0 ()

2r .
3r—2 L

T

I
Injecting (A.12) then yields for all 1 <r < 2,
|Ewae (@) g i1 < Clo® g1 + (CT + CTE7) (1 + [ 0)-
Choosing r = %, this yields in particular, for all w € —W + Eyy 40 (Co, T),
IE w0 (@)|lLge 1 < Clld° | gn + C(T +TM)(1 + CF).

Similarly, again using Sobolev embeddings and Strichartz estimates, we easily for all 9, w €
-W + EW,QDO (007 T)7

1Ewae (8) = Ewae (0)ll1ge g < C(T + T*)(1 + C3)[|6 — tblp.e 1.

Choosing Cy := 1+ C|[@°|| g and T := 1 A (4C(1 + C3))~*/3, we deduce that Sy, ge
maps the set —W + Eyy 50 (Co, T') into itself and is contracting on that set. The conclusion
follows from a fixed-point argument.

We now briefly comment on the case k > 1 and explain how to adapt the above argument.
We again proceed by a fixed point argument, estimating this time Zyy, 5o (0) and Zyy g0 ()
in H*+1(R2;C). Arguing similarly as in [75, Step 1 of the proof of Proposition A.8] by
means of various Sobolev embeddings, we obtain the following version of (A.8), for all
k>land 1 <7 <2,

VA Zw o (0) Lo (12 4 1) < Cror(1+ 10170 gras), (A.13)

for some constant Cj, > 1 that only depends on an upper bound on k, ||VA| grqpr.o,
(R, W)L, [(fo, go)llemernwnsroes lla =W Iz, (IVIW Iz, [V2W ]| gasr, (r—1)7", and

(2 —r)~1. The result then easily follows as above.

Step 6. Global existence for oo = 0.

In this step, we assume h € L®(R2), fo € L2NL®(R?), go € H' N WH>(R?), and
w® € W + HY(R?;C) for some W € E$(R?), and we prove that (A.11) admits a unique
global solution w € L2 (R*; W + HY(R?; C)). We denote by C > 0 any constant that only
depends on an upper bound on [|Afl, [|follg2 e, g0, [Wle=, 11— W22,
and ||AW]||;2.

Given a solution w € L>°([0,T); W + H*(R?;C)) of (A.11), we claim that the following

a priori estimate holds for all ¢ € [0,T),
1
L (19! = WP+ 50 = [0 P+ fut = W) < Ce®(1+ flur = W), (A14)
R2

Combining this with the local existence result of Step 5 in the space W + H!(R?;C),
we deduce that local solutions can be extended globally in that space, and the result
follows. It remains to prove the claim (A.14). For simplicity, we assume in the compu-
tations below that w € L*([0,7); W + H?(R? C)), which in particular implies dw €
L°°([0,T); L2(R?;C)) by (A.11). The general result then follows from a simple approxima-
tion argument based on the local existence result of Step 5 in the space W + H?(R?;C).
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Using equation (A.11), we compute the following time derivative, suitably organizing
the terms and integrating by parts,

1
30 [ o= WP = [ (itw- W), 00+ wa— ) + fou+ igow)
R2 R2

= [ G0 = W) AW £ Wla = )+ foW +igoW) + [ ool — WP
R R

IN

c+c/ \w—W\2+C/ (a —|w]?)2. (A.15)
R2 R2

Likewise, we compute
at/ V(w— W) = 2/ (Y (w — W), Vo)
R2 R2

= -2 [ (A=), - )
]RQ
+2/ (V(w—=W),g0V(w—W)+ gVW + (w — W)Vgy + WV gp)

R2

< —2/ (A(w — W), 0pw — gow)

R2

+c+c/ |V(w—W)|2+C/ o — WP, (A.16)
R2 R2
where we have

—2/ (AN(w — W), dw — gow)
R2
= —Q/RQ (i(Opw — gow) — w(a — |w|*) — fow — AW, dyw — gow)
— 2 (wla—[uP) + fow+ AW, 00— go)
R2
1
= <o [ (5la= o = foluf AW w))
+2 /}R2 go(a — |w|*)? — 2/]R2 ago(a — |w|?) — 2/]R2 fogolw|? — Q/RQ go( AW, w)

5, /R <%(a [  folw — W~ 2w, AW + o))

IN

+C+C/ (a — |w|2)2+0/ lw — W2

R2 R2

Combining this with (A.15) and (A.16), we obtain

1
o [ (1= ol = WP+ 9w - W) + (0 [wl)? — 20w, AW + foW))
]R2
<ChC [ (w-WP+[Tw= WP+ (- [uf?)
]R2

and the result easily follows from the Grénwall inequality, choosing a large enough constant
C in the left-hand side.
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Step 7. Propagation of regularity for oo = 0.

In this step, given k > 0, we assume h € WFTLo(R?) Vh ¢ H¥(R?)2, fo,90 € H**1
WHHLo(R?), and w® € W + H¥1(R?; C) for some W € E{, | (R?), and we prove that the
global solution w of Step 6 belongs to LS (R*; W+ HET1(R2; C)). We denote by Cy, > 1 any
constant that only depends on an upper bound on k, ||V || gk qps.ces || (fo, 90) || grestapsstioe,
(h W) lLee, lla — (W2, IVIW] |12, and [[V2W | grr1. We add a subscript to indicate
dependence on further parameters.

Let w € L>([0,T); W + H'(R?;C)) be a solution of (A.1) and let @ := w — W. We
argue by induction: as the result is obvious for k = 0, we assume that it holds for some
k > 0 and we deduce that it then also holds for k replaced by k4 1. By a similar argument
as e.g. in [11, Lemma 4] or in 75, Step 1 of the proof of Proposition A.8], we obtain the
following version of (A.8) (which generalizes (A.12) to higher derivatives): for all &k > 0 we
may decompose V¥ 7y, 0 (0f) = VkZI}VﬂDO (uA)t)—i—VkZ‘%V@O (w') such that forall 1 < r < 2,

k - k 5 k 0
IV e ()12 1 1 < 9 20 (0% 12 + 9 210 () 1
< Cr(1 4 [0 3051),
or more precisely,
V¥ Ziwgo (") 2 4 1 < Croa (U (1071370 ) (L + ([0 ) (A.17)

Using Duhamel’s formula @ = Zy 40 (w) and applying the Strichartz estimates for the
Schrodinger operator [63] as in Step 5, we find for all k > 0 and 1 <r <2,

t
[VEFL! |2 < [[S* % V00| 2 + / S'7 s VR Zyy o (%) ds
0

L2
< CIVE® 2 + CIVE Ziy o ()l 12 + Coll V! Zy o ()| 2rs0r-2 -

and hence, by (A.17), for all k£ > 0,
1 s < Cill®l[gres + Crr (1 )1+ 010 ) (14 [0l 2rs3r-2) ppica)-
The result then follows from the induction hypothesis and the Gronwall inequality. U

In the dissipative case, we now prove a well-posedness result for equation (1.7) in the
general non-decaying setting, that is, without decay assumption on the data Vh, F, f. In
this case, subtle advection forces may occur at infinity, preventing the solution u. from
staying in the same affine space L2 (RT;U + H'(R?;C)) for any reference map U. The
well-posedness result below is rather obtained in the space L°(R*; HL (R? C)), which
yields no information at all on the behavior of the constructed solution at infinity. It is in
particular completely unclear whether the total degree of the solution remains well-defined
for positive times. In the proof, the key observation is that the Grénwall argument in
Step 3 of the proof of Proposition A.1 can be localized by means of an exponential cut-off.

Note that the same argument does not seem adaptable to the conservative case.

Proposition A.2 (Well-posedness of (1.7), non-decaying setting). Set a := e" with
h : R? — R. In the dissipative case (o > 0, B € R), given h € WL (R?), F €
L>®(R?)%, f € L®(R?), and u? € HY (R%C), there exists a unique global solution
u: € L2 (RT; HL (R%,C)) of (1.7) in RT x R? with initial data u2, and this solution sat-

isfies Oyue € LS (RT; L2 (R%;,C)). Moreover, if for some k > 0 we have h € WFT1(R2),

loc uloc
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F e Whe(R?)?, f € Whe(R?), and u® € HNTH(R? C), then u. € LS (RY; HE(R?; €))

uloc uloc

and Oy € LS (RT; HY  (R%C)). O

loc

Proof. We split the proof into four steps. We denote by £*(z) := e~ 1#=2 the exponential
cut-off centered at z € Z?, and &(z) := £%(z) = e~ I*l. To simplify notation, we replace
equation (1.7) by its rescaled version

(o +iB)du = Au + au(l — |u?) + Vh-Vu +iFt - Vu+ fu, ul—p = u°. (A.18)

Step 1. Global existence in HY, (R?;C).

In this step, we assume h € WH®(R2?), F € L®(R?)?2, f € L®(R?), and u°® €
HL (R%C), and we prove that there exists a global solutlon u € L (RT; HYL (R%C))
of (A.18) in Rt x R? with initial data u°. We denote by C' > 1 any constant that only
depends on an upper bound on a, a~1, |3|, |(h, VA, F, f)||Le, and Hu°||H11

We argue by approximation: for n > 1, we define x,, := x(:/n) for some cut-off function X
with x|, = 1 and X|R2\B2 = 0, and we set h, := xnh, ap, = €', F, := x,F, and
fn == xnf. Note that by construction ||(hyn, Vhn, Ey, fn)|lLe < C. We also need to
approximate the initial data u° € Hlloc(]RQ;(C): for n > 1, we define p, := n?p(n-) for
some p € C°(R?) with fRQ p =1, and we set u; := xn(u® * p,) + 1 — xp. By definition,
we have u,ol € Ey, the sequence (uS), is bounded in H}, (R%C), and as n 1 oo we
obtain u$, — u° in HL _(R%;C) and a, — a, Vh, — Vh, and F,, — F in L{® (R?)%. By
Proposition A.1, there exists a unique global solution u,, € L2 (RT;u, + H(R?; C)) of the
following truncated equation in RT x R?,

(a4 iB)0uy = Auy + apun (1 — |un|2) + Vhy, - Vu, + anl - Vg, + fotin, (A.19)

with initial data wy|;—¢9 = u;,. In order to pass to the limit n 1 co in (the weak formulation

of) this equation, we prove the boundedness of the sequence (uy,), in L2, (RT; HL (R?;C)),
that is, we claim that the following a priori estimate holds for all ¢ > 0,
lun s, < sup [lug |l g s + a'/? sup 10stin 2125z < Ce (A.20)
z z

Before proving this estimate, we show how to conclude. Up to a subsequence, u,, converges
weakly-* to some v in Lloc(R+ HYL (R?%C)). As dyuy, is bounded in L . (R*; L*(B(2); C)),
uniformly in z, and as H'(B(z);C) is compactly embedded into L3(B(z);C), we deduce
from the Aubin-Simon lemma that u, — u strongly in L{° (R*; L3, (R%; C)). This allows
to pass to the limit in the weak formulation of equation (A.19), and deduce that the limit
u is a global solution of (A.18) in RT x R? with initial data u°.

It remains to prove (A.20). We set for simplicity (o + i)~ = o’/ + i, o/ > 0. Using
equation (A.19), integrating by parts, and using |VE&?| < &%, we compute the following
time derivative, for all z € RZ?,

o / & lun?

= / E Uy, (o +iB) (Aup + anun(l — ]un\ )+ Vh, Vun—l—zF - Vuy + fnun))
< / E (up, (! +i8)Auy,) +o// an£Z|un|2(1— |un|2)
R2 R2
+C [ €l Vual + € [ €l
R2 R2
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< —o// 52|Vun|2+0/ £z|un||Vun|+C/ & |un|?,
R2 R2 R2
and hence
1 /
—(925/ E|un|? < _ﬁ/ £Z|Vun|2+0/ £ lun |2
2 R2 2 R2 R2
On the other hand, integration by parts yields
1
30 [ €1Vl = [ €(Tun Vo) = | &bt} - [ VE (Vun, ),
2 R2 R2 R2

]RQ

hence, inserting equation (A.19) in the first right-hand side term,

1
5@/ £ |Vuy, |2
RQ
= - §z<(a + Zﬂ)atun - anun(l - ’un’2) — Vhy, - Vu, — ZF:_ -Vu, — fnun7atun>
RQ
—/ VE* - (Vuy, Opun)
]R2
1
< caf @030 [ @l PP [ ]+ Tu)om)
]R2 4 ]R2 R2
and thus
l z 2 l zZ(1 _ 2\2
2825 5 |Vun| + 4825 an£ (1 |un| )
R2 R2
<=5 [ EouP+C [ uP+ [T
2 RQ RQ
We may then conclude
1 z 2 2y, 1 z1 _ 272 | & z 2
50 [ E(unl” +[Vunl®) + 70 | an€(1 = |unl")" + 5 | €¥|0un]
R2 R2 R2
<C [ €(ul +[vup)
RQ

By the Gronwall inequality, this yields for all ¢ > 0 and z € RZ?,

1 t
LLe@tP w19y 45 [ e pibtea [ [ ¢omp
R2 R2 0 JR2
e] (¢} 1 z e]
< [ P v+ g [ e ).
R2 R2

and hence, using the Sobolev embedding for HY _(R?) into L, .(R?) (cf. (A.23) below),

uloc

1 t
/szuuzmwwzwzwif an§Z<1—rum?>2+a// & |Opun|?
R2 R2 0 JR2

2
<ce(i+ [ P+ 19uP)



MEAN-FIELD DYNAMICS FOR GINZBURG-LANDAU VORTICES 135

The claim (A.20) then follows from the boundedness of u$ in H}

uloc

(R%; C), noting that

<12, ﬁsup/ 1. (A.21)
uloe zeR? JR2

Step 2. Global existence in Hfgi(R% C).
In this step, given k > 0, we assume h € WF+1L°(R2), F € Wh(R2)?) f € Wk (R?),
and u® € H k+1(IR{2; C), and we prove that the global solution u constructed in Step 1 then

uloc

belongs to L (RT; H*+1(R2; C)). We denote by C} > 1 any constant that only depends

loc uloc
on an upper bound on &, . a1, [8], [[(h, Vh, F. f) [y~ and [, and we write
uloc

C, if it additionally depends on an upper bound on ¢.

We argue again by approximation. We consider the truncations hy, a,, F,, fn, u, defined
in Step 1, as well as the solution w,, to the corresponding equation (A.19). We claim that
forall k> 0and t > 0,

ot g+ NObaanllz s < Ol (A.22)
The conclusion then follows by passing to the limit n 1 oo. This result is proved by

induction on k. As for k = 0 the result already follows from Step 1, we assume that
HuleHkl < Cpy holds for some k& > 1, and we deduce that (A.22) also holds for this k.

Integrating by parts, we find

1
_at/ £z|vk+1un|2 _ / £z<vk+1un’ vk+latun>
2 RQ RQ
< 0/ & |V, |V, | — / (VP Auy, VEOu,),
R2 R2
hence, inserting equation (A.19) in the first right-hand side term and developing the terms,
1 z|yk+1 2
_at 5 ‘V un’
2 " Jr2
< —a/ | V*Oun)? + C/ XV L, ||V Oy |
R2 R?2

+/ E(VF (anun(l = [un|?) + Vhy - Vg +iF - Vg, + fan), VFouy,)
R2

< —a/ £Z|Vk8tun|2+C/ €2 1y |2V F 1 ||+ Byt
R2 R2
k+1 ' k—1 ‘
+ck2/ £Z|V]un||Vk8tun|+CkZ/ &V Y| VF |
j=07/R? j=0/R?
<

2 [ e+ C [ €l (TR
2 JRre R2

k+1

k—1
+C /Zvjun2+c /zvjunﬁ.
k; RQ&\ ! k; RQ&\ !
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Note that the Sobolev embedding in the balls Ba(x) yields

gz vjunG S 5 / vjun6
/RQ| S5 Y Tl

T€Z?
z j 2 +1 2 3
S Y e@( ] (VI + [V )
xEZ2 BQ(Z')
S (Tew [ (9l e v )
r€Z2
< /szuvjun\mvj*lunr%), (A23)
RQ

and similarly,

/RQ |4 VFu|? < </R2 £Z|u”|8)1/2(/RQ §Z|Vkun|4> /
([ ervnl) ([ €9 ub +195u?).

Inserting these estimates in the above, and using (A.21), we obtain

8t/2§zlvk+lun\2+a/ £*|V*o,u, |2
R
< ck 1+/ £Z|V7u|> +ck 1+/ £ |Vuy |2 /gzv’f+1 nl?

< s el )+ O+ ually ) [ €19
By the induction hypothesis, we deduce for all ¢ > 0,
8'5/]1%25/2 vty t‘2+a/ [V ot |2 <th+th/ EIVELL 2,
and the result (A.22) follows from the Gronwall inequality.

Step 3. Uniqueness.

In this step, we assume h € WH°(R?), F € L*(R?)?, and f € L°(R?), and we prove
that there exists at most one global solution u € L2, (RT; HL  (R% C)) of (A.18) in RT xR?
with given initial data u°. We denote by C' > 1 any constant that only depends on an
upper bound on a, a~!, |3|, and ||(h, VA, F, f)||Le.

Let uy,us € Lloc(R+ H&IOC(RZ; C)) denote two solutions as above. We set for simplicity

(a+iB)~ ' =a +if, o/ > 0. Using equation (A.18) and integrating by parts, we find

1
5@/ & luy — up|?
R2

—a'/ sZ|v<u1—u2>|2+c/ sﬂul—uznwul—uz)uc/ lur — un?
R2 R2 R2

T / a€*(u1 — ua, (0 + i8) (un (1 — [ur|2) — ua(1 — [un[2)))
RQ
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/
=5 [N =P 0 [ €l - P + ) (a.24)
R2 R2

It remains to estimate the last integral. For that purpose, we decompose

/s\ul—wr (Jua| + [us])? S 3 €(a) /)rul—uzmuwm\)?

TEZ2

B 1/2 1/2
. 122;2 cle) ( /Bz(m) ’ul - u2’4) </Bz(m)(W1‘ i mQDLl) ’

hence, using the Sobolev embedding for H3/4(By(z)) (and H'(By(x))) into L*(Ba(z)),

/R2 & fur — uaf*(lur] + Jua)® < Mur,u2)lF > @)t = uall s s, )

$EZ2

Using interpolation and Young’s inequality then yields for all K > 1,
[ €l —uaP (| + us)?
RQ

S (ur,u2) HH1 Zﬁz Mur — “2HH1(32 pllua = quLzBQ(x))
$EZ2

§ KI/QSZ‘V(ul_u2)‘2+K3(1+H(u17u2)H§{11 )/2§z’u1_u2’2.
R uloc R

Inserting this into (A.24) with K ~ 1 large enough, we find

1
5(%/ fz\ul — ’LLQ’Q < C(l + H(ul,uQ)H%l ) / fz\ul — ’LLQ’Q,
R2 uloc R2

and the conclusion u; = ug follows from the Gronwall inequality. O
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