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Abstract

We investigate the dynamics of large-scale interacting neural populations, composed of conductance
based, spiking model neurons with modifiable synaptic connection strengths, which are possibly also sub-
jected to external noisy currents. The network dynamics is controlled by a set of neural population probabil-
ity distributions (PPD) which are constructed along the same lines as in the Klimontovich approach to the
kinetic theory of plasmas. An exact non-closed, nonlinear, system of integro-partial differential equations
is derived for the PPDs. As is customary, a closing procedure leads to a mean field limit. The equations
we have obtained are of the same type as those which have been recently derived using rigorous techniques
of probability theory. The numerical solutions of these so called McKean-Vlasov-Fokker-Planck equations,
which are only valid in the limit of infinite size networks, actually shows that the statistical measures as
obtained from PPDs are in good agreement with those obtained through direct integration of the stochas-
tic dynamical system for large but finite size networks. Although numerical solutions have been obtained
for networks of Fitzhugh-Nagumo model neurons, which are often used to approximate Hodgkin-Huxley
model neurons, the theory can be readily applied to networks of general conductance-based model neurons
of arbitrary dimension.

Classifications (2016).
Key words. Computational neuroscience. Conductance-based neural models. Fitzhugh-

Nagumo model. Stochastic differential equations. Klimontovich method. Mean-field limits.
Neural networks.

1 Introduction
A quantitative understanding of brain neuronal activity requires the construction of detailed models of neuronal
networks, the development and application of powerful numerical tools and mathematical techniques to analyze
them. The large number of cells and their complex anatomy and physiology present challenges which must
be met in order to achieve these goals. Thus even though there is much experimental detail available on the
electrophysiology and neurochemistry of individual cells, incorporating these data at the macroscopic level is
generally intractable. In order to make some progress in this endeavor, it is therefore useful to make several
simplifications at the single cell and population levels. We find it useful to employ mathematical methods from
the kinetic theory of plasmas [1–3], whose concepts will be developed here within the framework of brain nervous
activity. Such an approach was used recently for deterministic neural networks [20].

With large populations of neurons the goal is a probabilistic description which predicts, not the behavior of
any given neuron in a particular state, but is able to give sufficiently precise estimates of the probability that
any individual neuron is in a particular state, or equivalently, the proportion of neurons in a specified state. The
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probabilistic approach of the network dynamics has a long history in computational neuroscience. It has been
found to be essential in the analysis and description of many aspects of brain functioning [4–9], at the levels
of ion channel, single neuron and neuronal population. Probabilistic descriptions are also important in studies
of the mechanisms of synchronization appearing in many fields of physics as shown by Kuramoto [10–12].
Using this approach, neural populations, which can be viewed as weakly connected oscillators, have often
been analyzed [13, 16–18, 20]. Other neural systems including integrate and fire neuron models, and their
generalizations, have also been described within probabilistic frameworks [24–30].

One of the main features of our approach is to incorporate, at the level of the individual neurons, a
large degree of biological plausibility by describing them according to extended Hodgkin-Huxley (HH) frame-
works [31–33]. About connectivity between cells, our model incorporates neuroplasticity properties through the
introduction of connection variables that are potential dependent. A stochastic dynamical system is built for
such cells which are organized in different interacting populations. Then, the concept of set variables which is
adapted from Klimontovich’s approach [1–3] of the kinetic theory of plasmas is introduced. Neural population
probability distributions (PPD) are defined as expectations of these set variables with respect to the probability
distribution of the full interacting system which evolves through a Fokker Planck equation. A hierarchical set
of non closed exact coupled equations for the different moments of the set variables can be derived. However,
these Fokker-Planck type equations are rather difficult to analyze and numerically simulate. To overcome this
difficulty, our approach uses the rather traditional framework of mean field theory. If the number of cells in the
network is made arbitrarily large, these cells being distributed in different populations, a set of non local, non-
linear integro-partial differential equations (IPDE) can be derived for the PPDs. It is interesting to observe that
the resulting equations we obtain, are of the same type as the McKean-Vlasov-Fokker-Planck (MVFP) equations
which have been recently derived [34–37] using rigorous techniques of probability theory (see also [38]). In the
case of Fitzhugh-Nagumo (FN) neural systems, we have computed the solution of the PPDs in both cases of
globally coupled and time dependent inhomogeneously connected networks.

In section 2, we present the derivation of the IPDE suitable for the analysis of interacting populations
of conductance-based spiking model neurons of the (HH) type. In section 3, the special case of networks of
Fitzhugh-Nagumo model neurons is considered. Various statistical measures are defined which are suitable for
the analysis of the dynamical behavior of these neuronal populations from a direct integration of the stochastic
system and from the evaluation of solutions of IPDE. Excitatory and inhibitory uniformly connected networks
are analyzed as well as excitatory non uniformly time dependent connected networks. Moreover, the case of
two large-scale interacting Fitzhugh-Nagumo populations is considered. Section 4 describes the methods and
parameters used in the simulations presented in section 3. Conclusion follows in section 5.

2 Integro-partial differential equations for population dynamical sys-
tems of coupled large-scale conductance-based neural networks.

We consider networks of conductance-based model neurons with non-uniform synaptic connectivity. These
networks are organized into a set of populations with interactions both within and between them. Let us call
Pγ , γ = 1, 2, . . . , P a typical population, which is composed of Kγ cells.

2.1 The dynamical system for a given population Pγ

The state variables of each cell i = 1, 2, . . . ,Kγ in Pγ are its membrane potential V γi and R̂γi which is an
m-dimensional set of auxiliary variables. The dynamical laws for these auxiliary variables are of the Hodgkin
Huxley type

dR̂γi
dt

= Ψ̂γ(V γi , R̂
γ
i ). (1)

More precisely, the jth component of the m–dimensional vector R̂γi evolves according to laws of the form

d

dt
(R̂γi )j = Ψ̂γ(V γi , R̂

γ
i )j = A1

j (V
γ
i )(1− (R̂γi )j) +A2

j (V
γ
i )(R̂γi )j (2)

where A1
j , A

2
j : R→ R, j = 1, 2, . . . ,m are nonlinear functions of the membrane potential.

We call Iγ(V γi , R̂
γ
i ) the set of ionic, active channels and passive leak, currents across the membrane of the

ith cell. External currents Iγi,ext(t) may also be applied on all cells of the network. They are composed of a
deterministic part Iγi,ext(t) and a stochastic part ηγi,t,

Iγi,ext(t) = Iγi,ext(t) + ηγi,t (3)
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where ηγi,t is a white noise such that

〈ηγi,sη
γ
j,t〉 = δij δ(s− t)βγi,V , i, j = 1, 2, . . . ,Kγ , (4)

where δij is the Kronecker symbol, δ(·) is the delta distribution and βγi,V i = 1, 2, . . . ,Kγ are noise parameters.
As in [34], we assume that the deterministic part of the current and the noise parameters are the same for all
neurons in each given population, Iγi,ext(t) = Iγext(t) and βγi,V = βγV , i = 1, 2, . . . ,Kγ .

Let us now introduce the connectivity properties of the model. Highly nonuniform connectivity has been
observed in many biological neural networks. For example, in [39], using statistical techniques, structural
features of synaptic connectivity have been shown to be quite different for local cortical circuitry from those
of random networks. In [19], a computational model has been developed for the primary visual cortex where
emphasis is given to the role of cortical architecture, particularly through synaptic connectivity, in the functional
cortical activity.

Our approach to the variability of the connection strengths between cells is made in terms of new variables
entering in the description of synaptic currents. More precisely, let us call Iγsyn,i(t) the current entering the ith
cell as a result of the firing activity of all other cells in the network,

Iγsyn,i(t) =
1

Kγ

Kγ∑
j=1

M(V γi , R̂
γ
i , φ

γ
i , V

γ
j , R̂

γ
j , φ

γ
j ) (5)

where the bounded coupling functions M will be given explicitly below.
The connection coefficients between pairs (i, j) are scaled by the factor 1

Kγ
, so any divergence of this interac-

tion term is prevented when the network size increases (see e.g. [10], [34]). In our approach, the synaptic current
Iγsyn,i(t) depends also on real functions φγi (t) and φγj (t) which characterize the time dependent non homogeneous
coupling Jγij(t) between cells i and j through a suitable function Γγ , namely

Jγij(t) = Γγ(φγi (t), φγj (t)). (6)

Neurons in neocortical and other networks in the brain usually have specific sets of afferent inputs with a variety
of strengths (see for example [19]).

Moreover, it is assumed that there is a dynamical law for these φi variables of the form

dφγi
dt

= Ωγ(φγi , V
γ
i , R̂

γ
i ) (7)

for a suitable function Ωγ . In what follows, the functions Γγ and Ωγ will be chosen in such a way to ensure
positivity of couplings and the bounded variation of φ-variables. In that way, the variables φγi (resp φγj ) which
build the connection matrix Jγij(t) as time evolves, depend on postsynaptic (resp. presynaptic) activity. In the
following, we shall consider homogeneous networks for which these φ variables are constant and inhomogeneous
networks for which are considered specific simple expressions for the functions Γγ and Ωγ . In both cases, the
forms of Iγ and Iγsyn,i will be specified.

Finally, let us summarize the structure of the network dynamical system (omitting the capacitance param-
eter). For i = 1, 2, . . . ,Kγ , the system can be written

dV γi
dt

= Iγ(V γi , R̂
γ
i ) + Iγext(t) + Iγsyn,i(t) + ηγi,t

dR̂γi
dt

= Ψ̂γ(V γi , R̂
γ
i ) (8)

dφγi
dt

= Ωγ(φγi , V
γ
i , R̂

γ
i )

which can be put in the following vector form

dZγi
dt

= Fγ(Zγi ) +
1

Kγ

Kγ∑
j=1

Mγ(Zγi , Z
γ
j ) + ζγi,t (9)

where the vectors Zγi , Fγ(Zγi ), ζγi,t, Mγ(Zγi , Z
γ
j ) in Rm+2 are given by

Zγi = (V γi , R̂
γ
i , φ

γ
i ) (10)

Fγ(Zγi ) = (Iγ(V γi , R̂
γ
i ) + Iγext(t), Ψ̂γ(V γi , R̂

γ
i ),Ωγ(φγi , V

γ
i , R̂

γ
i )) (11)

Mγ(Zγi , Z
γ
j ) = (Mγ(V γi , R̂

γ
i , φ

γ
i , V

γ
j , R̂

γ
j , φ

γ
j ), 0̂ , 0 ) (12)

ζγi,t = (ηγi,t, 0̂ , 0 ) (13)
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0̂ being the null vector in Rm.
Note that in (12), Mγ includes the coupling term Γγ(φγi (t), φγj (t)) (see (6)) accounting for the amplitude of

the synaptic conductance involved in the connection between the presynaptic cell j and postsynaptic cell i.

The structure established in (9) is now generalized to a set of coupled neural populations.

2.2 The mean field approach for coupled conductance-based neural populations
One considers non uniformly connected HH type neurons which are organized in a set of P populations. The
dynamical system governing the state of this set, at each time t, assumes the following form

dZγi
dt

= Fγ(Zγi ) + ζγi,t +

P∑
α=1

1

Kα

Kα∑
j=1

Mγα(Zγi , Z
α
j ), i = 1, 2, . . . ,Kγ , γ = 1, 2, . . . , P. (14)

We now derive mean field population equations for (14).
Let us denote by

pt((Z
α
i )i,α) = pt((Z

1
i )i=1,2,...,K1

, . . . , (ZPj )j=1,2,··· ,KP ) (15)

the joint probability distribution of the stochastic variables (Zαi )i,α = (Zαi )
α=1,2,...,P
i=1,2,...,Kα

and introduce the notation

∂

∂Z
(H(Z)) =

m+2∑
j=1

∂

∂Zj
(H(Z)j)

where Z = (Zj)j=1,2,...,m+2 ∈ Rm+2 and H(Z) = (H(Z)j)j=1,2,...,m+2 ∈ Rm+2.
The Fokker Planck equation for the system (14) is

∂

∂t
pt((Z

α
i )i,α) = −

P∑
γ=1

Kγ∑
i=1

∂

∂Zγi
(Fγ(Zγi ) pt((Z

α
i )i,α)) (16)

−
P∑
γ=1

Kγ∑
i=1

∂

∂Zγi

( P∑
α=1

1

Kα

Kα∑
j=1

Mγα(Zγi , Z
α
j ) pt((Z

α
i )i,α)

)
+

1

2

P∑
γ=1

Kγ∑
i=1

(βγV )2 ∂2

∂(V γi )2
pt((Z

α
i )i,α)

We now adopt the Klimontovich approach [2] which has been successfully developed for the kinetic theory
of gases and plasmas. The method is here adapted to the derivation of a probabilistic description of the system
(14) of noisy interacting spiking neural populations (see also [20]). One defines the following set variable

n̂µ(U) =
1

Kµ

Kµ∑
i=1

δ(Zµi − U) (17)

where δ(·) is the Dirac distribution and Zµi is the solution of (14) written for the population Pµ. Z
µ
i and U

(see (10)) are in Rm+2. In what follows, the following notation is used: U = (u, ẑ, s), u, s in R, ẑ in Rm. The
expectation value of the stochastic variables n̂µ(U) with respect to the probability distribution pt is denoted by
nµ(U, t), so that

nµ(U, t) = 〈n̂µ(U)〉pt . (18)

We call nµ(U, t) the neural population probability distribution (PPD) for the population Pµ. We now derive
an equation for nµ(U, t). The time derivative ∂

∂tn
µ(U, t) is composed of 3 terms

∂

∂t
nµ(U, t) = γµ1 + γµ2 + γµ3 . (19)

Let us consider each of them separately. The first one, γµ1 is given by

γµ1 = −
∫
Rm+2

P∏
δ=1

Kδ∏
l=1

dZδl

P∑
γ=1

Kγ∑
i=1

∂

∂Zγi
{Fγ(Zγi )pt((Z

α
i )i,α)} 1

Kµ

Kµ∑
j=1

δ(Zµj − U). (20)

Being a probability distribution, pt has nice vanishing properties for sufficiently large values of the variables
Zµi . Thus, a simple integration by parts on (20) enables us to deduce the following expression for γµ1

γµ1 =

∫
Rm+2

P∏
δ=1

Kδ∏
l=1

dZδl

P∑
γ=1

Kγ∑
i=1

{Fγ(Zγi )pt((Z
α
i )i,α)} ∂

∂Zγi

1

Kµ

Kµ∑
j=1

δ(Zµj − U). (21)
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Clearly, ∂
∂Zγi

∑Kµ
j=1 δ(Z

µ
j − U) = 0 if γ 6= µ, so that

∂

∂Zµi

Kµ∑
j=1

δ(Zµj − U) =
∂

∂Zµi
δ(Zµi − U), i = 1, 2, . . . ,Kµ.

Hence (21) can be rewritten

γµ1 =
−∂
∂U


∫
Rm+2

P∏
δ=1

Kδ∏
l=1

dZδl

Kµ∑
i=1

{Fµ(U)pt((Z
α
i )i,α)} 1

Kµ
δ(Zµi − U)

 (22)

=
−∂
∂U

{∫
Rm+2

P∏
δ=1

Kδ∏
l=1

dZδl {Fµ(U)n̂µ(U)pt((Z
α
i )i,α)}

}
. (23)

Finally, using (18), γµ1 is given by

γµ1 =
−∂
∂U

(Fµ(U)nµ(U, t)). (24)

Let us now consider the second term γµ2 in (19)

γµ2 = −
∫
Rm+2

P∏
δ=1

Kδ∏
l=1

dZδl

P∑
γ=1

Kγ∑
i=1

∂

∂Zγi

{
P∑
α=1

1

Kα

Kα∑
l=1

Mγα(Zγi , Z
α
l )pt((Z

α
i )i,α)

}
1

Kµ

Kµ∑
j=1

δ(Zµj − U). (25)

By the same argument used for the derivation of (24), an integration by parts in (25) implies

γµ2 =

∫
Rm+2

P∏
δ=1

Kδ∏
l=1

dZδl

P∑
γ=1

Kγ∑
i=1

{
P∑
α=1

1

Kα

Kα∑
l=1

Mγα(Zγi , Z
α
l )pt((Z

α
i )i,α)

}
∂

∂Zγi

1

Kµ

Kµ∑
j=1

δ(Zµj − U) (26)

= − ∂

∂U

∫
Rm+2

P∏
δ=1

Kδ∏
l=1

dZδl

Kµ∑
i=1

P∑
α=1

1

Kα

Kα∑
l=1

Mµα(U,Zαl )pt((Z
α
i )i,α)

1

Kµ
δ(Zµi − U)

= − ∂

∂U

∫
Rm+2

dU ′
∫
Rm+2

P∏
δ=1

Kδ∏
l=1

dZδl

Kµ∑
i=1

P∑
α=1

1

Kα

1

Kµ

Kα∑
l=1

Mµα(U,U ′) pt((Z
α
i )i,α)δ(Zµi − U)δ(Zαl − U ′)

= − ∂

∂U

∫
Rm+2

dU ′
∫
Rm+2

P∏
δ=1

Kδ∏
l=1

dZδl

P∑
α=1

Mµα(U,U ′)pt((Z
α
i )i,α)n̂µ(U)n̂α(U ′)

which again leads to

γµ2 = − ∂

∂U

∫
Rm+2

dU ′
P∑
α=1

Mµα(U,U ′)〈n̂µ(U)n̂α(U ′)〉pt . (27)

The term γµ2 has been obtained without the use of approximations and hence is exact. However, it is not
really useful in applications. A way to go further consists in making the so called mean field estimate (see
e.g. [10])

〈n̂µ(U)n̂α(U ′)〉pt ≈ 〈n̂µ(U)〉pt〈n̂α(U ′)〉pt . (28)

This approximation is valid because the fluctuations of n̂µ(U) (resp. n̂α(U ′)) are small for Kµ (resp. Kα)
large and are O( 1√

Kµ
) (resp. O( 1√

Kα
)).

Accordingly, the coupling term γµ2 takes the form :

γµ2 = − ∂

∂U

∫
Rm+2

dU ′
P∑
α=1

Mµα(U,U ′)nµ(U, t)nα(U ′, t). (29)

The last diffusive term γµ3 can be derived in a similar fashion. It is given by

γµ3 =
1

2

∫
Rm+2

P∏
δ=1

Kδ∏
l=1

dZδl

P∑
γ=1

Kγ∑
i=1

(βγV )2 ∂2

∂(V γi )2
pt((Z

α
i )i,α)

1

Kµ

Kµ∑
j=1

δ(Zµj − U). (30)

5



Integration by parts gives

γµ3 =
1

2

∫
Rm+2

P∏
δ=1

Kδ∏
l=1

dZδl

P∑
γ=1

Kγ∑
i=1

(βγV )2pt((Z
α
i )i,α)

1

Kµ

∂2

∂(V γi )2

Kµ∑
j=1

δ(Zµj − U). (31)

Here also, one has
∂2

∂(V γi )2

Kµ∑
j=1

δ(Zµj − U) = 0 if γ 6= µ (32)

while
∂2

∂(V µi )2

Kµ∑
j=1

δ(Zµj − U) =
∂2

∂(V µi )2
δ(Zµi − U). (33)

Thus

γµ3 =
1

2

∫
Rm+2

P∏
δ=1

Kδ∏
l=1

dZδl pt((Z
α
i )i,α)

1

Kµ

Kµ∑
i=1

(βµV )2 ∂2

∂(V µi )2
δ(Zµi − U). (34)

So

γµ3 =
(βµV )2

2

∂2

∂u2

∫
Rm+2

P∏
δ=1

Kδ∏
l=1

dZδl pt((Z
α
i )i,α)

1

Kµ

Kµ∑
i=1

δ(Zµi − U) (35)

and hence

γµ3 =
(βµV )2

2

∂2

∂u2
nµ(U, t). (36)

Finally, the neural population probability distributions nµ(U, t) which are the expectation values of the set
variables n̂µ(U) µ = 1, 2, . . . , P satisfy the following system of (nonlinear) IPDE

∂

∂t
nµ(U, t) = − ∂

∂U
(Fµ(U)nµ(U, t))− ∂

∂U

∫
Rm+2

dU ′
P∑
α=1

Mµα(U,U ′)nµ(U, t)nα(U ′, t) +
1

2
(βµV )2 ∂2

∂U2
nµ(U, t)

(37)

µ = 1, 2, . . . , P, U = (u, ẑ, s), u, s ∈ R, ẑ ∈ Rm, U ′ = (u′, ẑ′, s′), u′, s′ ∈ R, ẑ′ ∈ Rm.

Let us recall U = (Ul)l=1,2,...,m+2. We write explicitly the components of U as U = (u, ẑ, s), u, s ∈ R, ẑ ∈ Rm,
where u (resp. ẑ, s) has potential (resp. recovery, synaptic) meaning.

We have thus obtained a system of equations for the study of interacting large-scale neural populations using
a mean field approach. The dynamical behavior of the neurons in these populations is developed in terms of
HH concepts which are usually capable of giving a quantitative description of ionic currents across the neural
membranes. Interneuronal connections in these networks are not necessarily constant over time. A synaptic
plasticity mechanism is proposed (see (5)–(7)). For such systems, equation(37), which describes the evolution
over time of the PPD for the population Pµ which interacts with populations Pν , ν = 1, 2, . . . , P is of the same
type as that obtained in [34] where it was shown, using methods of probability theory, that in the limit of large
populations, the network may display the property of propagation of chaos. In such a way, all neurons which
belong to a given population, asymptotically have the same probability distribution which characterizes a mean
field stochastic process. The equation (37) is the (MVFP) equation for this process.

3 Application to coupled large-scale Fitzhugh-Nagumo networks

3.1 Population probability distributions for coupled Fitzhugh-Nagumo networks
In what follows, we give an illustration of the general result (37) in the case of FN model neurons which
leads to a simple example of the stochastic system (8). The basic excitability properties of many neurons are
approximately described by the FN model and the mathematical tractability of the resultant system makes it
suitable as a first application of the theory.

6



The dynamical system is now given by (for all i = 1, 2, . . . ,Kγ , γ = 1, 2, . . . , P )

dV γi
dt

= F γ(V γi , X
γ
i ) + Iγext(t) + ηγi,t +

P∑
α=1

1

Kα

Kα∑
j=1

Mγα(V γi , X
γ
i , φ

γ
i , V

α
j , X

α
j , φ

α
j ) (38)

dXγ
i

dt
= Gγ(V γi , X

γ
i ) (39)

dφγi
dt

= Ωγ(φγi , V
γ
i , X

γ
i ) (40)

where

F γ(V,X) = − kγV (V − aγ)(V − 1)−X (41)
Gγ(V,X) = bγ(V −mγX). (42)

The variables V γi represent the membrane potential of the ith cell in Pγ while, in FN networks, the variables R̂γi
which have been introduced in (1) are called Xγ

i and are one-dimensional. The parameters kγ , aγ , bγ ,mγ govern
the dynamics of the FN neural model in the population Pγ (see e.g. [4] for typical values of these parameters).
The quantities Iγext(t), η

γ
i,t have the same meaning as in section 2.1.

In the following sections, we shall give a more precise form for the coupling termMγα(V γi , X
γ
i , φ

γ
i , V

α
j , X

α
j , φ

α
j )

in the case of uniformly and non uniformly distributed sets of connection parameters between the cells of these
populations. According to the general result (37), in the mean field limit, the PPDs nµ(V,X, φ, t) µ = 1, 2, . . . , P ,
which are built for a set of interacting populations of FN neurons, satisfy the following system of (nonlinear)
integro-partial differential equations

∂

∂t
nµ(V,X, φ, t) = (43)

− ∂

∂V
((Fµ(V,X) + Iµext(t))n

µ(V,X, φ, t))− ∂

∂X
(Gµ(V,X)nµ(V,X, φ, t))− ∂

∂φ
(Ωµ(φ, V,X)nµ(V,X, φ, t))

− ∂

∂V

∫
R3

dV ′dX ′dφ′
P∑
α=1

Mµα(V,X, φ, V ′, X ′, φ′)nµ(V,X, φ, t)nα(V ′, X ′, φ′, t)

+
1

2
(βµV )2 ∂2

∂V 2
nµ(V,X, φ, t) µ = 1, 2, . . . , P.

We shall give examples of applications of this mean-field approach to neural networks dynamics by considering
the cases of firstly one population and then two populations of FN cells. Equation (43) will be solved numerically
and its solutions compared to the numerical solutions of the stochastic system (38)–(40).

3.2 Statistical measures from the stochastic and integro-partial differential sys-
tems

Our goal is to have, at least numerically, a reasonably good understanding of the dynamics of the above
considered set of neural populations. From the solution of the system of IPDE (43), it is in principle possible to
have insights into this dynamics, in the limiting case of infinitely many cells. Since the real situation corresponds
generally to a large (but finite) number of cells, the solutions of (43) may be viewed only as an approximation.

Another approach for the study of the network dynamical behavior is based on a direct numerical evaluation
of solutions of the (stochastic) coupled differential equations (38)–(40). Let us call this system SCDE. In [44],
one can find a review of various methods of numerical solution of these systems, and in [45] are given appropriate
techniques for solving such very large systems.

Clearly, the solution of IPDE has a great advantage over the direct solutions of the Kγ dimensional SCDE,
γ = 1, 2, . . . , P since only P equations must be solved.

Both systems (IPDE and SCDE) have been numerically implemented over the same domain Ω × Λ × Φ,
where Ω = [Vmin, Vmax] (resp. Λ = [Xmin, Xmax], Φ = [φmin, φmax]) are the bounded domains of variation of
potential (resp. recovery, synaptic coupling variables).

Moreover, similar initial conditions have been chosen in both cases. More precisely, a normalized Gaus-
sian function n(V,X, φ, t = 0) has been considered for IPDE with mean and standard deviation param-
eters (V0, σV ), (X0, σX), (φ0, σφ). For SCDE, all cells initial data (V γi (t = 0), Xγ

i (t = 0), φγi (t = 0)), i =
1, 2, . . . ,Kγ , γ = 1, 2, . . . , P were selected through the use of i.i.d. Gaussian random variables with the same
moments as the ones used for the solution of IPDE.
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Concerning the numerical aspects of the problem, a discretization procedure is necessary for IPDE, requiring
a partition of the parameter space Ω × Λ × Φ. Obviously, this method of solution takes much less computing
time than the possibly large numbers of trials required for SCDE.

In order to compare the results obtained by the solutions of IPDE and SCDE, it is necessary to show how one
can extract information on each dynamical variable V,X or φ, for any cell in the full system, at any time, from
a probabilistic point of view. If one concentrates on the potential variable, for example, a neural population
potential distribution has to be defined.

Concerning IPDE, we have at our disposal the PPD nµ(V,X, φ, t), solution of (43) and this potential
distribution can be defined as the marginal

ρµ(V, t) =

∫
R2

nµ(V,X, φ, t) dXdφ. (44)

In that way, any statistical measure may be obtained through ρµ(V, t). In the following, we call 〈V (t)〉ρµ ,
Var(V (t))ρµ the mean and variance of the membrane potential with respect to ρµ.

We define a firing measure ϕρµ(t), as the probability that, at a given time t, the potential V (t) > θ where θ
is some prescribed threshold

ϕρµ(t) =

∫ +∞

θ

ρµ(V ′, t)dV ′. (45)

Regarding SCDE, we propose a numerical measure of the PPD in the following way. Rather than following
the trajectories of individual neurons (each starting from initial conditions (V,X, φ)µi (t = 0), i = 1, 2, . . . ,Kµ, µ =
1, 2, . . . , P ), we set up a counting process about the presence (at a given time t, for any cell i in Pµ) of the
potential V µi (t) in a given subinterval [aj , bj ] = binj . The intervals [aj , bj ], j = 1, 2, . . . , N build a partition of
Ω, all having the same length λ = (Vmax − Vmin)/N (see section 4 for domain extensions).

Because of the presence of noise, one has to perform sufficiently many trials. Accordingly, the PPD for
SCDE will be defined as the discrete distribution ξµ(t) given by

ξµ(t) = { pµj (t), j = 1, 2, . . . , N } =

{(
N (V µi (t) ∈ [aj , bj ])

Kµ ∗Ntrials
, 1 < i < Kµ

)
, j = 1, 2, . . . , N

}
(46)

N denotes the number of occurrences for all trials and Ntrials the total number of trials which have been used in
the simulations. Clearly, ξµ(t) is a piecewise constant function, each pµj (t) giving the average number of events
in each binj , j = 1, 2, . . . , N .
Therefore, for SCDE, the mean and variance of V (t) with respect to this discrete probability are given by

〈V (t)〉ξµ =

N∑
j=1

(Vmin + λj) pµj (t) (47)

Var(V (t))ξµ =

N∑
j=1

(Vmin + λj)2 pµj (t)−
( N∑
j=1

(Vmin + λj) pµj (t)
)2
. (48)

Finally, we evaluate a discrete firing measure ϕξµ(t) as the probability that the potential V (t) > θ

ϕξµ(t) =
∑

j > (θ−Vmin)/λ

pµj (t). (49)

In the next section, we compare the two types of probability distributions, the continuous one ρµ(V, t) and
the discrete one ξµ(t), as well as averages, standard deviations and firing measures derived from these two
distributions.

3.3 Numerical results for a single population
Let us first give the form of the equation (43) in the case of only one population, namely P = 1. In the sys-
tem (38)–(40), the matrix Mγα(V γi , X

γ
i , φ

γ
i , V

α
j , X

α
j , φ

α
j ) reduces to the term M11(V 1

i , X
1
i , φ

1
i , V

1
j , X

1
j , φ

1
j )), i =

1, 2, . . . ,K1. The triples (V 1
i , X

1
i , φ

1
i ) are rewritten (Vi, Xi, φi) and M11, K1, n1(V,X, φ, t) are rewritten M , K

and n(V,X, φ, t), respectively. Similarly, the densities ρ1(V, t) and ξ1(t) will be denoted by ρ(V, t) and ξ(t).
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3.3.1 Excitatory synapses, uniform connectivity

In the present section, we assume that the population has all to all connectivity as in [20, 21]. For discussions
on this topic see [22–24].

We give here an explicit form of the synaptic current Isyn,i(t) introduced in (5), in the case where all cells
in the network are connected with excitatory synapses. Because of the homogeneous character of the coupling
considered here, the variables φi, i = 1, 2, . . . ,K assume constant values. We call JE the constant coupling term
Γ(φi, φj) (see (6)) and V E

S the corresponding parameters for resting values. Moreover, a simple form has been
considered for the detection of presynaptic events using sigmoidal functions σE

Θ , defined by

σE
Θ(V ) = (1 + e−β(V−V E

Θ ))−1 (50)

for some prescribed threshold values V E
Θ , and parameter β. One has

M(Vi, Xi, Vj , Xj) = JE (V E
S − Vi)σE

Θ(Vj) (51)

where the indices i (resp. j) refer to post (resp. pre) synaptic cells. Finally, the synaptic input current Isyn,i(t)
for each cell i is given by

Isyn,i(t) =
1

K

K∑
j=1

M(Vi, Xi, Vj , Xj). (52)

Accordingly, the stochastic system (SCDE) (38)–(40) takes the form

dVi
dt

= F (Vi, Xi) + Iext(t) + ηi,t + Isyn,i(t)

dXi

dt
= G(Vi, Xi) i = 1, 2, . . . ,K

(53)

while the integro-partial differential equation (IPDE) (43) for the PPD n(V,X, t) is

∂

∂t
n(V,X, t) =

−∂
∂V
{(F (V,X) + Iext(t))n(V,X, t)} − ∂

∂X
{G(V,X)n(V,X, t)} (54)

− JE ∂

∂V

{
(V E
S − V )n(V,X, t)

}∫
R2

dV ′dX ′σE
Θ(V ′)n(V ′, X ′, t) +

β2
V

2

∂2

∂V 2
n(V,X, t).

Numerical integration of (53), (54) have been performed, with suitable initial conditions. The results are shown
in Fig. 1 below. A 3–dimensional graph of the time behavior of the discrete probability density ξ(t) is represented
in Fig. 1(a) which may be compared to the behavior of the continuous one ρ(V, t) shown in Fig. 1(b).

Similarly, in Fig. 2(a) and Fig. 2(b), the mean values and variances of the potential variables obtained from
the solutions of SCDE and IPDE, are compared. These quantities give a global description of the network
activity. It is seen that there is close agreement between the two methods of solution.

In addition, one can obtain insight into the activity of cells from a local point of view. This is illustrated
in Fig. 2(c) showing the superimposed time development, over several trials, of the potential of some arbitrarily
chosen cells in the network. There appears significant variability in the activity of individual cells in the network.
However, as shown in Fig. 2(a), an order emerges in the mean behavior due to synchronizations between cells.

3.3.2 Excitatory synapses, time dependent non uniform connectivity

In section 3.3.1, we considered the case of one population with uniform and constant connections over time. In
this section, we present the structure of the mean field equation and the nature of the numerically obtained
solutions, in the case of one population (i.e. P = 1) whose non-uniform interconnections can vary over time.

In section 2.1, the functions Γ and Ω have been introduced for the definition of the coupling terms. As in
section 3.3.1, the dynamical behavior of synaptic excitatory conductances is viewed in terms of the sigmoidal
dependence σE

Θ(V ) with respect to presynaptic depolarization. The connection term M (see (52)), which we
consider now, is M(Vi, Xi, φi, Vj , Xj , φj) = (V E

S − Vi) J
E Γ(φi , φj )σE

Θ(Vj) where V E
S and JE are constant.

Thus, the postsynaptic current which is applied to each cell i = 1, 2, . . . ,K is

Isyn,i(t) = (V E
S − Vi)

JE

K

K∑
j=1

Γ(φi , φj )σE
Θ(Vj). (55)
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(a) Evolution of the normalized discrete probability density ξ(t), solution of
the stochastic dynamical system (51)–(53).

(b) Evolution of the normalized continuous probability density ρ(V, t), solution
of the MVFP equation (54).

Figure 1: Time behavior of probability densities. Initial conditions and simulation parameters, see section 4.

Finally, the structure of the network dynamical system in the case of non uniform, time dependent couplings
between cells, which we wish to analyze from the kinetic point of view, is the following

dVi
dt

= F (Vi, Xi) + Iext(t) + ηi,t + Isyn,i(t)

dXi

dt
= G(Vi, Xi)

dφi
dt

= Ω(φi, Xi).

(56)

The general result (37) can now be applied to produce the structure of the mean field equation which can
be derived for this kind of neural network system. One looks for the probability distribution n(V,X, φ, t) of
depolarization, recovery and connection variables (V,X, φ) ∈ R3 at time t. From (37), n(V,X, φ, t) must satisfy

∂

∂t
n(V,X, φ, t) =

−∂
∂V
{(F (V,X) + Iext(t))n(V,X, φ, t)} − ∂

∂X
{G(V,X)n(V,X, φ, t)} (57)

− JE ∂

∂V

{
(V ES − V ) n(V,X, φ, t)

}∫
R3

dV ′dX ′dφ′σEΘ(V ′) Γ(φ, φ′)n(V ′, X ′, φ′, t)

− ∂

∂φ
{Ω(φ,X)n(V,X, φ, t)}+

β2
V

2

∂2

∂V 2
n(V,X, φ, t).

Our approach here is the same as in previous sections where results obtained for SCDE and IPDE have been
compared. The new variables φi , i = 1, 2, . . . ,K have random character, in the same way as potential Vi and
recovery variables Xi. As has been described for potential variables in section 3.2, statistical measures for
variables φi can be defined in both cases. For IPDE, the probability distribution of φ variables is given by the
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(a) Mean values of potential obtained from SCDE and IPDE. (b) Variance of potential obtained from SCDE and IPDE.

(c) Depolarizations versus time for 5 randomly selected cells
(SCDE).

Figure 2: Excitatory synapses, uniform connectivity.
Parameters for the FN system and noise, see section 4.

marginal

χ(φ, t) =

∫
R2

n(V,X, φ, t)dV dX . (58)

Thus, for example, the (continuous) mean of the variable φ is obtained from

〈φ(t)〉χ =

∫
R
φ′ χ(φ′, t) dφ′. (59)

Concerning SCDE, the discrete version for the probability distribution of φ-variables and related moments is
obtained following the same lines as those developed for membrane potential variables (see formulas (46)–(49)).
For all simulations which are described in this section, the function Ω has been taken to be of the form

Ω(φ,X) = −αφ φ+ βφ σφ(X) (60)

where αφ and βφ are parameters and σφ is a sigmoidal function

σφ(X) = (1 + e−ν(X−Xthresh))−1 (61)
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for some prescribed threshold value Xthresh and parameter ν. The function Γ appearing in (55) has been taken
to be of the Hebbian form

Γ(φi, φj) = φiφj , (62)

In Figs. 3(a) and 3(b) are shown the mean values 〈V (t)〉ξ, 〈φ(t)〉ξ according to SCDE and 〈V (t)〉ρ, 〈φ(t)〉χ
according to IPDE, in the absence and in the presence of external current, for a network with excitatory
connections. When there is no applied input current, 〈V (t)〉ξ and 〈V (t)〉ρ decrease after a sufficiently long
time. If the coupling parameter takes increasing values, the network activity is increasingly synchronized, even
in the absence of a stimulus. The proposed mechanism (56), together with (55) and (62) leads to significantly
increased values of these couplings, especially when an external current is applied to the network during a short
period. This is illustrated in Fig. 3(b) where we see the emergence of a rhythmic response of the network in
the form of trains associated with changes in the average values of the connections. During the stimulation, an

(a) Excitatory synapses. Mean values of potential and con-
nection variables obtained from IPDE and SCDE. No ap-
plied current.

(b) Excitatory synapses. Mean values of potential and con-
nection variables obtained from IPDE and SCDE. A step
current is applied: rhythm generation.

(c) Excitatory synapses. Superimposed time development,
over a sample of 5 trials, of potential and strength variables
of 2 arbitrarily chosen cells.

(d) Inhibitory synapses. Superimposed time development,
over a sample of 5 trials, of potential and strength variables
of 2 arbitrarily chosen cells .

Figure 3: Non uniform, time dependent connectivity. In Figs.3(c) and 3(d), the strength variables are defined as
Ji1i2 = Γ(φi1 , φi2) (see (62)) for 2 arbitrarily chosen cells, Cell i1 and Cell i2 , i1 6= i2 ∈ {1...K}. For parameters
of FN system and noise, see section 4.

important spiking synchronization occurs that causes, according to the relaxation process in (56), a net increase
of φi variables and their average value. This synchronization is maintained periodically (see also [40–43]).
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As shown in Fig. 3(c), this approach is part of a widely accepted rule of reinforcement of (maximum values
of ) synaptic conductance for a given connection. This strengthening is linked to a causal relationship between
spiking activity of pre and postsynaptic neurons in this connection, see [42]. In this figure, the temporal behavior
of the membrane activities Vpre(t), Vpost(t) and strength variables Wpre,post(t) = JE

K Γ(φpre(t), φpost(t)) are
represented in a superimposed manner for two arbitrarily chosen cells in the network, for a small number of
trials. Before the start of the stimulation, during the background activity, action potentials (APs) which are
due to noise may be emitted in an uncoordinated way. The production of these APs does not cause a significant
change in connection weights. During and after stimulation, and because of increased synchronization of pre-
and postsynaptic activities, φpre(t), φpost(t) variables grow significantly and remain at a higher value.

On the other hand, for a network with inhibitory connections, the same mechanisms (56) with (60) and (62),
do not produce such sharp synchronization as in the previous case where the connections are only excitatory.
Outside the period of stimulation, during which the φi variables are growing, they decrease rapidly causing loss
of rhythmicity, see Fig. 3(d).

3.4 Two interacting Fitzhugh-Nagumo populations
3.4.1 One cell connected to a network

In section 2.2, a method was presented for the mean field derivation of the dynamical activity of a set of
large-scale interconnected neuronal populations. The general form of the interaction terms that allows one to
deduce the system of integro-partial differential equations that must give the neuronal probability densities was
determined in (27). It may be useful to analyze this relationship in a simple case where some populations consist
not of a large number of cells but, in contrast, are composed of only a small number, and even consist of only
one cell. The goal here is to show that a mean field derivation may be obtained in the case of neural systems
where only one cell is submitted to external stimulation, this cell being connected to a large network consisting
of cells whose parameters may be different from those of the stimulated cell. In the notations of section 2.2,
Z1

1 is the dynamical variable of Cell1 on which is applied an external stimulation, {Z2
i }i=1,2,...,K2 denote the

dynamical variables of cells which form a large-scale network P2, all of them being connected to Cell1. The
stochastic differential systems which are attached to such neuronal assemblies are

dZ1
1

dt
= F1(Z1

1 ) + ζ1
1,t +M11(Z1

1 , Z
1
1 ) +

1

K2

K2∑
j=1

M12(Z1
1 , Z

2
j ) (63)

dZ2
i

dt
= F2(Z2

i ) + ζ2
i,t +M21(Z2

i , Z
1
1 ) +

1

K2

K2∑
j=1

M22(Z2
i , Z

2
j ), i = 1, 2, . . . ,K2. (64)

In our approach, the P2 population is not submitted to an external stimulation, the termM11(Z1
1 , Z

1
1 ) has the

meaning of a self-interaction for Cell1,M21(Z2
i , Z

1
1 ) refers to couplings of Cell1 to P2,M12(Z1

1 , Z
2
j ) represents

the backward couplings from P2 to Cell1 and M22(Z2
i , Z

2
j ) are internal interactions within P2. ζ1

1,t and ζ2
i,t

are noise terms, the functions F j , j = 1, 2 are given in Section 2.1.
For such systems, the set variable of Cell1 and P2 are respectively n̂1(U) = δ(Z1

1 − U) and
n̂2(U) = 1

K2

∑K2

i=1 δ(Z
2
i − U). The terms γµk , k = 1, 2, 3, µ = 1, 2 (see section 2.2) were obtained in a general

form. Let us examine more specifically the terms γµ2 , as expressed in (27), which have been obtained without
any approximation. For µ = 1, the Cell1 term is :

γ1
2 = − ∂

∂U

∫
Rm+2

dU ′M11(U,U ′)〈n̂1(U)n̂1(U ′)〉pt −
∂

∂U

∫
Rm+2

dU ′M12(U,U ′)〈n̂1(U)n̂2(U ′)〉pt (65)

whereas for µ = 2, the P2 term is :

γ2
2 = − ∂

∂U

∫
Rm+2

dU ′M21(U,U ′)〈n̂2(U)n̂1(U ′)〉pt −
∂

∂U

∫
Rm+2

dU ′M22(U,U ′)〈n̂2(U)n̂2(U ′)〉pt . (66)

Since P1 consists of only one cell, it is clear that in general, 〈n̂1(U)n̂1(U ′)〉pt 6= 〈n̂1(U)〉pt〈n̂1(U ′)〉pt .
However, this term only appears if a self-interaction is considered on Cell1. Examination of the other

terms in (65), (66) leads to the same conclusions as those that were deduced in section 2.2. Thus, if P2 is
large-scale, admitting fluctuations in n̂2(U) of small amplitude, n̂2(U) ' 〈n̂2(U)〉pt and 〈n̂1(U)n̂2(U ′)〉pt '
〈n̂1(U)〉pt〈n̂2(U ′)〉pt . Similarly, 〈n̂2(U)n̂2(U ′)〉pt ' 〈n̂2(U)〉pt〈n̂2(U ′)〉pt .
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Finally, when one considers a system consisting of a cell Cell1 and a population P2, the structure of mean
field integro-partial differential equations is the same as that which has been obtained previously except for the
terms of self-interaction of Cell1 which must be evaluated without approximation.

In the numerical illustration of "fill-in" which is shown in Fig. 4, Cell1 has no self-interaction and for clarity
of the presentation, the backward coupling terms are set to zero. The parameter values used in these simulations
are given in section 4.

(a) Response of Cell1 to an external stimulation.

(b) Response of P2 without coupling with Cell1. (c) Response of P2 with coupling with Cell1.

Figure 4: Excitatory uniform connectivity in P2 with no external input. External input on P1 = Cell1. No
backward connectivity from P2 to Cell1. The stimulation of a single cell leads to a complex response of the
P2 network which was analyzed by both methods.

3.4.2 Two large-scale excitatory and inhibitory connected populations

In this section, we consider two networks PE and PI of neural populations with different parameters kα, aα,

bα, mα, α = E, I. The connection matrix function Ψ =

[
MEE MEI

M IE M II

]
, which describes the connections inside

each population and between the two populations, has its elements Mαγ(V αi , X
α
i , φ

α
i , V

γ
j , X

γ
j , φ

γ
j ), α, γ = E, I,

i = 1, 2, . . . ,KE , j = 1, 2, . . . ,KI where KE and KI are the cell numbers of each population. As it has
been shown in section 2, these matrix elements may have a uniform character or a non uniform one which
incorporates pre and postsynaptic aspects. In this section, we have considered the simplest form for these
parameters, the main objective here being to show how the integro-partial differential equations system can
help in the description and control of different coupled neural systems which are built of a great number
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of cells. More precisely, all connections inside PE and PI are supposed uniformly distributed. As it has
been considered in section 3.3.1, the variables φαi , i = 1, 2, . . . ,Kα, α = E, I, assume constant values and
synaptic currents between presynaptic cell j and postsynaptic cell i in PE (resp. PI), are described by the
term MEE(V Ei , X

E
i , V

E
j , X

E
j ) = JE (V E

S − V Ei )σE
Θ(V Ej ) (resp. M II(V Ii , X

I
i , V

I
j , X

I
j ) = J I (V I

S − V Ii )σI
Θ(V Ij )).

The connectivity between presynaptic cell j in PI (resp. PE) and postsynaptic cell i in PE (resp. PI) is
described by MEI(V Ei , X

E
i , V

I
j , X

I
j ) = JEI(V EIS − V Ei )σEIΘ (V Ij ) (resp. M IE(V Ii , X

I
i , V

E
j , X

E
j ) = JIE(V IES −

V Ii )σIEΘ (V Ej )).
As in previous sections, the numerical work is concentrated on a comparison between solutions of noisy

dynamical systems, taking sufficiently many cells, and solutions which can be obtained from partial differential
equations. The structure of the latter is made of a coupled system of equations for nE(V,X, t) and nI(V,X, t)
which are the probability distributions for the excitatory and the inhibitory populations

∂

∂t
nE(V,X, t) =

−∂
∂V

{
(FE(V,X) + IEext(t))n

E(V,X, t)
}
− ∂

∂X

{
GE(V,X)nE(V,X, t)

}
(67)

− JE ∂

∂V

{
(V ES − V )nE(V,X, t)

}∫
R2

dV ′dX ′σEΘ(V ′)nE(V ′, X ′, t)

− JEI ∂

∂V

{
(V EIS − V )nE(V,X, t)

}∫
R2

dV ′dX ′σEIΘ (V ′)nI(V ′, X ′, t) +
1

2
(βEV )2 ∂2

∂V 2
nE(V,X, t)

For nI(V,X, t) the equation is of the same type by making an exchange between the indices I and E. An
example of numerical results is shown in Fig. 5.

• Firstly, we have considered the time development of the probability densities in the case where the populations
PE and PI are uncoupled (JEI = JIE = 0). An external input IEext(t) (resp. IIext(t)) has been applied on
PE (resp. PI). The response of PE , which develops after applying the stimulus, appears as spiking activity
in a temporal window (Fig. 5(a)) where the firing probability is large - see Fig. 5(e). In PI , after application
of the stimulus, the activity returns to an equilibrium (Fig. 5(b)), in which the firing probability is small - see
Fig. 5(f).

• When the coupling between PE and PI is turned on (JEI 6= 0, JIE 6= 0) and the same forms of stimuli are
applied to the 2 populations, the response of PE , after application of the stimulus, does not change much as
seen in Fig. 5(c) and, similarly for the firing probability (Fig. 5(g)). However, in the response of PI , we can
see a significant difference from the uncoupled case. Indeed, the response in PI is far from being a simple
return to equilibrium. Significant spiking activity appears well after applying the stimulus (Fig. 5(d)), which
can be measured precisely in terms of the firing probability - see Fig. 5(h). Here also, we note good agreement
between the solutions of SCDE and IPDE.

4 Numerics and parameter settings
In this section, methods and parameters used in the various simulations of sections 3.3 and 3.4 are presented.
The numerical solutions of systems SCDE and IPDE were sought on the bounded domain D = Ω × Γ × Φ,
such that Ω = [Vmin, Vmax] = [−1.0, 1.8], Γ = [Xmin, Xmax] = [−0.4, 0.6], Φ = [φmin, φmax] = [−1.0, 3.0]. The
domain amplitudes have been chosen sufficiently large so that, in the numerical simulations, during the temporal
evolution, the probability density and its derivatives are negligible outside D .

• SCDE. An Euler method was used for the solution of systems SCDE with a time step δt = 0.01. The required
number of cells in each population wasK = 200. In each caseN = 500 Monte Carlo simulations of the network
equations were performed. The same Gaussian distribution was chosen for the random initial conditions of
these systems. In the case of homogeneous and constant connections, the mean and dispersion parameters
of this distribution for potential and recovery variables were set to V0 = 0, σV = 0.15, X0 = 0, σX = 0.15.
When dealing with the inhomogeneous case (section 3.3.2), the corresponding Gaussian parameters for the
synaptic connections variables were set to φ0 = 1.0, σφ = 0.01.

For the determination of the discrete probability densities for the potential and synaptic connections variables
(see (46) for ξµ(t)), a partitioning of both Ω and Φ domains in N = 200 subintervals (bins) was performed.
In our network model with excitatory synapses (section 3.3.1), detections of presynaptic activity causing the
appearance of incoming synaptic currents in each cell was achieved by means of sigmoidal functions (see (50))
with β = 20, V E

Θ = 0.5. Other parameters were introduced to describe these currents, JE = 0.1, V E
S = 0.8.

In simulations involving 2 different populations (section 3.4.2), these parameters are V ES = 0.8, V IS = −0.2,
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No coupling between PE and PI

(a) Mean values of potential for PE .

No coupling between PE and PI

(b) Mean values of potential for PI .

With coupling between PE and PI

(c) Mean values of potential for PE .

With coupling between PE and PI

(d) Mean values of potential for PI .

No coupling between PE and PI

(e) Firing measures for PE , see (45) and (49)

No coupling between PE and PI

(f) Firing measures for PI , see (45) and (49)

With coupling between PE and PI

(g) Firing measures for PE , see (45) and (49).

With coupling between PE and PI

(h) Firing measures for PI , see (45) and (49).

Figure 5: Behavior of two coupled FN populations, one excitatory (PE) and one inhibitory (PI).
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while internal coupling parameters for each population are JE = 0.25, JI = 0.2. Regarding the couplings
between the two populations, one has V EIS = 1.0, V IES = −1.0, JEI = JIE = 0.2.

Single populations of FN systems are expressed in terms of the following parameters a = 0.1, γ = 0.2, k = 1.0,
b = 0.015, which are defined in(41), (42) both for homogeneous (section 3.3.1) or inhomogeneous (section 3.3.2)
connections. In the case of two coupled homogeneous populations (section 3.4.2), these parameters have the
following values: for PE , aE = 0.1, γE = 0.2, kE = 1.0, bE = 0.015, and for PI , aI = 0.15, γI = 0.18,
kI = 0.9, bI = 0.017.

In section 3.3.2 we introduced a time-dependent inhomogeneous interneuronal connection model. For both
excitatory and inhibitory networks, the dynamics of connection variables φi , i = 1, 2, . . . ,K = 200 depends
on the parameters αφ = 0.003, βφ = 0.01 and on a sigmoidal function σφ(X) = (1+e−ν(X−Xthresh))−1, where
ν = 20.0 and XS = 0.1. In both cases J = 0.1. In the excitatory case, V E

S = 0.8 while in the inhibitory case,
V I
S = −0.2.

In section 3.4.1 a cell (Cell1) is submitted to an external current I(t). Internal parameters for Cell1 are
a1 = 0.1, γ1 = 0.2, k1 = 1.0, b1 = 0.015 . Cell1 is connected to a network P2 of cells whose parameters are
a2 = 0.15, γ2 = 0.18, k2 = 0.9, b2 = 0.017. P2 cells are not subjected to external stimulation. The coupling
is of forward type from Cell1 to P2 with J12 = 0.02. The coupling from P2 to Cell1 is set equal to zero.
Internal connections are of excitatory type, settings for these connections are identical to those considered in
the previous sections. All these systems undergo the action of white noise (see (4)) for which the (diffusion)
parameter is set to βV = 0.044 (β2

V /2 ' 0.001).

• IPDE. Solving the nonlinear IPDE of the (MVFP) type for n(V,X, φ, t) requires the knowledge of an initial
condition n(V,X, φ, t = 0). We took a Gaussian with the same distribution parameters as the distribution of
initial conditions used to solve the stochastic systems. In the general case of inhomogeneous connections, one
has

n(V,X, φ, t = 0) =
1

(2π)3/2σV σXσφ
exp

(
− (V − V0)2

2σ2
V

− (X −X0)2

2σ2
X

− (φ− φ0)2

2σ2
φ

)
. (68)

Dirichlet boundary conditions were imposed on the bounded domain D . For computer simulation, variable
dimension V (resp. X, φ) of the 3-D domain D has been discretized in N1 (resp. N2, N3) points, with
N1 = N2 = N3 = 150.

We have used an explicit midpoint Euler (order 2) algorithm with time step δt = 0.001 which has been
found sufficient to ensure stability of the numerical solution of the partial differential equation. During the
simulation, regular monitoring of the normalization condition of the solution was made.

Finally, the detection threshold θ of action potentials for the firing probabilities of both SCDE and IPDE (see
(45) and (49)) was set at θ = 0.8.

Numerical simulations were performed using double precision floating point arithmetic on a Intel Xeon
computer with 32 processors.

5 Conclusion
In recent work on the study of large-scale populations of neurons (see e.g. [34]), mathematically rigorous meth-
ods from probability theory were developed. Mean field equations have been derived for a set of probability
distributions governing the dynamical behavior of a set of noisy populations of neurons. These so called
McKean-Vlasov-Fokker-Planck equations appear to bring a particularly interesting perspective in the field of
neural networks.

We have developed a method which falls within the same framework of description of the macroscopic
behavior of sets of conductance based neuronal populations in terms of the microscopic characteristics of the
constituent nerve cells. This method uses some tools of kinetic theory of gases and plasmas [2]. Here, the
dynamics on the movements of the particles is replaced by the dynamics of the membrane depolarizations while
the synaptic connections substitute for collisions between particles.

This approach of the neural behavior has been the subject of several studies in which cells are seen as coupled
oscillators (see e.g. [20]). This requires making simplifying assumptions (basic variables reduced to phases, weak
coupling). The aim of this work is to propose a generalization of these methods to biologically plausible systems
which are distributed in several interacting populations.

To achieve this goal, we have introduced stochastic set variables, as does Klimontovich [2], for cells belonging
to all populations of the neural ensemble. Fokker Planck techniques thus lead to derivation of a hierarchical
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set of non closed non local integro-partial differential equations for the probability distributions of the neuronal
dynamical variables.

However, these equations remain intractable and require, as in the kinetic theory of plasmas, suitable ap-
proximations for further analysis. Developments in statistical moments can be considered. We limited ourselves
to a mean field approach that allows closure of the resulting hierarchy and is based on conventional estimates
of the smallness of the fluctuations of set variables considered in the case of large neuronal populations.

Models of neurons that we have considered are of Hodgkin Huxley type, whose synaptic connection strengths
are not necessarily constant over time, the proposed plasticity model being Hebbian. For such neuronal assem-
blies of interacting populations, we deduce McKean-Vlasov-Fokker-Planck type systems of equations similar to
those obtained in [34].

Numerical integration of these equations has been made in the case of Fitzhugh-Nagumo neural networks
and showed that statistical measurements obtained in this scheme are in good agreement with those obtained
by direct simulations of finite size stochastic neural dynamic systems.

Kinetic theories have been developed in the framework of neural populations of oscillators, allowing analytical
development for the study of statistical mechanics concepts, such as phase transitions and bifurcation analysis
[10,14,15]. The theory presented in this paper is a generalization for populations of conductance-based neurons.

While it seems impossible to consider such developments starting from the initial neural stochastic systems,
it is hoped that the MVFP equations which have been obtained here, could bring new responses related to these
statistical mechanics aspects.
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