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Abstract—Recent advances in sensing and storing technologies
have led to big data age where a huge amount of data are
distributed across sites to be stored and analysed. Indeed,
cluster analysis is one of the data mining tasks that aims to
discover patterns and knowledge through different algorithmic
techniques such as k-means. Nevertheless, running k-means
over distributed big data stores has given rise to serious privacy
issues. Accordingly, many proposed works attempted to tackle
this concern using cryptographic protocols. However, these
cryptographic solutions introduced performance degradation
issues in analysis tasks which does not meet big data properties.
In this work we propose a novel privacy-preserving k-means
algorithm based on a simple yet secure and efficient multi-
party additive scheme that is cryptography-free. We designed
our solution for horizontally partitioned data. Moreover, we
demonstrate that our scheme resists against adversaries passive
model.

Index Terms—big data, horizontally partitioned data, k-means
clustering, privacy, efficiency.

1. Introduction

Over the last years, world’s generated data have grown in
their scope and size, shifting from centralized processing to
distributed environments, and leading so to the big data era.
Big data is a term used to designate large or complex data
sets that are beyond the ability of traditional data processing
and methods. The emergence of big data sets have created
exciting opportunities to maximize the knowledge available
for analysts, researchers and business people, allowing to in-
tegrate big data analytics in decision making by uncovering
hidden patterns, unknown correlations and other insights.

Moreover, big data analytics is performed throw several
advanced data mining techniques such as clustering. This
analysis task consists of discovering patterns from a set
of data objects, then affecting each object to the closest
pattern. Working on automating such a task has produced
several methods known as unsupervised learning [1] such as
k-means algorithm [2]. Indeed, big data clustering is now a
keystone requirement for several areas of life like healthcare,
social science, business and marketing. For instance, in
cancer diagnosis we can take known samples of cancerous

and non-cancerous data sets and apply clustering algorithms
over patients’ medical records (PMR) to identify cancerous
data [3], [4]. For this, maximizing the number of sample
sets by establishing a collaboration between several hospitals
may significantly improve the accuracy of the results. An-
other practical scenario may consist of different telephone
companies that need to set up towers in a common region
they acquired. The optimum location of these common
towers can be found through clustering algorithms so as
to maximize the signal strength for each network’s users.
In social network analysis, clustering users’ publications
may help in recognizing communities with dense friendships
internally and sparse friendships externally. Social network
clustering can help in designing marketing plans [5], identi-
fying terrorist cells [6] and other useful applications. Hence,
putting data sets got from different social networks together
should deliver more value to the analysis.

Further, the effective integration of big data mining has
given rise to privacy issues surrounding disclosing personal
private data during analysis process in distributed environ-
ments. In fact, personal opinions, political interests, health-
care records and other private data are being shared between
institutions and service providers to improve accuracy of the
clustering task.

From the perspective of research, many proposed works
attempted to reach a partial privacy protection by adding
some noise before sharing data [7], [8], [9]. However,
the minimum error rate raised by the added noise is in-
tolerable for applications needing a high accuracy level,
such as healthcare. From another side other works have
implemented homomorphic encryption schemes or oblivious
transfert protocols [10] in order to securely share personal
data for clustering. Nevertheless, these latter security mea-
surements had inevitably result in serious degradation of
performance especially for big data sets [11], [12].

In this work, we propose an efficient k-means protocol
that aims to ensure total privacy protection under a given
security model without using any cryptographic scheme. The
contribution of this work can be summarized as follows

• We present (Π-sum): a privacy-preserving and ef-
ficient multiparty additive scheme based on the fa-
mous Clifton’s secure sum [13] and modified so as
to escape the ”maximum” barrier assumpted by [13].



• We sketch (sk-means): a secure implementation of
the k-means algorithm over horizontally partionned
data and based on Π-sum.

• We evaluate the security of our proposals using the
real/ideal standard paradigm [14] and we proof their
performance efficiency compared to other methods
through different experimental tests.

The rest of the paper is organized as follows. In section
2 we present preliminaries and notations used to introduce
our proposals. In section 3 we highlight the privacy concern
in k-means process and we present two privacy-peserving
protocols in order to efficiently tackle this issue. In section
4 we give a formal security proof of our solution using
the real/ideal paradigm and we devote section 5 to the
performance analysis through different experiments. We give
a literature survey of related works in section 6 and we
conclude by summarizing the contributions this work.

2. Preliminaries & terminology

In this section we introduce preliminaries and notations
used later to implement and analyse our proposal.

2.1. k-means clustering algorithm

Recall that data clustering is a task of data mining
that consists of partitioning a collection of data sets into
separated groups called clusters in a way that maximizes
the similarity of the objects in each cluster. Euclidian dis-
tance and cosine similarity [15] are some metrics used to
evaluate similarity between objects in a cluster. K-means [2]
is one of the most widely used algorithm [16] to produce
automatically k clusters from a collection of data sets in a
simple way. A brief description of k-means implementation
is presented in Algorithm1.

Algorithm 1: k-means clustering
1: Randomly select k cluster centers {c1, ...ck} .
2: repeat
3: Assign each data entity to the closest cluster

center ci.
4: Replace each cluster center ci by the mean of the

cluster i.
5: until cluster centers do not change.

2.2. Big data properties

Big data mining requires additional constraints than
traditional data mining tasks in order to better handle its
main characteristics, which are illustred in Figure 1.

2.2.1. High volume. Big data is a great amount of datasets.
Thus, using a method which performs a privacy-preserving
clustering without inducing a high computation cost is a
keystone requirement.

Figure 1. Big data main characteristics: volume, variety and velocity

2.2.2. High velocity. Big data are subjected to a high
velocity stream of input and output queries which requires
in some contexts real time interactions. Thus, introducing
privacy preserving mechanisms should not induce unafford-
able computation overhead.

2.2.3. High variety. Big data stores involve data sets of dif-
ferent sizes that originate from several sources. So, we need
to address this variety in the big data clustering analysis.

2.3. Data distribution model

In a distributed environment, a data store is splitted over
sites into multiple units called fragments. data fragmentation
can be done in three ways, namely, horizontal, vertical and
mixed distributions [17]. Let S be a set of k data objects
(d1, ..., dk) each of which has n attributes (a1, ..., an)

Definition 1. A horizontal distribution produces fragments
Si of mi (mi < k) data objetcs each of which has n
attributes (a1, ..., an). Each fragment Si can be get by the
selection operation (σ) of the relational algebra using a
criterion ci as σci(S).

Definition 2. A vertical distribution of S produces frag-
ments Si of k data objects (di1, ..., d

i
k) having a subset of the

n original attributes. Each Si can be get by the projection
operation (π) of the relational algebra using a subset of
attributes ai (1 ≤ i ≤ n) such as πa1,a2,...,am(m≤n)(S).

Definition 3. A mixed distribution of S is obtained using
a horizontal distribution followd by a vertical distribution
or a vertical destribution followed be a horizontal dis-
tribution. Using the precedent examples we can define it
in the relational algebra as σci(πa1,a2,...,am(m≤n)(S)) or
πa1,a2,...,am(m≤n)(σci(s)).

In this work, we will propose security for the horizontal
distribution model.

2.4. Multiparty computation

Let us consider a set of participants that want to jointly
compute the value of a public function f relying on their pri-
vate data. Let P1,...,Pn denote the participants and v1,...,vn



their private data respectively. We call MPC model the run-
ning process of f(v1, ..., vn) [18]. Let Π denote a multiparty
protocol executed by n participants (P1,...,Pn) in order to
evaluate the function f and let v denote the set of inputs
(v1, ..., vn). We consider n as security parameter and we will
give security proof relying on the assumption: n > 2.

Notation 1. Let viewΠ
X (v,n)i denote the set of messages get

by the party Pi∈{1,...,n} during the execution X of Π on the
set of inputs v and security parameter n.

Notation 2. Let outΠX (v,n)i denote the output of the party
Pi∈{1,...,n} by the execution X of the protocol Π on the set
of inputs v and security parameter n. Let outΠX (v,n) denote
the global output of all collaborating parties from the same
execution of Π, where

outΠX(v, n) = ∪ni=1out
Π
X(v, n)i

In next section, we introduce a novel privacy-preserving
clustering protocol built on a secure multiparty additive
scheme. We will use these MPC notations later, to prove
the security of our proposal.

3. A novel efficient and privacy-preserving k-
means clustering

3.1. Privacy issue in k-means algorithm

In a horizontal distributed environment (see Definition1),
sites wanting to participate in a k-means clustering task
need to collaborate (see task 4, Algorithm 1) in order to
compute means of the clusters that may involve data objects
from different sites. Assume a cluster i includes n data
objects {d1, ..., dn} originating from m sites {P1, ..., Pm}.
To get the mean of the cluster i (which will be the novel
cluster center ci), participants need to evaluate the following
computation

ci =

m∑
j=1

(
∑

di∈Pj
di)

m∑
j=1

card(i, j)
(1)

where card(i, j) denotes the number of data objetcs orig-
inating from the participant Pj . This collaborative compu-
tation requires from participants to send their sum of data
objects (numerator) as well as their cardinalities (denomina-
tor) to each other, which may cause a privacy breach when it
comes to private data such as medical records. Thus, to pre-
serve privacy in a horizontal distributed k-means execution
we will present a privacy-preserving protocol that securely
assesses this mean computation (equation (1)) based on a
simple multiparty additive scheme.

3.2. sk-means: a privacy-preserving and efficient k-
means protocol for horizontally partitioned data

Throughout the litterature survey we present later in this
paper, only few works ave targeted horizontally partitioned

data. Contrary to precedent works [19] that aim to secure
the whole fraction (see equation 1), The main idea of our
scheme consists of splitting the calcution of each cluster
mean into two sum operations (numerator and denomina-
tor). Thus, we reduce the need for secure multiparty mean
computation to the need for secure multiparty sum. This
reduction will induce a high level of efficiency that copes
with big data properties. Let us assume m participants
{P1, ..., Pm} in a k-means clustering task, each of which
has ni(1≤i≤m) data objects. Let sum(i, j) denote the sum of
data objects involved in the cluster i and originating from Pj

and let card(i, j) denote the number of these data objects.
Using the secure mutiparty addition primitive named Π-sum
and detailed in section 3.3, we present sk-means, a secure
k-means protocol implemented in Algorithm 2.

Algorithm 2: sk-means, a privacy-preserving and ef-
ficient k-means protocol

Variables:
k: number of clusters
m: number of participants
i: the cluster index
sum(i, j): sum of data objects of Pj involved in
the cluster i
card(i, j): number of data objects of Pj involved in
the cluster i

1: Randomly select k cluster centers {c1, ...ck}.
2: repeat
3: Assign each data object to the closest cluster

center ci (Performed by each Pj locally).
4: for (i = 1; i ≤ k; i+ +) do
5: sum1 ← Π-sum (sum(i, 1), ..., sum(i,m))
6: sum2 ← Π-sum (card(i, 1), ..., card(i,m))
7: ci ← sum1

sum2 .
8: end for
9: Sharing the novel k cluster centers {c1, ...ck}.

10: until cluster centers do not change.

3.3. Π-sum: a privacy-preserving and efficient mul-
tiparty additive scheme

In what follows we present Π-sum, a privacy-preserving
and efficient multiparty sum protocol, which is free from
cryptographic operations. Π-sum is built on the secure sum
protocol proposed by Clifton et al. [13], working in the
same security model that we explore in the next section
and having less restrictions on data inputs in order to cope
with big data high variety. Assume m parties (P1,...,Pm)
having respectively (v1,...,vm) private values and wanting to
evaluate

v =

m∑
i=1

vi (2)

Assuming no collusion, Clifton’s secure sum [13] operates
by hiding v1 with a random number r chosen uniformely
from the range [0..n] by P1, then, sending (r + v1 mod n)



to P2, which adds v2 and sends the result to P3 and so
on until the end. The protocol could work only under the
assumption given in [13] that the value v is known to be
in the range [0..n]. This is a hard restriction for big data
stores that may involve uncontrollable values. Through Π-
sum that we present in Algorithm 3, we show that sending a
number r randomly chosen from R is sufficient for securing
this type of scheme and we prove its security in the next
section.

Algorithm 3: Π-sum (v1,...,vm), a privacy-preserving
and efficient multiparty addition

Input : vi: the private value of Pi, vi(1≤i≤m) ∈ Rn

m: the number of participant parties
Si: the secret of Pi

r: random variable ∈ Rn generated by P1

Output: v =
∑k

i=1 vi
Step 1 by P1

1: Generates a random r ∈ Rn

2: S1 ← r
3: P1 shares S1 with P2

Step 2 by ∪mi=2Pi

4: for i = 2 to m− 1 do
5: Si ← Si−1 + vi
6: Pi shares Si with Pi+1

7: end for
8: Pm shares Sm with P1

Step 3 by P1

9: S1 ← Sm + (v1 − r)
10: return S1 in broadcast.

4. Security analysis

In this section we prove the security of our scheme in a
given security model according to the real/ideal simulation
paradigm [14].

4.1. Adversarial model

In multiparty computation, there are two main types
of adversaries, namely, passive and active, according to
the allowed behaviours of their corrupted participants in
the computation [18]. In this work we give security proof
against passive adversaries.

4.1.1. Passive adversary. (Also called semi-honest) In this
model of adversary, corrupted parties follow the protocol
specifications but they are allowed to learn information
from the messages they receive during the execution of the
protocol.

4.1.2. Active adversary. (Also called malicious) For this
model, there are no suppositions on the behaviour of cor-
rupted parties and they are allowed to randomly deviate from
the protocol according to the adversary’s instructions.

4.2. Security model

In this subsection we introduce the real/ideal simlation
paradigm [14]. Let Π denote a mutipaty protocol executed
by m participants (P1,...,Pm) in order to evaluate a function
f . Let B denote the class of adversary that may corrupt
participants in Π such as B ∈ {active, passive}. Let R
and L denote respectively the real and the ideal executions
of Π on the set of inputs v and security parameter m.

During a real execution (R) we consider the presence of
an adversary denoted A that behaves according to the class
B while corrupting a set of participants Pi(1≤i≤m). At the
end of R, uncorrupted parties output whatever was specified
in Π and the corrupted Pi outputs any random functions of
their viewΠ

R(v,m)i.
During an ideal execution (L) we consider the presence

of a trusted incorruptible party denoted T , which receives
the set of inputs v from all participants in order to evaluate
the function f in the presence of an adversary denoted S.
We assume S corrupts the same Pi as the adversary A of
the correspondant real execution, and behaves according to
the same class B before sending inputs to T . By the end of
L, uncorrupted participants output what was received from
T and the corrupted Pi output any random functions of their
viewΠ

L (v,m)i.

Definition 4. Let Π and f be as above. We consider Π
a secure multiparty protocol if for any real adversary A
having a class B and attacks the protocol Π, there exists
an adversary S in the ideal execution having the same class
B and that can emulate any effect achieved by A. Let

d≡
denote the distribution equality. We formalize this security
definition as follows

{outΠR(v,m)} d≡ {outΠL(v,m)} (3)

4.3. Real/ideal proof

In what follows we give simulations for real and ideal
execution to prove the security of Π-sum prtocol. Then, we
deduce the security of sk-means protocol.

4.3.1. Π-sum security proof.

Theorem 1. Assume m (m > 2) participants (P1,...,Pm)
having respectively (v1,...,vm) private values and assuming
no collusion. Then, Π-sum (v1,...,vm) is a secure MPC
protocol in the presesence of a passive adversary.

Proof. We consider restricting the adversarial class (B) to
passive adversary and that is allowed to corrupt one partic-
ipant at a time since no collusion is assumed. Let A, S and
T be as above. Let Π denote Π-sum protocol and v denote
the set of inputs (v1,...,vm) where vi(1≤i≤m) ∈ Rn. In this
adversarial model (passive) the simulation is trivial, since
any corrupted Pi(1≤i≤m) is assumed following Π.

Assume A corrupts a Pi(1≤i≤m), then, S will just handle
Pi’s input and sends it to T , thereby, completing the simu-
lation. By the end, T performs the sum computation of all



received inputs and sends back the result to each participant.
The security proof of this simulation relies on four different
cases as follows

• Case 1: P1 is corrupted. In this case the views of
P1 are described as follows

viewΠ
R(v,m)1 = {r, v1, v, S1, Sm} (4)

viewΠ
L (v,m)1 = {r, v1, v} (5)

Since we defined the security parameter m > 2, we
have according to Π (Algorithm 3)

Sm = Sm−1 + vm (6)

So, Sm will not reveal any information for P1 since
it involves at least two unknowns (Sm−1 and vm).
Likewise, S1 will not involve additional information
than the random value r. Then, we can reduce (4)
as follows

viewΠ
R(v,m)1 = {r, v1, v} (7)

Thus, according to (5) and (7), we can deduce

{outΠR(v,m)} d≡ {outΠL(v,m)} (8)

• Case 2: P2 is corrupted. In this case the views of
P2 are described as follows

viewΠ
R(v,m)2 = {v2, v, S1, S2} (9)

viewΠ
L (v,m)2 = {v2, v} (10)

As S1 involves the random value r, then

v = Sm − S1 + v1 (11)

But, since we define the security parameter m > 2,
S1 will be useless for P2 to disclose v1 because
(11) will involve at least two unknowns (Sm/∈{1,2}
and v1). Consequently, S2 will not involve additional
information for P2. Then, we can reduce (9) as
follows

viewΠ
R(v,m)2 = {v2, v} (12)

Thus according to (10) and (12) we can deduce the
same (8).

• Case 3: Pm is corrupted. Then, we describe the
views of Pm as follows

viewΠ
R(v,m)m = {vm, v, Sm, Sm−1} (13)

viewΠ
L (v,m)m = {vm, v} (14)

But since we defined security parameter m > 2,
Sm−1 will be other than S1, then v = Sm − S1 +
v1 will not reveal any information for Sm since S1

and v1 are two unknowns. Consequently, Sm as well
as Sm−1 will not include additional information for
Pm. Thus, we can reduce (13) from Sm and Sm−1,
then, we deduce the same (8).

• Case 4: Pi(2<i<m) is corrupted. In this case the
views of Pi are described as follows

viewΠ
R(v,m)i = {vi, v, Si, Si−1} (15)

viewΠ
L (v,m)i = {vi, v} (16)

With the same reasoning logic as case 3, we can
reduce (15) from Si and Si−1 in ordr to deduce the
same (8).

Throughout these possible corruption cases, we have proved
that any information that can be output (learned) by a cor-
rupted participant Pi(1≤i≤m) in a real execution of Π-sum
can also be output (learned) in ideal execution according to
the passive adversarial model.

Note 1. Notice that we have not considered outputs of
uncorrupted parties during the security proof of the difer-
ent cases, because they are never affected in the passive
adversarial model.

4.3.2. sk-means security proof.

Corollary 1. Assume m (m > 2) participants (P1,...,Pm)
in a multiparty clustering task and assuming no collusion.
Then, running sk-means is a secure MPC in the presence of
a passive adversary.

Proof. As the call to Π-sum is the only multiparty task
within sk-means (see Algorithm 2), we can deduce the se-
curity of sk-means relying on Theorem 1 proved above.

5. Performance evaluation

In this section we will demonstrate the efficiency of our
propsed sk-means protocol thus, its suitability for big data
mining.

5.1. Simulation model and scenarios

In order to prove the efficiency of the sk-means proto-
col (Algorithm 2) based on Π-sum (Algorithm 3) we will
evaluate the impact of big data volume (number of data
objects) and big data variety (size and source of data objects)
on sk-means running time and we compare it to the most
recent secret sharing-based protocol for horizontally data
distribution proposed by Patel et al. [11]. We have avoided
to test protocols based on oblivious transfer and homomor-
phic encryption because of their inadequacy for big data
analytics as was reported by different works [11], [12]. For
experimental purpose and without loss of generality, we will
simulate the computation of only one cluster mean rather
than simulating the hole sk-means clustering process.

We assume a cluster i involves m data objects (d1,...,dm)
each of which has the size of n attributes and originating
all from s participant sites. For simplicity reason we assume
each site has m

s data entities involved in the cluster i. We
perform three experiments, namely, E1, E2 and E3 in order
to evaluate respectively the impact of: a) the number of data
objects (m), b) the number of collaborative sites (s) and



(a) Number of data objects(m) (b) Number of collaborative sites (S) (c) Size (dimension) of data objects (n)

Figure 2. Impact of (m), (S) and (n) parameters on the running time of sk-means protocol compared to the native k-means execution

Figure 3. Running time percentage with respect to the native k-means

c) the size of data objects (n) on running time. In figure
2 we plot results of E1, E2 and E3 besides the running
time of a native k-means clustering process (without any
security measurments) as a reference time. We plot results
of comparison with the protocol proposed by Patel [11] in
figure 4 and we give more detailed results in table 1 and
table 2.

Regarding the evaluation environment, we make each
experiment on the same data sets through a simulator built
in Python and executed in an Intel i5-2557M CPU running
at 1.70 GHz and having a 4 GB of RAM. We stress that
despite the low communication cost of our proposal, we are
not considering communication costs in comparison.

5.2. Results and discussion

5.2.1. Results of E1. In E1 we attempted to test the impact
of big data volume on running time of sk-means compared to
the standard k-means. For this, we fixed s and n parameters
to 10 and 20 respectively and we vary the number of
data entities (m) in the range [100,10000]. Results that
are shown in table 1 and illustrated in figure 2a reveal
the efficiency of sk-means with an almost constant distance
from k-means running time. The overhead rate induced by

Table 1.

EXPERIMENTAL EVALUATION RESULTS

Data entities number (m) 100 1000 5000 10000
with s=10 and n=20
k-means running time (second) 0.0016 0.017 0.081 0.157

sk-means running time (second) 0.0017 0.018 0.082 0.159

Ratio 1.06 1.06 1.01 1.01

Number of sites (S) 20 150 200 250
with m=10000 and n=20
k-means running time (second) 0.17 0.17 0.17 0.17

sk-means running time (second) 0.170 0.173 0.177 0.177

Ratio 1 1.01 1.04 1.04

Dimension of data entities (n) 50 100 500 5000
with s= 10 and m=1000
k-means running time (second) 0.016 0.017 0.018 0.026

sk-means running time (second) 0.017 0.018 0.019 0.028

Ratio 1.06 1.06 1.06 1.07

Table 2.

RUNNING TIME PERCENTAGE INCREASE WITH RESPECT TO K-MEANS

Data size (Kb) 2 25 82

S Patel [11] computation overhead (%) 77.26 226.23 229.05

sk-means computation overhead (%) 6.25 6.25 6.25

sk-means remains stable in the neiberhood of (1.0x) × (k-
means running time).

5.2.2. Results of E2. Through E2 we have evaluated the
impact of big data variety in data sources on running time
of k-means and sk-means. To do this, we varied the number
of participant sites (s) in the range [20,600] and we fixed
m and n to 10000 and 20 respectively. Results that are
presented in table 1 and illustrated in figure 2b reveal the
efficiency of sk-means with an almost constant distance from
k-means. Augmenting s has no effect on sk-means running
time because in the Π-sum protocol, random number (r) is
generated once only by the participant P1. The augmenta-
tion in sk-means running time observed is due to running



environment and it is not significant, hence, the overhead
rate induced by sk-means is still stable in the neiberhood of
(1.0x) × (k-means running time).

5.2.3. Results of E3. In E3 we aimed to evaluate the impact
of big data variety in objects’ size. We fixed m and s to
1000 and 10 respectiveley and we have varied the size of
data objects (n) in the range [50,10000]. Results shown in
table 1 and illustrated in figure 2c are showing the efficiency
of sk-means with a stable and not significant computation
overhead compared to the native k-means.

5.2.4. sk-means vs. Patel et al. [11]. We have compared
sk-means running time to the recent privacy-preserving k-
means protocol proposed by Patel et al. [11]. We took data
sets of the same size that considered in the evaluation pre-
sented in [11] under the assumption that each data attribute
is coded in one byte, i.e. each data object requires n bytes.
We make comparaison of the computation overhead rate
of the two protocols with respect to the native k-means
protocol. We note that we have taken evaluation performance
of the protocol [11] when executed under the passive adver-
sarial model as reported by Patel et al. [20]. Results that
are shown in table 2 and illustrated in figure 4 reveal the
high level of efficiency provided by sk-means. We observe
that for small data objects, sk-means protocol outperforms
[11] by a magnitude of (12×), this outperformance increases
with the increase of the size of data objects until reaching
(36×). We note that the stable rate of sk-means overhead is
due to its independance from the size of data objects, which
has been proved through E2.

6. Related works

Privacy preserving data mining methods had been sur-
veyed in different works, we cite as examples Verykos et
al. [21], Vaidya et al. [22], Aggrawal et al. [23] and a more
recent one given by Meskine et al. [24]. In this state-of-the
art section, we make focus on the privacy protection in the
data clustering task performed across k-means algorithm in
a distributed environment.

From a literature survey we observe that all proposed
works could be classified according to their privacy level
into two categories: those proposing a partial privacy pro-
tection and others achieving a complete privacy protection.

The first category proceeds by introducing a noise to the
shared data [7], then, clusters the noisy data with a minimum
error rate. Works of Bunn et al. [8] and Oliveira et al. [9]
present some contributions that fall in this category. Even
these methods do not induce computation overhead, they are
compromising privacy with the trustworthiness of the result.
Such a compromise is unacceptable for applications where
a complete accuracy or a complete privacy are critical.

The second category attain a complete privacy using
three main tools that consist of: oblivious transfer proto-
cols [10], homomorphic cryptosystems and secure sharing
schemes. The two first techniques have been largely imple-
mented because of the high level of security they provide.

Vaidya et al. [25] gave the first common cited work in
which they attempted to secure vertical data distributions.
For this, they implemented the secure permutation of Du
et al. [26], the Yao’s evaluation circuit [27], besides some
homomorphic encryption schemes. This pile of primitives
resulted in a high computation cost and reduced the scal-
ability of this method for big data sets. Jha et al. [28]
proposed two protocols for vertically partitioned data based
on oblivious polynomial evaluation [10] and homomorphic
encryption schemes. Each of these techniques has a high
communication and computation cost when executed on
large datasets [11], [24], in addition, they operate only on
two parties and can not be extended for multiple partici-
pants. Contrary to precedent works, Jaganhatan et al. [29]
targeted mixed partitioned data by using the Yao’s circuit
and the secure scalar product [30]. Because they used these
security subroutines expensively [24] their method seems to
be impractical for big data sets. Bunn et al. [8] proposed
a more efficient protocol for mixed data distributions. Yet,
they implement some time expensive operations such as
the Paillier cryptosystems [31]. Samet et al. [19] proposed
two protocols for both vertically and horizontally data dis-
tributions. They implement a secure multi-party addition
primitive and present an application example for two or
more parties. Nonetheless, we can simply demonstrate that
any multiparty addition scheme is unsecure for two-party
execution because of the bijective property of the addition
(a participant secret can be got from the result by subtracting
the local value).

Furthermore, few solutions have been proposed based on
secure sharing paradigm. Doganay et al. [32], Upmanyu et
al. [33] and Jinwala et al. [34] are almost the only works that
belong to this category. They proposed different protocols
based on some secure sharing schemes in order to preserve
privacy under a semi-honest model of adversaries. Recently,
Patel et al. [11] proposed a privacy protection that resists to
malicious adversaries based on the shamir’s secret sharing
scheme [35].

By summarizing we can deduce the lack of techniques
that can provide a complete privacy while remaining effi-
cient to cope with big data properties. It has been proved
[11], [12] that encryption-based techniques are not suitable
for big data sets while the secret sharing schemes are more
promising for mining large datasets because of their low and
efficient computation and communication costs [11].

In this paper we presented a simple, efficient and
privacy-preserving k-means protocol based on a multiparty
additive scheme. We targeted horizontally partitioned data
under the passive adversarial model and we tackle the
problem of big data high requirements in an efficient way.

7. Conclusion

In this paper we proposed sk-means: a novel efficient and
privacy-preserving protocol for k-means clustering founded
heaviliy on a secure and simple multiparty additive protocol
named Π-sum. Through different evaluations we proved the
security of sk-means and Π-sum as well as their simplicity



and efficiency compared to other propositions. These prelim-
inary results demonstrate that our solution suites better to
big data properties and scales to large data sets as shown in
experimental tests where we demonstrate that performance
(computation overheades) of our solution is independent
from data entity sizes and the induced computation over-
head does not exceed the ratio of (1.0x) of the native k-
means, yet providing privacy-preserving of cluster centers
computation.
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