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aUniversité de Technologie de Compiègne, Heudiasyc UMR CNRS 7253, 60205 Compiègne, France
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Abstract

Human context recognition (HCR) from on-body sensor networks is an important and challenging task
for many healthcare applications because it offers continuous monitoring capability of both personal and
environmental parameters. However, these systems still face a major energy issue that prevent their wide
adoption. Indeed, in healthcare applications, sensors are used to capture data during daily life or extended
stays in hospital. Thus, continuous sampling and communication tasks quickly deplete sensors’ battery
reserves, and frequent battery replacement are not convenient. Therefore, there is a need to develop energy-
efficient solutions for long-term monitoring applications in order to foster the acceptance of these technologies
by the patients. In this paper, we survey existing energy-efficient approaches designed for HCR based on
wearable sensor networks. We propose a new classification of the energy-efficient mechanisms for health-
related human context recognition applications and we review the related works in details. Moreover, we
provide a qualitative comparison of these solutions in terms of energy-consumption, recognition accuracy
and latency. Finally, we discuss open research issue and give directions for future works.

Keywords: State-of-the-art, Energy efficient wearable sensor networks, Human context recognition

1. Introduction

The aging of the population is a chief concern of many countries since longer life expectancy and declining
fertility rates are increasing the proportion of the elderlies worldwide. It is expected that approximately 20%
of the world population will be age 60 or older by 2050 [1]. This situation poses new challenges to existing
healthcare systems, such as an increase in age-related diseases, dependency, and shortage of caregivers. It
is hoped that technology will help in addressing these challenges, for instance by helping elderly people to
live more independent lives and thus reducing the burden of caregivers.

It is against this background that the recognition of human context has received a significant attention
in the medical field, because it is a task of interest for many applications, including assisted living of
elderlies, physical assessment, and supervision of patient with chronic diseases such as diabetes, obesity,
cognitive disorder or arrhythmia [2]. In a typical scenario, wearable sensors like accelerometers or ECG are
attached to the patient to measure biomechanical, physiological and environmental data [3]. These data
are further analyzed to provide a feedback to caregivers who can assess the efficiency of a new treatment,
adjust medication, better study a disease or supervise a patient behavior [4]. In practice, such systems
face a major challenge that limit their widespread adoption: the significant energy consumption of battery-
operated devices for continuous sensing and communications. Indeed, radio transmissions, data processing
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and sensing tasks actively stress the nodes reserves, whereas they are expected to operate during the course
of the day without maintenance.

To tackle this problem, many solutions have been proposed to save energy in context recognition appli-
cations. Among them we can cite sensor set selection [5], deactivation of power-hungry sensors [6], adaptive
sampling rate [7], communications reduction [8]. All these solutions leverage energy consumption for latency
and recognition accuracy. This is because health-related HCR applications have specific requirements, and
energy-efficiency is usually understood to mean a satisfactory trade-off between three optimization criteria:
low energy consumption, high recognition accuracy and low latency. Although numerous methods have been
proposed to address the energy problem of HCR based on body sensors, there does not exist a comprehen-
sive survey on the techniques available in the literature. In this paper, we survey the state-of-the-art of
energy-efficient HCR solutions making use of wearable sensors. Our aim is to provide designers of HCR
systems with a survey that offers a holistic view of energy-saving solutions while taking into consideration
the specific requirements of healthcare applications.

This survey is organized as follows. In the next section, we introduce health-related human context
recognition applications using wearable sensors. Then, in Section 3, we discuss the general components of
context recognition systems and their main requirements. Afterwards, in section 4, we introduce our classifi-
cation of the existing energy-efficient mechanisms developed for HCR applications. From Section 5 to 8, we
present solutions related to respectively power-on time reduction, communication reduction, computation
reduction, and battery charging. Subsequently, in Section 9, we provide a qualitative comparison of the
reviewed solutions, and in Section 10 we identify open research issues.

2. Human context recognition

In this section, we briefly introduce human context recognition (HCR) applications making use of wear-
able sensor networks.

2.1. Applications

A human context recognition system using wearable sensors exploits sensors signals that allow monitoring
a user and its environment in order to infer ongoing tasks and living conditions. Human context recognition
encompasses both personal context recognition (e.g activity, health status, emotion) and environmental
context recognition (e.g. location, dust-level, social interaction), as described in Table 1. The comprehension
of the personal and environmental contexts is of great importance to improve the patient follow up for medical
and wellbeing applications.

Human context Context type Sensor type
Personal context activity, emotion, health status accelerometers, gyroscope, blood

pressure, ECG, EMG, tempera-
ture

Environmental context location, place, noise-level, pol-
lution, social interaction

GPS, WiFi traces, CO2 sensor,
luminosity, microphone, Blue-
tooth scans

Table 1: Human context recognition.

In a typical scenario, patients wear sensors that supervise their vital parameters in order to identify
emergency situations and allow caregivers to respond effectively. This kind of application includes remote
vital sign monitoring [9], and sudden fall or epilepsy seizure detection [10]. Moreover, body sensors can be
used to gather clinically relevant information for rehabilitation supervision, elderly monitoring [11] or to
provide support to a person with cognitive disorder [12]. For example, in [12], Lin et al. use a GPS-enabled
wearable device to detect potential disorientation behaviors of cognitively-impaired elders. Zhan et al. [11]
infer activities of daily living using accelerometer and video data embedded in conventional reading glasses
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in order to remotely supervise elder and disabled patients. Another type of health-related system aims to
use human context information to promote a more active and healthy lifestyle. For example, the BeWell+
application monitors user’s everyday activities using the accelerometer and microphone sensors on phone
[13]. It computes and displays wellbeing scores (sleep score, physical activity score and social interaction
score) in order to encourage healthy behaviors. In [3], the authors designed a system to promote physical
activity among elderlies: the platform uses wearable sensors to provide a real-time feedback to the user
regarding his movement. It is worth mentioning that human context recognition can be of great interest in
other domains of application such as gaming, industry and social interaction. For instance, Lee et al. [14]
propose SocioPhone, a mobile platform for face-to-face interaction monitoring.

However, health-related applications have specific requirements in terms of energy-consumption, latency
and recognition accuracy. These specifications justify the fact that dedicated energy-efficient solutions have
been developed in the literature, although they may be transferable to other applications.

2.2. History

Early researches in context recognition were conducted using vision-based systems [15], but these sys-
tems were found expensive, intrusive and limited to well-equipped laboratories because of their cost and
complexity. With the development of hardware technologies, sensing devices - lightweight enough to be worn
- were developed. They provided a low-cost and effective alternative for human context recognition [16]. As
a consequence, the first studies on human context recognition using wearable sensors emerged around the
1990s. They mostly relied on inertial sensors such as accelerometers and gyroscopes, and focused on recog-
nizing a special subset of everyday activities (e.g. ambulation, walking, sitting, typing) [17]. At that time,
a portable data logger was used to gather the data from body mounted sensors. Although these research
prototypes were still bulky and did not propose real time feedback, they offered promising perspectives for
ubiquitous and personal applications.

In early 2000s, medical sensors have incorporated wireless connections, such as Bluetooth and ZigBee,
to communicate wirelessly to nearby computers, personal digital assistants, or mobile phones. Meanwhile,
advances in miniaturization permitted sensors to be embedded within wrist band, belts, bracelets, rings
[18]. Since then, mobile and real-time systems incorporating multi-modal sensors that could be used to
recognize physical activities, social interactions or location have emerged [19]. Still, these applications were
constrained by the sensors resources limitations. On the one hand, low memory and computation capabilities
of sensors required the designer to develop and/or use low-resource-demanding algorithms in order to take
into consideration these specific new constraints. On the other hand, the sensors’ energy consumption
became a key challenge for the successful development of pervasive systems which necessitate to be worn
during an extended period of time for in-wild experiments and long-term monitoring applications.

2.3. Sensors

The most commonly types of sensors used for personal context recognition are probably accelerometers,
because they are small, cheap and unobtrusive. Other types of sensors used for health-related data collection
include pressure sensors, body temperature sensors, electromyography, oximetry sensors, and electrocardio-
graphs. More kinds of sensors have been employed to improve the context-awareness of the application. For
example, GPS or WiFI traces are used to determine the user localization [20], microphone records and Blue-
tooth traces are analyzed to detect ongoing interaction [21], CO2 and dust sensors are employed to estimate
the pollution level [22]. With the advances in miniaturization, increasingly pervasive sensing devices have
been developed: sensors are now integrated into clothes, smart glasses and wearable rings [11, 18, 23]. A step
further, some applications now instrument objects in the user’s environment with RFID tags, and use data
from a wearable RFID reader to infer household activities (such as making coffee, doing laundry, washing
dishes) [8]. However, the use of RFID tags restricts these approaches to closed instrumented environments.

Depending on the application objective, a recognition system can use the same type of sensors at multiple
body locations or combine complementary sensors that can help in recognizing personal and environmental
contexts, e.g motion and audio, motion and location [24, 20]. Traditionally, information sources were
deployed for a specific goal, but new applications try to dynamically adapt to available sensor data [25].
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Figure 1: The main stages of human context recognition systems.

Indeed, the available source of information now varies depending on the user co-location with other body
area networks [26], and on the user location when there exist space-embedded sensors [27].

2.4. Context information

Having the viewpoint of human context sensing provides a great deal of advantages. First, the recognition
of human environment helps to efficiently monitor the current human activity, and vice versa. For instance,
in [8], Wang et al. employ location information to infer household activities. Nath propose ACE [28], a
system that can learn associative rules between contexts such as ’if the user is not walking and is not driving,
he/she is indoor’. In CenceMe [29], Miluzzo et al. show that activity classification accuracy varies when
the phone is carried in the pocket or in the hand. This is why the system uses phone sensing context to
drive the classification model by switching in the right technique to enhance the application performances.
Moreover, the result of a context recognition application can be used a clue to reduce the energy consumption
of the recognition system itself. For example, a human activity recognition system can reduce its energy
consumption when the user is not moving or performs activities with low intensity [7, 30]. A place detection
application can monitor the user mobility and location in order to take advantage of the existence of external
devices in the environment to save energy [24, 27]. Finally, personal context recognition can improve the
energy efficiency of an ambient context recognition system, while the environment recognition can certainly
enhance the energy-efficiency of personal context recognition application. For example, in SensLoc [20], when
the movement detector detects that the user is stationary, it switches off the path recognition application.
Inversely, one can imagine that if a location recognition system detects that the user is at home, a vision-
based system in charge of monitoring the user’s personal context may be activated, thus relieving the
wearable sensors.

3. General framework and requirements

In this section, we first describe the general structure of any human context recognition system, and we
propose a generic architecture able to support such applications. Then, we present the main requirements
of HCR applications.

3.1. General framework

General models for context recognition systems are given by Bulling et al. [31], Hoseini-Tabatabaei et
al. [19], and Lara and Labrador [2]. The main stages for human context recognition include sensing, signal
processing and data analysis, as illustrated in Figure 1. More specifically, sensing corresponds to the data
acquisition at sensor nodes which produces raw data. Then, the data stream can be preprocessed to filter
out signal variability. At the splitting stage, the processed data are split into time windows that are likely
to contain an information. Afterwards, features extraction is applied to each window in order to obtain
relevant characteristics of the signal, e.g. standard deviation, average, discrete Fast Fourier Transform
(FFT) coefficients. During the training phase, the extracted features and corresponding ground truth labels
are used as input to train a classifier model. During the testing phase, the extracted features and the trained
model are used to identify the ongoing activity or current environment. Finally, depending on the recognized
context, the application can provide the user with a feedback (e.g display a wellbeing score, raise an alarm).
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Figure 2: A generic human context recognition architecture.

To support this context recognition chain, a typical HCR architecture relies on the following devices:
body sensors and possibly ambient sensors, a base station and possibly a remote server. This generic ar-
chitecture for HCR is shown in Figure 2. In the first place, wearable sensors worn on the body measure
attributes of interest such as ECG, motion or temperature. Ambient sensors (e.g. microphone and tagged
objects) may also be used to improve the context-awareness of the application. The sensors communicate
with a base station, which can be a laptop or a mobile phone, and whose main role is to run the healthcare
monitoring application. In order to do that, the base station can communicate with a remote server on which
the collected data are stored. Data acquisition is performed at the sensors, and at the base station when
it has integrated sensors as is often the case of today’s mobile phone. The other tasks (signal processing
and data analysis) can be conducted on any devices depending on the architecture. The different devices
(sensors / base station / server) have various computing, memory and energy capabilities.

From the generic architecture presented in Figure 2, we identify different scenarios in Table 2. Indeed,
depending on where the context recognition tasks are executed, the energy/performance profile of the body
sensor network varies. For example, in scenario 1, the sensors have the possibility to directly store the raw
data, leaving all the processing for later. The drawbacks of this method is that it prevents real-time feedback
to the patient and it requires a lot of memory, even if to save space, the sensor can store extracted features.
Another solution, in scenario 2, consists in sending the raw data to the base station, but it results in a huge
amount of energy consumption due to transmissions. In the meantime, using a more powerful base station
allows to have access to more complex algorithms and models. Furthermore, in scenario 3, the sensor can
send only the extracted features or the compressed signal, which decreases communication cost but increases
the computation load. Indeed, computations that run on a mobile device can also consume a considerable
amount of energy: Milluzzo et al. [29] noticed that sampling the phone’s microphone and running a discrete
Fourier transform on the sound sample uses more power than sampling the accelerometer and classifying
the accelerometer data. In scenario 4, the entire context recognition process is performed on the sensor.
From the energy point of view it may be optimal, but sensor scarce resources limit the implementation
to lightweight algorithms. Actually, some classification algorithms are very expensive in terms of memory
and computation requirements, which makes them not suitable for sensor platforms [2]. Therefore, there
exist a trade-off between the accuracy that can be achieved through local computation and the additional
power required for transferring the data. Besides energy consideration, when the context recognition is
conducted on sensors, it could prevent designers from using these sensors as sources of information in
opportunistic applications since the results will be application- or user-centric. In scenario 5, we present
a more complex hierarchical architecture, where the sensor calculates extracted features and sends them
towards the user’s mobile phone. Using these samples, the phone performs personal context recognition
(e.g activity recognition), and sends the recognized activity, as well as its own raw data obtained from an
integrated microphone, to a remote server, which performs the social context recognition.

Inferring the context locally has been emphasized to provide a number of advantages [29]. It presents
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Scenario Architecture Advantages Disadvantages

1
• no energy consumption for

transmission and process-
ing

• memory needs

• no real-time feedback

2

• no computation at sensor

• access to more complex al-
gorithms

• increase energy consump-
tion for transmission

• increase energy consump-
tion at the mobile phone

3 • reduce energy for trans-
mission at sensor

• lightweight pre-processing
algorithms at sensor

4

• reduce energy for trans-
missions

• increase privacy

• increase resilience to wire-
less dropouts

• increase energy for compu-
tation at sensor

• not for opportunistic
applications since re-
sults are application- or
user-centric

5

• possibility to merge differ-
ent sources of information

• opportunities for resources
sharing

• allow complex processing

• need for security

• trade-off between local and
remote computing must be
carefully studied

• dependent on network ac-
cess

Table 2: Possible architectures for context recognition.

resilience to cellular or WiFi dropouts and minimizes the data transmitted to the backend server, which in
turn improves the system communication load efficiency. It also protects user privacy and the data integrity
by keeping the raw data on the mobile device. However, the complexity of the applications is limited by
the available local computing and storage resources. Uploading data to a mobile phone or a backend server
provides better opportunities for the exploitation of aggregate data from a large number of users, while
allowing for the realization of more complex applications. However, it demands more serious considerations
of privacy, and requires a careful study of the additional delay and power consumption needed for the remote
context delivery. As we can see, context recognition architectures often leverage energy consumption for
accuracy and latency performances, and vice versa.

Finally, when considering multiple sensors communicating with a mobile phone, two alternative ap-
proaches are generally envisioned: pull and push models. In push approaches, the sensors simply continu-
ously transmit their samples (or extracted features) to the smartphone [32]. On the one hand, this technique
increases the accuracy by maximizing the amount of acquired data. On the the other hand, continuous trans-
mission of high data rate streams can often impose impractical traffic loads on existing wireless technologies
likely to be used between the sensors and the mobile gateway (e.g. ZigBee, Bluetooth). Although sensors
can take decision on whether to transmit or not the data based on internal processing, such as accelerom-
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eter classification, the data acquisition process is generally decoupled from the actual context recognition.
Inversely, in pull services, the mobile phone acts as a coordinator, and carefully chooses the order and the
numbers of data items to request from each individual sensor [4, 33]. These solutions spare bandwidth
and allow implementing more fine-grained optimization since the device retrieve information from sensors
depending on the application needs. In the same time, the latency will certainly be increased.

3.2. Requirements

Health-related application making use of wearable sensors have specific requirements, and designers of
energy-efficient user context recognition systems face challenges associated with the trade-off between high
recognition accuracy, low latency and low power consumption.

The energy consumption is decisive in order to ensure long term monitoring of the patients and
to foster the acceptance of these technologies by the patients. Generally, most of the energy drainage is
due to the communications, followed by the sensing and computation tasks. When considering the general
architecture depicted in Figure 2, it is important to notice that both the sensors and the base station
may be energy constrained which currently dramatically limit the use of context monitoring applications.
Traditionally, powerful laptop were used as base station, but for mobility consideration most of the works now
consider mobile phone as base station. Although phones are more powerful devices compared to wearable
sensors, the truth is that they also face energy consumption problems [34]. Thus, we will consider studies
that are interested in either the energy consumption of the sensors or the base station (e.g. mobile phone).
Note that few approaches aim to tackle the energy problem of both devices [6, 26].

The latency corresponds to the system reactivity, that is the time that elapsed between the beginning
of an activity and its detection by the system. It includes the time required to acquire, process and analyze
the data. The latency is crucial for some critical applications such as epilepsy seizure detection and sudden
fall detection. In this case, low detection latency is the chief concern so that less attention may be paid to
the node battery charge.

The recognition accuracy characterizes how well the system detects and identifies current contexts
from sensor data. This usually requires that the recognized context be compared to ground truth labels
representing the actual environment and activity being performed. Besides correct classification, context
recognition systems can miss, confuse or falsely detect events that did not occur [31]. Therefore, the
recognition accuracy is defined as the number of correct predictions over the total number of predictions
[6, 8]. There exist several other metrics to evaluate the performances of a recognition system, such as
precision, recall or F-Measure [35] but most of the reviewed architectures consider the accuracy.

We used the data of SociableSense [24] to represent in Figure 3 the latency and accuracy achieved by this
architecture in function of the energy consumption. This behavior illustrates the traditional energy-latency-
accuracy trade-off faced by context recognition applications. As we can see, when the energy decreases,
the latency increases and the classification accuracy degrades. This is because energy-efficient mechanisms
spare resources to increase the devices lifetime.

150 200 250 300
0

10

20

30

40

50

60

70

80

Energy consumption (Joules)

% missed events

Latency (seconds)

Figure 3: The energy-latency-accuracy trade-off of an activity recognition application [24].
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Cardiac monitoring application

Figure 4: Energy consumption profile of different devices.

4. Classification of energy-efficient mechanisms

Energy conservation in wireless sensor networks (WSN) in general, and in wearable computing in partic-
ular has attracted many research works that have already been surveyed. For WSN, in [36], Anastasi et al.
present a valuable taxonomy of energy-conservation schemes focusing on duty cycling and data-reduction
approaches. There also exist surveys that concentrate on only one energy-efficient mechanism (like energy-
efficient routing protocols or data aggregation techniques [37, 38]) since every category of solution often
represents a whole research area in itself. Regarding wearable computing, Lane et al. [39] review many
challenges related to mobile phone sensing, and Hoseini-Tabatabaei et al. [19] study smartphone-based user
context recognition, but they do not focus on energy-efficiency. Our survey is different since we focus on
energy-efficient solutions in the sense that they trade-off energy consumption for latency and accuracy. This
is a central characteristic of human context recognition systems since they require low data delivery delay,
high accuracy and long-term monitoring capacities. Moreover, we decided to concentrate on recent stud-
ies to provide the reader with up-to-date references. Before discussing our classification of energy-efficient
mechanisms developed for human context recognition applications, we highlight the main sources of energy
consumption in sensor nodes and energy-constrained base station.

We represent the energy consumption profile of different devices, including sensors and mobile phones
in figures 4a to 4e. As can be seen, the main draining tasks are sensing, communication and computation
operations. Indeed, we can observe in figures 4b and 4c that the sensing task due to power-hungry sensors
such as gyroscope can consume a large amount of energy, dominating radio transmissions. This is why
some solutions seek to minimize the wakeup time of sensor nodes. The communications also represent
a high source of energy expenditure in mobile phones and sensor nodes. For example, in Figure 4a the
Wi-Fi communications consume six times as much energy as the sensing task on accelerometer. Similarly,
in Figure 4e the continuous transmission of raw data drains twelve times as much energy as sampling the
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accelerometer. Therefore, many existing solutions aim to reduce the amount of exchanged data between
devices. Finally, we can observe that it is worthy to reduce the computation load, especially on mobile
phones since the CPU energy consumption at high frequency can represent a non-negligible fraction of the
energy consumption as illustrated in Figure 4d. Regarding sensor nodes, it has been observed in [4] that
computing certain feature on sensor node is relatively inexpensive since the additional CPU energy cost can
be compensated by the reduction of packet transmissions. However, it does not make sense to compute more
computationally-demanding feature. For example, it appears in Figure 4c that the computation cost of a
Fourier transform is of the same order of magnitude as the cost of transmitting raw data. In addition to
these considerations, battery charging techniques scavenge energy from the environment or human activities,
such as lower-limb motion or body heat, which have great potential to become sustainable power sources
for wearable sensors.

Based on these observations, our proposed classification of energy-efficient mechanisms for HCR systems
is summarized in Figure 5. We have distinguished four main categories of energy-efficient solutions, namely,
power-on time reduction, communication reduction, computation reduction and battery charging. In the next
sections, we survey these different approaches. For each technique, we provide a description of its principle,
followed by a review of related solutions.

5. Power-on time reduction

In this section, we survey power-on time reduction schemes whose aim is to adapt the sensor operations
in order to save energy by switching the nodes to the sleep mode. The radio, CPU and sensing unit are all
turned off to reduce the energy spent for communication, computation and data acquisition.

5.1. Sensor set selection

The objective of sensor set selection techniques is to achieve a good trade-off between the number of
sensors activated and the classification accuracy. Indeed, the usage of many sensors may increase the recog-
nition accuracy at the expense of additional energy consumption at the node level. Therefore, sensor set
selection activate a subset of nodes depending on their contribution to keep a desired classification accu-
racy. Sensor set selection can be static [5] or dynamic [49]: the static approach makes the selection prior to
deployment; the dynamic solution performs the selection at runtime, depending on some parameters such
as the nodes residual energy, the required accuracy or the user activity.

Zappi et al. [49] developed a dynamic sensor selection scheme that selects a new cluster of sensors each
time a sensor runs out of energy or fail. The cluster must be able to achieve a minimum desired classification
accuracy and is such that even if a node fails, the other active sensors are still able to maintain the given
accuracy. Noshadi et al. [5] consider the problem of selecting a subset of sensors, called predictors, so that it
is still possible to infer the data of the not-selected sensors through prediction. These two selection schemes
assume sensor redundancy (e.g Noshadi et al. consider up to 19 sensors attached to the arms of a user,
Zappi et al. applied their method to a plantar pressure system with 99 sensors), but in body sensor network
this assumption may not be practicable for sake of wearability. In SeeMon [52], Kang et al. dynamically
select a small subset of sensors, called Essential Sensor Set (ESS), sufficient to answer the registered queries.
Gao et al. [50] consider multi-modal sensing network for activity recognition and propose a framework
that selects in real-time a subset of sensors to reduce energy consumption due to data transmission. They
use convex optimization to minimize the number of active nodes while guaranteeing that the probability of
misclassification using this subset is under a given threshold. Gordon et al. [51] use prediction to identify the
future activities which are likely to occur and adapt the sensor subset accordingly. In a training phase, they
first evaluate the dependency of each activity on the sensors, where the degree of dependency is the loss in
accuracy compared to the usage of every sensor. At runtime phase, based on the classification history, future
activities which are likely to occur are predicted. Then, only a subset of sensors is activated to distinguish
the likely activities at little or no recognition cost.
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Figure 5: Classification of the energy-efficient mechanisms and battery-charging mechanism for the lifetime maximization of
human context recognition applications.
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5.2. Deactivate power-hungry sensors

The sensors have different energy consumption profiles, so it is worthwhile to deactivate the power-hungry
devices when possible. Indeed, in [4], Lorincz et al. compare the energy consumption of different sensors and
they measure a factor of 19 between sampling gyroscope (53163 μJ) compared to sampling accelerometer
(2805 μJ). Thus, designers may consider disable the gyroscope when the user is performing activities with
low intensities and turn off the GPS when the user is sitting or standing still [2].

Several solutions wake up power-hungry sensors on behalf of cheaper accelerometer measurements. Sun
et al. [42] consider an ECG-based application where high physical activity can confounds the signal. They
propose the PEAR (Power Efficiency through Activity Recognition) architecture, which runs an on-board
activity classification algorithm that determines whether the user is active or not by processing accelerometer
data. If the user is in active state, the ECG stops sampling, transmitting and switches off its radio. In
inactive mode, ECG data are sampled at 100 Hz and features are extracted from these data every 5 s and
sent to the base station. Park et al. [6] propose the E-Gesture architecture for hand gesture recognition
using hand-worn sensor device and a mobile phone. Their objective is to reduce the power-on time of the
gyroscope while achieving high recognition accuracy under dynamic situations. Thus, the accelerometer
continuously performs gesture recognition, and when it detects a gesture, it wakes up the gyroscope. Then,
if the gyroscope confirms that the user is performing hand gesture, the sensor sends the data to the mobile
phone. Lorincz et al. [4] proposed Mercury, a wearable sensor network platform for neuromotor disease
studies, which uses accelerometer data to determine whether the node is moving or not. If the node is not
moving, power-hungry sensors like gyroscopes are disabled and accelerometer data are dropped. Kim et al.
present SensLoc [20], a place detection system which employs a movement detector to control active cycle of
power-hungry sensors. Accelerometer data are used to awake WiFi beacons scans for place detection, while
the GPS is awaken when the user leaves a place. The Energy Efficient Mobile Sensing System (EEMSS)
proposed by Wang et al. [53] activates high-resolution power-hungry sensors only when low-consumption
ones sense an interesting event. With a different frame of mind Laerhoven and Gellersen [54] suggest to
replace a power-hungry gyroscope with nine cheaper and low-consuming accelerometers. They show that
by increasing the number of sensors while decreasing their individual accuracy, it is possible to lower power
consumption. Similarly, when the locality of a user is required, one can take advantage of the energy-accuracy
trade-off between different techniques, where energy consumption increases from WiFi-based localization to
GPS schemes, while the accuracy decreases from GPS to WiFi methodologies.

The solutions that consist in deactivating power-hungry sensors adapt the sensors operations to the user’s
context. Thus, the energy gain is dependent on the user activity profile. For instance, PEAR is designed
in such a way that more energy is saved when the user is active because the solution switches off the ECG
during high physical activity as it can confounds the signal. In contrary, Mercury saves more energy when
the user is inactive as power-hungry sensors are disabled. Similarly, SensLoc saves more energy when the
user mobility is low because both GPS and WiFi scans are deactivated.

5.3. Context-based pull services

An alternative approach towards reducing energy consumption exploits the correlation between contexts.
Instead of continuously collecting data from sensors, these solutions decide whether or not acquire more data
depending on statistical correlation across different forms of contexts.

The Acquisitional Context Engine (ACE) [28] uses intelligent sensor caching and activity correlation to
reduce power consumption by using already inferred attributes or choosing less power hungry sensors to infer
correlated activities. For example, when the system already knows that the user is driving and has learned
the rule: ’if the user is driving, the user is not at home’, ACE can deduce that the user is not at home without
acquiring any sensor data. Similarly, ACE can first probe less energy consuming sensor – accelerometer –
to determine whether the user is driving or not, and if the result imply that the user is not driving, it
turns the GPS on and infers the actual user’s location. Nath argues that ACE can be complemented with
SeeMon [52] to integrate the temporal continuity of context in order to extract sophisticated rules such as ’if
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a user is in his/her office now, he cannot be at home in next 10 minutes’. MediAlly [55] adopts an Activity
Triggered Deep Monitoring (ATDM) paradigm as an energy saving mechanism, where medical data streams
are collected and relayed to a central server only when monitored context information is evaluated and
satisfies given predicates. As an example, MediAlly can collect ECG data whenever the subject’s context
indicates physical or emotional stress. The ACQUA (Acquisition Cost-Aware Query Adaptation) [33] system
avoids retrieving unnecessary sensor data by sequentially acquiring the data which has the highest probability
to determine the result of the query. This choice is based on a-priori knowledge of energy consumption costs
and probabilities, which can be inferred based on historical traces obtained for previous query executions.
These approaches can save energy in the case of repetitive context, but are not applicable to detect more
spontaneous contexts.

6. Communication reduction

In this section, we review techniques that aim to reduce the data communication costs, either by reducing
the amount of data to be transmitted in the network or by carefully selecting the communication technology.

6.1. Adaptive sampling rate

In [72], Maurer et al. studied the impact of the accelerometer sampling rate on the recognition accu-
racy and they found that no significant gain in accuracy is achieved above 20 Hz for ambulation activities.
Therefore, depending on the user activity and the type of sensor, it may not be necessary to sample at the
maximum rate in order to achieve a desired accuracy. The key idea behind adaptive sampling rate is to
adapt the frequency of data acquisition depending on the recognized context. This technique leads to fewer
unneeded samples, which will result in less data to transmit.

In A3R (Adaptive Accelerometer-based Activity Recognition), Yan et al. [7] propose to adapt both
the sampling rate (SR) and the classification feature (CF) in real-time. For each activity they compute
offline the accuracy that can be achieved for different tuple < SR,CF > of sampling rate and classifier
feature. Then, depending on the strategy, they determine per-activity the optimal tuple that can achieve
a user-specified accuracy, or the tuple that have the highest ratio of accuracy over energy consumption.
At runtime, when an activity is recognized, the application selects the corresponding tuple < SR,CF >
which enables to tradeoff energy and accuracy. Afterwards, in [30], Qi et al. introduced the idea that
it requires a lower sampling rate to determine whether a specific activity happens or not than classifying
multiple activities. Thus, their AdaSense architecture periodically decides whether the current activity
changes or not through single activity event detection with a lower sampling rate. If a change is detected,
AdaSense switches to the multi-activity classification at a higher sampling rate. Then the solution performs
event detection of the new activity at a lower sampling rate. The major drawback of these solutions is
the lack of flexibility as configurations are selected once and for all for a given activity, which requires a
new training phase when considering new activities. In order to reduce the energy consumption and keep
a low localization error, Liu et al. [56] consider that activities associated with faster speed need a higher
GPS sampling rate and vice versa. The Jigsaw solution dynamically learns the optimal GPS duty cycle
scheme given the remaining battery budget level, the expected duration of the tracking application and the
user’s runtime mobility level provided by the accelerometer. Jigsaw comprises a set of sensing pipelines for
the accelerometer, microphone and GPS sensors, which are built in a plug and play manner to support: i)
resilient accelerometer data processing, which allows inferences to be robust to different phone hardware,
orientation and body positions; ii) smart admission control and on-demand processing for the microphone
and accelerometer data, which adaptively throttles the depth and sophistication of sensing pipelines when the
input data is low quality or uninformative; and iii) adaptive pipeline processing, which judiciously triggers
power hungry pipeline stages (e.g., sampling the GPS) taking into account the mobility and behavioral
patterns of the user to drive down energy costs.
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6.2. On-board computation

On-board computation is used to reduce the amount of data to be transmitted towards the base station.
The rational behind this method is that computation requires less energy than communication. For example,
a node can perform signal processing tasks such as feature extraction in order to transmit the result instead
of raw data. Similarly, compression encodes information in such a way that the number of bits needed to
represent the initial message is reduced. This is energy-efficient because it reduces transmission times as the
packet size is smaller. Another possibility that can be exploited jointly is to send burst of data instead of
one data per packet.

Wang et al. [8] present a hierarchical architecture for real-time activity recognition, composed of ac-
celerometer body sensors, two RFID readers positioned in each hand to detect handling of tagged objects
and an UHF RFID reader in each room to locate the user who wears a UHF tag. The system operates in two
stages. First, the accelerometers process their data to perform gesture recognition (e.g. right hand moving
up, sitting down) at the node level. Then, recognized gestures, tagged objects and user locations information
are transmitted to a PDA device, which runs the activity recognition (e.g. eating, making coffee, shaving)
algorithm. Energy is saved at the sensor level thanks to reduced communication overhead, as nodes only
transmit 1 byte data containing the gesture label every second. They demonstrate that the hierarchical
approach enables to reduce the communication cost by 60% compared to a solution where all the sensor
readings are transferred to the base station. The E-Gesture architecture [6] reduces packet transmissions by
sending data only when a gesture is detected by both the accelerometer and the gyroscope sensors. Wang
et al. [57] compare the energy/performance trade off between an on-node scheme where the classification
is performed on the accelerometer, and an off-node scheme where the accelerometer sends its raw data to
the base station. They show that with the on-node scheme 40% energy can be saved with 13% reduction
in classification accuracy. So, their results suggest that it is more energy-efficient to perform all the tasks
on the sensors. However, computation offloading is sometimes more energy-efficient than local computation
without loss in accuracy (see subsection 7.1).

6.3. Network interface selection

Sensors and mobile devices are often equipped with multiple network interfaces, such as ZigBee, Blue-
tooth, WiFi, and 3G. Each communication technology has different characteristics in terms of bandwidth
availability, service area, economic costs and energy-consumption pattern. Thus, it is necessary to efficiently
select the network interface in order to extend the lifetime of the mobile devices. This selection depends on
the environment opportunities, that is, on the connection availability and on the application requirements
(bandwidth, link quality, energy). Energy-efficient radio selection protocol have been proposed for both
mobile phones and sensors.

In [59], Kim et al. privilege WiFi communications because they are more energy-efficient than 3G. Since
3G networks have wider service areas, their objective is to detect rapidly available WiFi access point while
limiting the number of power-consuming WiFi scans. Similarly, Rhamati and Zhong [60] are interested in
estimating the WiFi availability without turning on the interface because the energy cost for establishing a
connection is very high, while it consumes less energy than cellular networks. They propose different selection
policies based on the time, history, cellular network conditions (available access point, signal strength), and
device motion. In [58], Paschou et al. select the most suitable data transfer technology to be used (e.g
WiFi, 3G, SMS), depending on the volume and type of health data to be sent. The authors minimize the
economic cost for the customer, but their work can be extended to consider other metrics.

Some studies consider sensors equipped with two radios: a low-power, low throughput radio, and a high-
power, high throughput radio. Indeed, higher throughput radios have a lower energy-per-bit cost, but they
also have higher start up time and cost. Therefore, high bandwidth radios become more energy efficient
only when a large number of byte have to be transmitted, which compensate the wakeup energy overhead.
The exact number of bytes above which a radio becomes more energy-efficient is called the break-even
point. Nonetheless, not every healthcare application requires such a high data rate. Moreover, the energy
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consumption of high-power radio when idle is prohibitive, so it is imperative to turn it off when not in use.
The transition overhead due to start-up cost can be amortized by buffering a minimum amount of data. In
this context, Sengul et al. [62] propose the Bulk Communication Protocol (BCP) where the source node
accumulates data in its buffer, and once it reaches a threshold (superior to the break-even point), it sends
a message to the receiver over the low-power radio to ask him to turn on its high-power radio. Loseu et al.
[61] accumulate data at local nodes and transmit them in bulk while not violating the timing constraint.
The drawback of these solutions is the delay induced by the buffering process. Therefore, for strict deadline
(e.g 20ms – 1s) healthcare applications it is preferable to use a low-power low-throughput radio since there
is no time to accumulate enough packets in buffer.

Multi-radio devices offer new opportunities to save energy at both the sensors and the base station.
However, even though the break-even point is indicative of the relative energy efficiency between two radios,
it does not capture every parameters. For example, the radios may have different transmission range which
will require more or less relay nodes depending on the used interface. Similarly, all the radios may not
be available at the same time, or they may experiment different packet loss and interference profile, which
directly impacts the energy consumption and robustness. Thus, there is a lot of trade-off to be explored
between energy-consumption, latency and robustness when designing network interface selection protocols
in multi-radio systems [73].

7. Computation reduction

In this section, we focus on mechanisms that target the reduction of computation costs, as human context
recognition applications necessitate power-hungry and complex algorithms to process the signals and perform
the classification task.

7.1. Computation offloading

For a node, computation offloading strategy consists in offloading a part of its computation tasks to
another device. For example, a sensor can execute (a part of) its tasks on a more powerful base station (e.g.
laptop, PDA), while a base station can offload its tasks on a back-end server. Thus, intensive calculation
are performed on nodes with higher resources. This approach has proven to be energy-efficient under some
conditions [74, 24, 27], and the usage of devices with different computing, storage and energy capabilities
allows incorporating more complex algorithms and models. Thus, computation offloading leads to a trade-off
between energy, latency and recognition accuracy.

In [24], Rachuri et al. propose SociableSense, an architecture dedicated to activity recognition for so-
ciable interactions, where a phone with integrated sensors can offload its tasks to the cloud. SociableSense
dynamically decides whether to perform the computation locally on the phone or remotely on back-end
servers by maximizing a weight additive utility function that integrates the energy consumption, the latency
and the amount of data sent over the network. The results show that it is more energy-efficient to offload the
speaker identification task to the cloud when using the phone’s microphone. This is also the configuration
that achieves the lowest latency. CenceMe [29] performs audio and activity classification on the phone, while
higher level forms of context such as social interaction and location are classified on a remote server. Liu
et al. [63] developed a localization technique based on GPS sensing that offloads some calculations to the
cloud. With few milliseconds of raw satellite’s data, the server can estimate the device’s past locations by
exploiting information from public, on-line databases. Therefore, uploading data on a backend server can
ease the execution of burdensome tasks when an appropriate strategy controls the impact of the commu-
nication load. However, custom-made application execution partitioning, such as the one used in CenceMe
and SociableSense, requires significant effort from the developer’s side. More general solutions allow an
application developer to delegate the partitioning task to a dedicated middleware. MAUI [64], for example,
supports fine-grained code offloading to a cloud in order to maximize energy savings on a mobile device.
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7.2. Opportunistic resources sharing

High density of sensing devices including mobile phone, wearable and ambient sensor networks has ac-
celerated the rise of innovative collaborative sensing applications. Example of such application is Ear-Phone
[71], which constructs a noise map from samples obtained by crowdsourcing data collection. On the one
hand, the presence of other devices in close proximity to the user can be employed to increase the sensing
capabilities of a unique device. On the other hand, many opportunities for establishing opportunistic con-
nections between devices can be used for energy-efficient resources sharing.

The Remora architecture introduced by Keally et al. [26] exploits the physical proximity of several users
to share resources among neighbouring Body Sensor Networks (BSN). Indeed, colleagues, family members
or sport team may spend time together performing the same activity, in such a way that their respective
BSN can overheard data transmission and collaborate. In this situation, if the proximity duration is long
enough, resources sharing can provide an energy benefit. Remora implements a collaborative sensor node
selection to improve accuracy while disabling as much sensors as possible, and duty-cycles classifiers so that
one phone make the classification while other phones go into sleep mode. The CoMon platform [22] also
addresses the energy problem through opportunistic cooperation among nearby users. CoMon first discovers
nearby devices by periodic Bluetooth scans and selects candidates that will potentially stay in the vicinity
for long period. This is to ensure that the cooperators will stay longer enough to breakeven the overhead
due to the initiation of the cooperation. Then the devices negotiate a cooperation plan than will provide
a mutual energy benefit. The authors highlight the difficulty of providing a fair negotiation process taking
into consideration available sensing devices and their residual energy, user policies, and different sampling
rate or accuracy requirements. ErdOS [65] is a mobile operating system that extends the battery life of
mobile handsets by exploiting opportunistic access to resources in nearby devices using social connections
between users. Notably, they distribute the sensing burden of shared ambient context by sharing GPS reads
with nearby devices. Rachuri et al. [27] propose to offload some sensing tasks from user phone to remote
sensors embedded in the environment. Their algorithm, called METIS, dynamically distributes the sensor
tasks between the user phone and the infrastructure sensors based on the sensing power, sampling rate and
user mobility. METIS first performs a discovery of the sensing devices that are available in the environment
and estimates the minimum amount of time the phone should suspend local sensing and use remote sensing
to achieve energy gain.

Opportunistic resource sharing approaches are particularly suitable for environmental context monitor-
ing, that is for contexts that are common to multiple neighboring nodes (e.g. noise level, speed movements).
In this case, incentive mechanisms are likely to be necessary for crowdsourcing applications in order to
enable collaboration between unknown users, and to obtain the requisite data. With another point of view,
Rodriguez et al. [65] argue that if users notice a personal benefit in terms of energy savings and usability
by sharing their resources in the long-term with subjects they personally know and trust, there is no need
to implement potentially complex or costly incentive schemes to enforce cooperation.

7.3. Feature subset selection

Feature selection is generally used to select the features that are most discriminative and contribute
more to the performances of the classifier. There exist a trade-off between delay and accuracy since using a
lot of features certainly enhances the accuracy but it is energy and computation consuming. Inversely, re-
ducing the number of features allow saving energy and reducing computation at the cost of reduced accuracy.

Cilla et al. [66] proposed a Pareto-based Multiobjective Optimization that selects feature subsets whose
size is minimize while maximizing the accuracy of the classifier. Their approach provides the designer with
diversified solutions closed to the Pareto-front. The advantage is that the expert does not have to set a
priori tradeoff between accuracy and number of feature, but he will choose a posteriori the subset that best
fits the application requirement knowing that these solutions are closed to the optimal. In AdaSense [30],
Qi et al. design the offline SRO (Sampling Rate Optimization) algorithm that selects the optimal sampling
rate and feature set of both single activity event detection and multiple activity classification under any
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accuracy requirements. It is a genetic programming based algorithm that explores the feature set with the
objective to minimize the sampling rate while achieving a given accuracy.

7.4. Adaptive classifier selection

There exist different types of classifiers based on Decision trees, Bayesian approaches, Neural Networks,
Markov models and so on. They differ from each other in terms of delay, memory size and computation
requirements. Indeed, lightweight decision tree methods are usually preferred for embedded systems while
distance-based classifiers that measure a similarity between instances stored on a database are not convenient
to be implemented on a mobile device. Similarly, ensembles of classifiers that combine the output of several
classifiers to improve the classification accuracy are computationally expensive. Thus, every classifier has
different energy, delay and accuracy properties. This is why some works propose to adapt the classifier to
the available resources and application requirements, either in a static or dynamic way, in order to improve
the system performances.

Martin et al. [67] developed a fuzzy-based on-line classifier selection that selects the best-suited classifier
given i) offline classifier performance evaluation (trained accuracy, delay, memory need, complexity) ii)
online accuracy and delay requirements (low, medium, high) and iii) the current device state (battery level,
available memory, CPU load). In practice, given the current application requirements and device state, the
fuzzy selector outputs a score indicating the desired quality level of the classification (i.e the desired accuracy,
response time, complexity and memory use of an ideal classifier). Then, a distance-based algorithm selects
the best classifier in the database that fulfils these scores. The results show that this approach enables to
periodically choose the classifier that best suits the application requirements and device context. However,
the difficulty of this study is to define the fuzzy rules used to score classifiers quality. Chu et al. [68]
have developed the Kobe toolkit that performs profiling and optimization of mobile embedded classifiers
to achieve an optimal energy-latency-accuracy trade-off. The developers have to specify the accuracy,
latency and energy constraints. Then, Kobe tunes the classifier parameters (e.g. sample windows size,
number of FT sample points). Kobe also adopts computation offloading at runtime: it decides whether
to partially or entirely offload the computation to the cloud in response to system changes (phone battery
levels, network bandwidth and latency, processor load). Their results show that for comparable levels of
accuracy, traditional classifiers suffer between 66% and 176% longer latencies and use between 31% and
330% more energy. Orchestrator adaptively changes sets of features and classifiers for context recognition
depending on current set of available sensors and pre-defined system policy [69].

7.5. Adaptive classifier operations

In traditional architectures, classifiers are usually triggered periodically. However, it is possible to adjust
the classifier behaviour depending on the recognized context in order to reduce the computation time due
to classification tasks. For example, some solutions propose not to run the classifier if the sensed signal is
not accurate or if the user does not require a close monitoring. It is also possible to reduce the frequency at
which the classification is performed depending on the recognized activity.

Au et al. [32] introduce the episodic sampling technique which aims at adapting the classification rate
depending on the activity variation. The proposed solution additively increases the interval between activity
recognition when the classification result remains the same, and multiplicatively decreases the interval when
a change in the activity is detected. It trades-off accuracy with energy as nodes can go to sleep between two
classification episodes. Nevertheless, the algorithm may exhibit lower performances when context changes
experience high dynamics which necessitates a careful parameters setting. Srinivasan and Phan [70] focus
on reducing the amount of time the activity recognition system stays awake while guaranteeing a high
confidence prediction of the current activity being performed. The idea is that differentiating between idle
and non-idle activities requires a smaller window of accelerometer samples compared to identifying specific
user’s physical activities. Thus, their two-tier classifier first uses a small window size to determine if the user
is idle or not; if the user is not idle, the two-tier classifier acquires more sensor samples to identify the user’s
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fine-grained activity. In [13], Lin et al. propose the BeWell+ architecture to continuously monitor user
behaviour along three health dimensions: sleep, physical activity and social interaction. In order to save
energy, the solution dynamically tunes the rate at which sampling, feature extraction and activity inference
are performed, each time there is a change in the wellbeing scores. Thus, BeWell+ allocates energy to
provide more accurate monitoring and responsive feedback for wellbeing dimension of highest concern, by
giving priority on specific health dimension (e.g. sleep) where the user needs most help. In contrast, user
with healthy behaviours are monitored less closely, with a feedback provided on a lower scale - therefore
using less resources on the smartphone. As a result, the gain in energy-efficiency will depend on the user
behaviour. That is, a user with poor wellbeing scores across all dimensions will consume more energy than
a consumer who exhibits comparatively high wellbeing scores, allowing the adaptive scheme to lower energy
used for these dimensions.

In order to spare computation resources, some researches aim at filtering out samples that are not likely to
contain information at an early stage of the context monitoring process. SeeMon [52] makes early decision
in the processing pipeline in order to significantly save computational overhead when no changes in the
context are detected. SoundSense [21], EAR-phone [71] and Jigsaw [56] duty-cycle classifiers depending on
the quality of sensed data: noise measurements that are not accurate enough for the target application are
discarded. For example, Ear-Phone is a noise-mapping application that first determines the phone sensing
context (in hand or in pocket / bag), and measurements that are detected as measured in the pocket or bag
are not taken into account in the calculation of the user’s noise exposure. The Jigsaw’s admission control
block throw away packets indicative of silence.

8. Battery charging

8.1. Energy harvesting

New technologies have been developed to enable sensors to harvest energy from their environment like
sun, heat or movement [75, 76, 77]. Compared to traditional sensors, rechargeable motes can operate
continuously and, theoretically, for an unlimited length of time. They convert ambient energy to electrical
energy and then either consume it directly or store it for later use. For healthcare applications, body heat
and body movement are two main sources of energy harvesting.

Body heat

The human body heat represents an interesting source of energy since the human metabolism generates
and dissipates heat. Indeed, a human being generates more than 100W of heat on average, and about 1–2%
of this heat can be used to obtain an electrical power of the order of milliwatts. At typical indoor conditions,
the heat flow in a person mainly stays within the 1–10 mW/cm2. In this conditions, powering of a low-power
health-monitoring sensor by using energy harvesters become feasible. In [23], Leonov study the efficiency
of a thermoelectric energy harvester integrated into an office-style shirt. The system can generate power in
5-0.5 mW range at ambient temperatures of 15-27 ◦C respectively. The author also highlights that the power
generated by wearable thermal devices does not depends on the user metabolic rate, but on the overall body
heat, air speed and sweating rate. So, during exercise the harvesting power will not necessarily increase. In
[43], Leonov et al. are able to power a watch-style sensor module that measures and transmits the battery
voltage, the temperature and/or light intensity every 2s. The thermal energy generator successfully delivers
100 μW at 22 ◦C, which is enough to power the system as it requires 50-75 μW to operate. As can be
seen, given the small efficiency of thermal harvesting, only low-power applications (below 1-2 mW) can run
efficiently on human body heat.

Body movement

Human activities, such as walking or running are potential sources of energy harvesting since mechanical
vibrations can be converted into electrical energy by different mechanisms: electromagnetic, electrostatic,
and piezoelectric. In [44], Gorlatova et al. quantify the inertial energy that can be harvested from the
activities of 40 individuals over periods up to 9 days. The data were collected from three sensing units
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located on the shirt pocket, waist belt and trouser pocket. It appears that 20-second walking and running
motion can generate up to 202 μW and 808 μW respectively. Cycling activity generates only 52 μW , but
in this case harvester placements on the lower legs should be considered. The authors higlighted other main
findings: Walking downstairs generates more power than going upstairs because of the higher accelerations
involved. Taller people generate around 20% more power than shorter people. People are passive most of the
time since 95% of the total harvestable energy is generated during less than 7% of the day. In their survey,
Paradiso and Starner argue that the most promising way to harvest energy from people is by taping their
gait [77]. Therefore, the shoe designed by Shenck and Paradiso [47], which integrates piezoelectric elements
beneath a standard running insole, scavenges energy from heel strike. Each shoe produces sufficient energy
to transmit a 12-bit code via an on-board radio as the bearer walked. In practice, it is possible to generate
more power, but the devices become bulky and heavy. For example, in [45], Donelan et al. present an energy
harvester that generates electricity during human walking with minimal user effort. The energy harvester
is mounted at the user knee and is only engaged during the decelerating portion of the stride cycle. In
this way, the system assists the leg motion at the end of the swing phase. The authors demonstrate that
the metabolic cost, that is the additional metabolic power required to generate 1 Watt, is reduced by the
generative braking action of the device. An output power of 5 W is obtained when the subjects wear one
device on each leg during normal walking motion. In [46], Rome et al. exploit the mechanical energy
produced by the vertical movement of a backpack during walking and convert it to electricity. They observe
that generally the electrical power increases with walking speed and the weight of the load in the backpack.
Their system is able to generate up to 7.4 Watts when the user is wearing a 38 kg backpack during fast
walking. For the time being, the weight of the backpack (between 20 kg and 38 kg) is a limitation as only
serious hikers or military personnel will wear such a load.

Mitcheson [78] compare the performance of both kinetic and thermal energy harvesters. Theoretically,
kinetic harvesters achieve higher power density of around 300 mW/cm3 compared to around 20 mW/cm3

with a thermal device. However, given the current state development of kinetic and thermal devices, Mitch-
eson shows that for equivalent volume, current thermoelectric devices achieve greater densities. Moreover,
it appears that kinematic generators are more dependent on the user mobility. As a consequence, if the user
is immobile or if the sensor is not worn on a limb, the generated power would be lower.

8.2. Wireless charging

Recent breakthroughs in wireless power transfer are expected to increase the sustainability of sensor
networks and make them perpetually operational, since these techniques can be used to transmit power
between devices without the need of any contact between the transmitter and the receiver. Wireless charging
in wireless sensor networks can be achieved in two ways: electromagnetic (EM) radiation and magnetic
resonant coupling. Xie et al. [79] show that omni-directional EM radiation technology is applicable to a
WSN with ultra-low power requirement and low sensing activities (like temperature, light, moisture). This is
because EM waves suffer from rapid drop of power efficiency over distance, and active radiation technology
may pose safety concerns to humans. In contrast, magnetic resonant coupling appears to be the most
promising technique to address energy needs of WSNs thanks to an higher efficiency within several-meter
range.

Wireless energy transfer has already been applied to power medical sensors and implantable devices.
In [48], Damm et al. use inductive power supply in order to power in vivo hip prosthesis. The prosthesis
is instrumented with 6 strain gauge sensors in order to measure the forces and moments acting in the
hip joint prosthesis. An external coil is fixed around the patient implant during the experimentation in
order to deliver the power of 5mW, required by system to acquire data and send them to the base station.
Still, some challenges remain to be addressed: the energy transmission efficiency decays rapidly with the
distance. Moreover, the system requires the usage of a large induction coil wired to an external device
[80]. In a more pervasive manner, Gummeson et al. [18] designed a wearable ring for gesture recognition
that opportunistically harvests energy from a NFC-enabled phone. The achieved scavenging performances
depend on the relative positioning of coils, that is on the position of the user’s finger when holding the
phone.
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Table 3: Energy harvesting opportunities for wearable sensors.

Power source Reference Power

Thermal
watch [43] 100 μW at 22 ◦C
shirt [23] 5-0.5 mW at 15-27 C

Kinetic
cycling [44] 52 μW
walking [44] 202 μW
running [44] 813 μW

insole 1-2 mW per step
knee [45] 5 W

backpack [46] 7.4 W
Wireless
charging

inductive charging [48] 5 mW
wearable ring [18] 18 mW

Solar
indoor light [44] 50-100 μW per cm 2

for
comparison

Table 4: Power needs of different platforms.

Shimmer [82] Hip prosthesis [48] Watch [43]
70 mW 5 mW 50-75 μW

Magnetic coupling, kinetic and thermal energy sources have been studied for both external and in-vivo
sensors. While wireless charging is more controllable, it requires an external device or installation to power
the sensor. This can be inconvenient and trouble the activities of the patients, but efforts are being made to
develop small-size wearable device that can be placed over the implantation area to power implanted sensors
and communicate with them [81]. We summarize in Table 3 the power that can be harvested from different
sources of energy. For comparison, we give in Table 4 the power consumption of the different platforms. As
can be seen, the power that can be harvested is still low, so that for the moment these solutions can only
power specifically designed sensors with low duty-cycle.

9. Summary and discussion

In the previous sections, we have detailed four main strategies for energy optimization, namely, power-on
time reduction, communication reduction, computation reduction and battery charging. Ideally, a designer will
need to apply strategies from all four categories to maximize the lifetime of his/her human context recognition
system. Examples of studies that implement several mechanisms are Mercury [4], which combines power-
on time reduction through deactivation of power-hungry sensors, with communication reduction through
on-board processing; A3R [7] and AdaSense [30] architectures implement a per-activity feature selection to
reduce computation, in combination with adaptive sampling mechanisms in order to reduce communications.
However, depending on the application or on the selected architecture, it may not be possible to implement
or combine some solutions. A cardiac monitoring application using a unique ECG sensor that transmits
its data towards the user’s mobile phone will not use sensor set selection nor adaptive sampling. It will
more likely employ both feature subset selection and on-board computation in order to extract relevant
characteristics of the signal and to reduce the number of transmissions. Moreover, energy harvesting is
not sufficient to solve the energy problem. Indeed, between two harvesting operations, nodes may deplete
their energy, so it is important to implement energy saving mechanisms in addition to energy harvesting
solutions. For example, the wearable ring [18] scavenges energy opportunistically when the user interacts
with his/her mobile phone. As a consequence, the ring platform also integrates energy-efficient mechanisms
such as deactivation of power-hungry audio sensor, and classifier selection. Such an energy-aware design
helps to reduce harvesting needs, which in turn enables embedded devices to conduct more useful tasks with
the limited power they can scavenge.
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In Table 5, for each type of identified applications (user location detection, social interaction detection,
physical activity recognition and physiological parameters supervision), we give suitable approaches for these
applications to save energy by specifying illustrative examples, and we also highlight the influence of the
technique on the delay and accuracy requirements. Therefore, we guide the designer so that he/she can take
the final decision in choosing the efficient solutions for global energy saving.

It is hard to estimate the lifetime we can expect from a system that combines the best techniques. We
represent in Figure 6 the lifetime achieved by different architectures in hours of operation. We are aware
that those results (directly taken from the reviewed papers) are not comparable since they were obtained
for different targeted applications, number of type of sensors, sampling frequency, used platforms, etc. As a
consequence, we do not draw conclusion on which solution achieves better performances. It is just interesting
to notice that globally the lifetime of mobile phones are shorter than the lifetime of sensors. This means
that although mobile phones have higher battery capacity than sensor nodes, they deplete their energy
faster. This can be explained by the fact that mobile phone have to ensure services such as text messaging,
phone call or web browser in addition to the healthcare or well-being application. As a consequence, when
designing energy-efficient heterogeneous architectures like the one introduced in Figure 2, the mobile phones
used as base station may become serious bottlenecks. Therefore, there is a need to take into consideration
the energy-limitation of every device involved in the activity recognition chain.

We plot in Figure 7 the recognition accuracy achieved by different architectures. As we can see, most
of the solutions experiment an accuracy greater than 90%. Two of the three architectures which have a
recognition accuracy lower than 90% carry their classification task on sensor node. This may be explained by
the fact that sensor nodes have fewer resources, so that the classification is limited to lightweight classifiers
which may have lower classification performance. It is interesting to note that some solutions, such as
Remora [26] or CoMon [22], save energy while improving the accuracy. These solutions carefully determine
when and what resources to share among users, depending on the costs and benefits of sharing a resource.

Although latency is a requirement of importance, few studies report their achieved latency. Therefore,
it is not clear how long complex architectures will take to recognize current context. For example, solutions
based on opportunistic resource sharing need to detect available sensors, and estimate if the co-location time
will be long enough to provide an energy benefit. The overhead induced by the initiation of the collaboration
may be affordable in some applications, particularly for environment context recognition.

Finally, it is possible to notice that in the proposed solutions the energy consumption is generally related
with the user’s context. For example, in some solutions the energy consumption of the system is directly
related to the time spent by the user in active state. In other solutions, the energy consumption depends
on the user location. This ability of a system to reduce its energy consumption in function of external
parameters can be characterized as follows:

• Agnostic: The solution does not implement any adaptive mechanism and behaves in the same way
whatever the user activity or environment are. The energy consumption is constant over the time.
This is the case of the Hierarchical architecture [8], in which the sensors transmit 1 byte of data every
seconds.

• User level of activity: The energy consumption of the architectures depends on the user level
of activity. In Mercury [4], PEAR [42] and Two-tier classifier [70], the system operates differently
depending on the user state (idle or not).

• User type of activity: The energy consumption of the system depends on the type of activities
being performed by the patient. Typically, A3R [7], AdaSense [30] and E-Gesture [6] architectures
adapt their policy in function of the current user activity.

• User frequency change of context: The solution consumes more energy when the user change
from one activity to another frequently. For example, the On-node scheme [57] sends a report only
when the activity changes while the Episodic sampling technique [32] spaces signal processing when
no changes are detected.
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0 10 20 30 40 50 60 70 80 90 100

Context for wireless [60]

CenceMe [29]

Mercury [4]

Episodic sampling [32]

PEAR [42]

E-Gesture [6]

CoMon [22]

SociableSense [24]

BeWell+ [13]

METIS [27]

Remora [26]

Hours

Sensor
Mobile Phone

Architecture Year
Pub-
lished

Mobile/Mote Model Sensors Battery

Context for
wireless [60]

2007 HTC Wizard PDA phones (T-
Mobile MDA and Cingular 8125)

3-channel ECG, 3axis ACC 1250mAh

CenceMe [29] 2008 Nokia N95 -MIC, ACC, BT scans, GPS,
camera

1400mAh

Mercury [4] 2009 SHIMMER 3-axis ACC, GYR 250 mAh Li-polymer
rechargeable battery

Episodic sam-
pling [32]

2009 -ADInstrument’s MLT1132
-Wearable device.
-Nokia N770 PDA

- HR, RR
-ACC ADXL330, GYR IDG-
300

-NS
-NS
- Li-po 1500 mAh

PEAR [42] 2011 SHIMMER -ACC, ECG 280 mAh
E-Gesture [6] 2011 - Wrist-watch sensor compliant

with TinyOS.
- Nokia N96, Google Nexus One

-3-axis ACC (ADXL335), 3-
axis GYR (3 XV-3500CB)

-A coin-size Li-Ion 250 mAh
-1400 mAh Li-ion

CoMon [22] 2012 - Sensor motes running TinyOS
- Google Nexus One

-Dust, CO2 sensors
-GPS, MIC

-NS
- 1400mAh

SociableSense
[24]

2011 Nokia6210 Navigator phone,
Samsung Galaxy S

ACC, MIC, BT traces 750mAh

BeWell+ [13] 2012 Nexus S ACC, MIC 3200mAh vs. 1400mAh
METIS [27] 2013 -Nokia 6210 Navigator phones

-imote2
- Samsung Galaxy S, HTC Desire

-MIC, BT
-3-axis ACC
-BT detection, MIC, ACC

-NS
-3xAAA batteries
-NS

Remora [26] 2013 -IRIS motes
-Android HTC Hero

- 2-axis ACC, MIC, light and
temperature
- ACC, velocity from GPS
and WiFi

-2xAA Batteries, 2200 mAh

Figure 6: The estimated battery lifetime in hours of different architectures. The table provides hardware configuration of the
reviewed solutions (ACC: Accelerometer, GYR: Gyroscope, HR: Heart rate, RR: Respiratory rate, ECG: Electrocardiogram,
BT: Bluetooth, MIC: Microphone)

• User location: The energy saving opportunities depend on the user environment. As a direct illus-
tration, SociableSense [24], METIS [27] and Context-for-wireless [60] monitor the user mobility and
location in order to take advantage of the existence of external devices in the environment.

• User co-location: The monitoring system can take advantage of the existence of another system in
the environment, and they can initiate a collaboration. For instance, the Remora [26] architecture
shares sensing and computational resources among neighboring personal sensor networks in order to
save energy.

• User needs: The system adapts to the user needs in terms of monitoring since some patients does
not require to be monitored as closely as others. For example, BeWell+ [13] provides a lower feedback
to patient that need less help in order to save resources. MediAlly [55] can trigger medical data
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0 10 20 30 40 50 60 70 80 90 100

Mercury [4]

Episodic sampling [32]

E-Gesture [6]

PEAR [42]

Hierarchical [8]

Two-tier classifier [70]

A3R [7]

AdaSense [30]

Remora [26]

On-node scheme [57]

Accuracy (%) Sensor
Mobile Phone

Architecture Year
Pub-
lished

Mobile/Mote Model Sensors Battery

Mercury [4] 2009 SHIMMER 3-axis ACC, GYR 250 mAh Li-polymer
rechargeable battery

Episodic sam-
pling [32]

2009 -ADInstrument’s MLT1132
-Wearable device.
-Nokia N770 PDA

- HR, RR
-ACC ADXL330, GYR IDG-
300

-NS
-NS
- Li-po 1500 mAh

E-Gesture [6] 2011 - Wrist-watch sensor compliant
with TinyOS.
- Nokia N96, Google Nexus One

-3-axis ACC (ADXL335), 3-
axis GYR (3 XV-3500CB)

-A coin-size Li-Ion 250 mAh
-1400 mAh Li-ion

PEAR [42] 2011 SHIMMER -ACC, ECG 280 mAh
Hierarchical [8] 2012 -IMOTE2 motes

-MICA2Dot mote
- HTC G7

-3-axis ACC
- short-range RFID reader

NS

Two-tier classi-
fier [70]

2012 Galaxy S2 vs. Nexus S 3-axis ACC NS

A3R [7] 2012 Nokia N95 vs. Samsung Galaxy
S2

ACC NS

AdaSense [30] 2013 HTC Google Nexus One ACC Removable Li-Ion 1400 mAh
Remora [26] 2013 -IRIS motes

-Android HTC Hero
- 2-axis ACC, MIC, light and
temperature
- ACC, velocity from GPS
and WiFi

-2*AA Batteries, 2200 mAh

On-node scheme
[57]

2013 Texas Instruments eZ430-
RF2500

3-axis ACC (ADXL335) NS

Figure 7: The accuracy achieved by different architectures in percent. The table provides hardware configuration of the
reviewed solutions (ACC: Accelerometer, GYR: Gyroscope, HR: Heart rate, RR: Respiratory rate, ECG: Electrocardiogram,
BT: Bluetooth, MIC: Microphone)

acquisition whenever the subject’s context indicates physical or emotional stress.

10. Conclusion and open research issues

In conclusion, we carried out a novel comparative study, in which we considered how each category of
energy efficient mechanisms (power-on time reduction, communication reduction, computation reduction,
and battery charging) can be applied to different techniques used in health wellbeing applications (user
location detection, social interaction detection, physical activity recognition and physiological parameters
supervision). We give suitable approaches for these applications to save energy. We also highlight the
influence of the technique on the delay and accuracy requirements. Therefore, we guide the designer so that
he/she can take the final decision in choosing the efficient solutions for global energy saving. In this section,
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we aim to shed some light on open research issues relating to energy-efficient human context recognition
based on wearable sensing through the following points:

10.1. Unbalanced residual energy

Devices involved in context recognition applications may have unbalanced residual energy due to different
energy consumption rates, and energy harvesting rates. Indeed, depending on their role, sampling frequency
or communication technology, nodes will deplete their battery more or less rapidly. Furthermore, nodes may
have an uneven residual energy distribution due to the difference in the quantity of the collected energy. For
instance, the energy that can be harvest from human activities will not be the same for two identical sensors
if one is located on the chest and another is located on the leg. As a consequence, nodes with low residual
energy may be assigned lower sensing periods, while those with high residual energy may be preferred for
running context recognition tasks. In addition, the same battery level at two different devices could have
different implications: for example, 50% battery left at a sensor dedicated to a unique application represents
a longer operating time compared to 50% battery left at a mobile phone running multiple applications.
Thus, the fraction of the phone’s energy dedicated to the context recognition application must not be as
high as the one of the sensors: a part of phone’s energy must be preserved to be dedicated to other tasks,
such as calling or text messaging. Therefore, it is possible to consider new decision metrics that include
the desired involvement of a device in the application in terms of energy usage. It is also important to
take into consideration that the same battery level at a different time could mean a totally different thing.
Indeed, 50% battery left in the early morning may necessitate that the device be recharged before the end
of the day, which may not be the case if 50% battery is left in the early evening [56]. These discrepancies
between devices regarding unbalanced residual energy have to be taken into account when designing context
recognition systems based on wearable sensors.

10.2. Mutual and cross technology interference mitigation

As the popularity of sensing devices grows, we can expect that a single user will carry a number of context
sensing devices. In this context, multiple devices will work together towards improved context sensing.
We showed in section 7.2 that the cooperation of multiple body area networks can save energy through
opportunistic resources sharing. However, the collocation of several wearable sensor networks sharing the
same unlicensed band dramatically increases the level of interference, which in turn negatively affects the
network performance [83]. Indeed, mutual (e.g. WiFi-WiFi, ZigBee-ZigBee) and cross (e.g WiFi-ZigBee)
technology interference arise when several body sensor networks operate in the same vicinity, due to the
broadcast nature of the wireless channel. For instance, it is shown that the throughput of WiFi and Zigbee
degrade heavily when they are co-located [84]. As a consequence, the increase of re-transmissions due to
collisions, and multiple carrier sensing, result in increased energy consumption. Therefore, there is a need
to develop interference-aware solutions in order to ensure an energy-efficient radio spectrum utilization.

10.3. Devices heterogeneity

Mobile sensing is challenged by a growing number of devices used for context-aware applications. This
combination of sensors leads to heterogeneous architectures composed of devices with different capabilities in
terms of sensing, accuracy, computation, communications and battery power. Heterogeneous architectures
offer a certain flexibility since the devices have different resources whose usage can be optimized, and the use
of multiple sensors allow improving the context recognition. However, heterogeneity raises programmability
issues since devices are provided by different manufacturers, which make it very hard to build a common
sensing platform that can work across different devices and OS. Envisioned solutions to the problem of
heterogeneity are cloud sensing, which combine virtualization of nodes and semantic-based query processing.
The objective of this approach is to reduce the configuration time by providing a common framework
to represent and access information, while allowing optimization across multiple devices. However, this
approach induces a communication overhead to the data transmission between virtualized devices and the
cloud.
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10.4. Collocation of concurrent application

Until recently, most of the recognition systems were developed for a unique application, and researchers
adopted an application-driven approach. In this approach, applications determine the types and amount of
resources required to execute the program, and request the needed resources through the provided APIs.
However, future systems are likely to run multiple context recognition applications at a time. In this
context, if the device is not equipped with an appropriate OS for concurrent resource management, energy
performance will degrade. For example, a user may be willing to run both a wellbeing application that
encourages healthy behavior such as BeWell+ [13], and a noise exposure mapping application such as Ear-
Phone [71], which both use the microphone sensor on phone. In order to save energy, BeWell+ dynamically
tunes the rate at which sampling, feature extraction and context inference are performed, while Ear-Phone
does not take into consideration measurements taken when the phone is carried in the bag or pocket. If
these two applications are used simultaneously, it is not clear how energy gain of both solutions will be offset
by the behavior of the other application. In Orchestrator [69], Kang et al. defend the need for a system-
driven approach to tackle the complexity of resource management in dynamic and concurrent environment.
The LiveLabs [85] experience confirms the difficulty of satisfying multiple applications accessing a sensing
platform when considering different requirements in terms of type of information, sampling frequency, level
of accuracy, or latency. Although some studies propose to manage resources of a mobile device or sensor
node [86, 87], a general framework for multi-context recognition across heterogeneous devices is missing.

10.5. Anticipatory energy saving

Beyond context recognition, context anticipation represents a powerful tool for tackling a number of
health and well-being issues, from obesity to stress and addiction [88]. Based on the predictions of the fu-
ture state of the context, these applications will anticipate changes in user’s health and behaviour and take
proactive decisions in order to impact the future state. For instance, an application can proactively tackle
depression by detecting decreased movement, the lack of socializing, irregular sleep patterns of the patient,
and then encourage the patient to go out and socialize, for example by sending a link to two discounted the-
ater tickets. These systems will offer great benefit for the patient follow up by allowing the development of
innovative ways of delivering interventions. In addition to the social benefit, such anticipatory applications
will help to proactively manage energy and wireless resources. Indeed, the ability to predict users’ location,
social encounters or health hazards will enable devices to predict future harvesting opportunities, resource
sharing opportunities or application demands. For example, given good weather forecasts, a system can
anticipate that the user will jog for one hour this weekend, thus expecting to recharge a part of its battery
through body movement.

To conclude, we anticipate that energy management will remain a huge challenge because it is a key
enabler of real-world applications development and market penetration. In this context, we hope that this
survey will be helpful to the pervasive and mobile research community willing to address the energy issues
of health-related wearable sensing systems. With this objective, this paper surveys existing energy-efficient
approaches designed for human context recognition based on wearable sensors for healthcare and wellbeing
applications. More particularly, we have proposed a new classification of these mechanisms, and we have
reviewed up-to-date references in details.
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