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Disruption Management in Railway Operation ? Formalization of Disruption Management Processes
Disruption management in railway operation describes the (re-)actions that are performed to return the system back to its initial operational state In Figure 3, the process starts as soon as a Disruption warning signal is received. Four concurrently

working actions (Locate incident, Organize disruption management, diagnose disruption and decide

Disruption warning

after an unexpected event affected the system lastingly. The challenge of disruption management in railway operation is to get back to regular

operation after an unexpected event occurs and to minimize loss and negative impacts on the whole railway system. Disruption management for dde MU G KPI’s) are executed. These four actions invoke activities that refine location, scope, causes of the
railway operations includes the consideration of constrains (e.g., connection information, resource dependencies), the determination of disruption, roles within the organization and Key Performance Indicators (KPls) to be used. After having
optimization criteria (e.g., recovering capacity) as well as the optimization of the process with the coordination of individual measures. This ‘ invoked Locate incident, the process can proceed with the action Contain trains as the location is known

complex process is of great significance as the performance of its stakeholders has direct economic consequences.

The organization of disruption management varies across Europe, and sometimes even within a country, depending on locations and physical
layouts. So far, there is only little technical support especially designed for disruption management. Contingency plans (in some cases available for infrastructure
infrastructure) only cover strategies within the scope of one organization.

The processes in disruption management and the workload due to cross-organizational communication would benefit from automated decision
support that helps to manage large disruptions in a robust, reliable and simple way. Of course, human operators cannot be substituted, but they
need to be supported in disruption management decisions, e.g., by providing a measure for the assessment of disruption handling actions. A well
defined process of disruption management will take away pressure from decision-makers and lead to more reliable results.
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arrows indicate the blocks being integral parts of their parents rescheduling action is executed again disruption management process. Furthermore, an automation of the different tasks is envisaged by most IMs. Through the decomposition of the
(diamonds) or associated to other blocks (triangle). Figure 2: SysML Block diagram. Figure 4. SysML Requirements diagram of rescheduling process. overall activity the formalization presented may help the stakeholders to move in this direction.
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