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1. Introduction

Cavitation – the formation of vapor cavities in the bulk liquid –

is the consequence of a rapid depressurization of the liquid to a

sufficiently low pressure. When subjected to high pressure, these

voids collapse, causing dysfunctional behaviors or detrimental

effects to the mechanical structure such as vibrations, noises and

erosion. Perceived as an undesirable phenomenon, cavitation has

been the subject of interest in many engineering applications.

Numerous theoretical and experimental studies have been con-

ducted over the last century, reflecting the motivation of research-

ers in explaining the mechanism that leads these tiny bubbles to

cause serious structural damage.

Rayleigh [23], in attempting to reveal the mysterious metal ero-

sion on ship propellers, proposed a pressure dynamic theory for

the collapse of spherical bubbles. He predicted that shock waves

released following the instant of minimum cavity volume could

exceed the resistance of nearby structure. Kornfeld and Suvorov

[14] suggested that the bubble collapse near a solid boundary

would generate the phenomenon of jet flow due to the non-

spherical deformation of the bubble interface. Such an asymmetry

causes the side of the bubble that is farther from the solid bound-

ary, to accelerate inward more rapidly, creating a high-speed re-

entrant microjet directed towards the boundary. Note that this

re-entrant jet reaches a high speed quite early in the collapse pro-

cess and long before the instant of minimum cavity volume. Later,

this phenomenon was observed experimentally by Naudé and Ellis

[18] before being demonstrated throughout the calculations of

Plesset and Chapman [22].

As such, cavitation bubble collapse is a violent process charac-

terized by high pressure pulses and high speed microjets. Repeti-

tive collapses occurring close to solid wall therefore cause local

surface fatigue failure and possibly a subsequent detachment of

pieces of material. Although this idea is generally accepted to

⇑ Corresponding author.

E-mail addresses: hong-son.pham@cea.fr (H.S. Pham), nicolas.alpy@cea.fr

(N. Alpy), mensah@lma.cnrs-mrs.fr (S. Mensah), mark.tothill@ge.com (M. Tothill),

jean-henry.ferrasse@univ-amu.fr (J.H. Ferrasse), olivier.boutin@univ-amu.fr

(O. Boutin), johann.quenaut@ge.com (J. Quenaut), gilles.rodriguez@cea.fr

(G. Rodriguez), manuel.saez@cea.fr (M. Saez).

This study aims to provide insights into the cavitation and bubble dynamics in liquid CO2 near the critical point. It is inspired by a previous work that reports the 
absence of dysfunctional behavior during the operation of a test compressor in the two-phase region of CO2. First, several characteristic parameters in the 
literature have suggested that thermal effects have significant impact on the dynamics of a CO2 bubble. These effects lead to the change of vapor pressure inside 
the bubble, impeding the motion of the bubble interface. As a consequence, the CO2 bubble collapse should feature a slow contraction of the bubble interface and 
the absence of noticeable pressure rise. In addition, a dynamic model has been proposed to quantitatively study the bubble collapse in liquid CO2 near the critical 
point. Simulation results have confirmed the qualitative prediction given by characteristic parameters. They have also revealed that the thermal layer inside the 
bubble has an important contribution to the bubble dynamics, in addition to the one outside the bubble, by altering the rate of phase change at the interface. 
These pre-dicted results appear to be in line with the aforementioned experimental observations.
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explain cavitation damage [3], there has not been a firm conclusion

for the exact characteristics that cause the destruction of the sur-

face on the solid boundary [38]. To overcome this issue, empirical

rules are used to evaluate the potential cavitation damage in prac-

tical applications.

Cavitation is therefore a phenomenon to be avoided in the

design and operation of hydraulic devices such as pumps, pro-

pellers and control valves. However, a compressor was operated

in the two-phase region near the critical point of CO2 during the

tests conducted at Sandia National Laboratories [19]. Parentheti-

cally, this experimental program aimed to investigate the opera-

tion of a compressor near the critical point in view of developing

the innovative supercritical CO2 (sc-CO2) power cycle [37]. Note

that such operation is conservatively thought to lead to the growth

and shrink or collapse of vapor pockets during the interaction of

the two-phase flow with the pressure gradients caused by the

impeller blade loading. Surprisingly, there was no dysfunctional

behavior observed during the tests, neither pressure instability

nor notable increase in vibration and audible noise. Such observa-

tion promisingly suggests that effects of cavitation in liquid CO2

near the critical point (lc-CO2) could be much less severe than

those traditionally experienced in hydraulic devices. Hence, gener-

ally speaking, supercritical conditions should not only be linked to

a highly dynamic collapse as in [16] where the supercritical

domain was actually faced at latter stages due to significant

increases of temperature and pressure.

The low density ratio between vapor and liquid saturation

states in the vicinity of the critical point was initially claimed as

the key for the relatively benign operation of the compressor in

the two-phase region [19]. However, such an important discovery

deserves a more comprehensible explanation through the in-depth

understanding of the physical phenomenon. In that line, this study

aims to provide more insights into this issue through a detailed

investigation of the characteristic of the bubble dynamics in lc-

CO2. In response to this objective, following a brief introduction

on the critical point and the sc-CO2, some formulations of bubble

dynamics in the literature are first reported. This is to highlight

the different mechanisms that contribute to the behavior of the

bubble, paving the way to a qualitative evaluation of the bubble

dynamics. A model for the bubble dynamics has been proposed

to study the bubble collapse in lc-CO2 under the increase in the liq-

uid pressure.

2. Theoretical background

2.1. The critical point and the supercritical cycle

The term critical point is used to designate the thermodynamic

state at which the properties of gas and liquid phases converge.

Indeed, upon temperature and pressure changes along the vapor–

liquid equilibrium curve, both phases coexist. With temperature

Nomenclature

c coefficient of phase change
cv isochoric heat capacity (J/kg.K)
cp isobaric heat capacity (J/kg.K)
hlv latent heat (J/kg)
Kv ratio of the molar mass to the universal gas constant

(kg.K/J)
k thermal conductivity (W/m.K)
_m rate of phase change (kg/s)
np polytropic volume exponent
p pressure (Pa)
Pr Prandtl number
R bubble radius (m)
r radial coordinate (m)
T temperature (�C)
tc4 characteristic time (s)
tTC total collapse time (s)
u specific internal energy (J/kg)

Subscripts
c uniform vapor region inside the bubble
f final state (case of a liquid pressure rise)
g non-condensable gas
i bubble interface
l liquid phase
li at the liquid interface
l1 in the bulk liquid

m mixture (vapor and non-condensable)
v vapor phase
vi at the vapor interface

Greek symbols
a thermal diffusivity (m2/s)
aT thermal accommodation coefficient
b factor of Florschuetz and Chao
DT saturation temperature rise corresponding to the pres-

sure rise
DT� reference temperature drop of Stepanoff
dT thermal layer thickness (m)
e ratio of mixture density to liquid density
c specific heat ratio
l dynamic viscosity (Pa.s)
q density (kg/m3)
r surface tension N/m
R Brennen parameter (m.s�3/2)

Superscripts
⁄ at the saturation conditions

Abbreviations
sc-CO2 supercritical CO2

lc-CO2 liquid CO2 near the critical point
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Fig. 1. The pressure–temperature phase diagram.
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increase, the liquid becomes less dense whereas pressure increase

makes the vapor phase becomesmore dense. As a result, the distinc-

tion of liquid and vapor phases becomes less and less pronounced,

and then no longer exists. In the end, there is only one homogenous

phase in the system. The point that marks the endpoint of the satu-

ration curve (cf. Fig. 1) is named as the critical point. The tempera-

ture and pressure at the critical point are called the critical

temperature and critical pressure. For CO2, the critical temperature

and critical pressure are 30.98 �C and 7.377 MPa, respectively.

The supercritical phase corresponds to the conditions where

both temperature and pressure are above those determining the

critical point. Since this phase represents a state in which liquid

and vapor properties converge, supercritical fluids show common

features with vapor and some with liquid. Specifically, the super-

critical fluid has densities approaching those of liquid phase and

diffusivities and viscosities approaching those of vapor phase. Their

physical properties can also be turned to be more liquid-like or

more gas-like, by changing the temperature and pressure. These

unique behaviors make the supercritical fluid an excellent solvent

for various applications. For example, sc-CO2 has widely been used

in the commercial decaffeination of coffee and black tea [17].

The idea of using sc-CO2 as the working fluid in a thermody-

namic cycle was first proposed by Sulzer [29]. Different cycle con-

figurations were introduced and the thermodynamic analysis was

carried out in the 1960’s in [6,2,1]. The sc-CO2 cycle was claimed

to avoid most of problems of the Rankine steam and Brayton gas

cycles and yet retain many of their advantages [6,2,5,4]: (i) poten-

tially high efficiency thank to the low compression work in the

reduced compressibility region near critical point; (ii) smaller size

of the turbomachinery resulting from the high density working

fluid; (iii) simpler system layout; (iv) less sensitivity of the thermo-

dynamic performance to pressure losses; and (v) better match of

temperature profile to that of the heat source provided by the fluid

in the supercritical region. Over the past decade, growing interest

on the sc-CO2 cycle has been seen through a significant amount

of works that have been conducted in view of analyzing these

potential advantages for various heat sources. These include low

grade waste heat applications [4], hybrid fuel cell systems [24],

nuclear reactors including innovative small modular reactors

[26,40], next generation nuclear reactors [5,12,9] and fusion reac-

tor concepts [13], and concentrated solar power plants [33]. An

overview on the performance of the sc-CO2 cycle in a large range

of heat source temperature can be found in [20].

Generally, a thermodynamic cycle is preferred to reject heat to

the cold source at low temperature in view of improving the effi-

ciency. In the original sc-CO2 cycles of Angelino [2], the cooling

was performed across the two-phase region and thus the compres-

sion started from the liquid region. Later, Dostal [5] reviewed these

cycles for the next generation nuclear reactors and suggested

switching the compression to the supercritical region for two rea-

sons. Firstly, the cycle heat sink can be adapted to worldwide tem-

peratures and secondly possible cavitation problems with pump

can be avoided. If this latter is confirmed to yield no detrimental

effects, as promisingly suggested through tests at Sandia National

Laboratories, and if cold heat sinks are available, there will remain

opportunity to improve the efficiency of the sc-CO2 cycle by cool-

ing the working fluid below the critical temperature (i.e. operating

the compressor/pump in the liquid region). Typically, Floyd et al.

[8] reported an efficiency gain of 2 points for a sc-CO2 cycle cou-

pled to a Sodium-cooled Fast Reactor concept.

2.2. Bubble dynamics

As mentioned above, the first analysis of bubble dynamics was

made by Rayleigh [23]. His theory was developed for a single bub-

ble in an infinite quiescent liquid using the assumption of liquid

incompressibility and of negligible surface tension and liquid vis-

cosity. Since then, many researchers have improved this theory

by eliminating more and more hypotheses. Plesset [21] extended

Rayleigh work by considering the influence of liquid viscosity

and surface tension, deriving the well-known Rayleigh–Plesset

equation. Later, a more general form was given by Scriven [25]

for the case of non-zero ratio of mixture (i.e. vapor and non-

condensable gas) density to liquid density as follows (see nomen-

clature for more details):

Ri
€Ri þ

3

2
_R2
i ¼ 1

eql1
pm � pl1 � 2r

Ri

� 4ll

Ri

_Ri

� �

ð1Þ

It is important to note that such an equation was derived using

the following assumptions: (i) the fraction of dissolved gas and the

effect of non-condensable diffusion across the interface are negligi-

ble; (ii) the liquid density and other thermal and transport proper-

ties of liquid are constant; (iii) the vapor inside the bubble remains

at the saturation conditions with respect to the liquid temperature

at the bubble interface (i.e. equilibrium phase change assumption);

and (iv) the temperature and pressure inside the bubble as well as

its contents are always uniform.

In addition, if it is assumed that the non-condensable gas inside

the bubble follows a polytropic process characterized by the expo-

nent np, Eq. (1) can be rewritten as follows:
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In Eq. (2), the first term ðIÞ refers to the motion of the bubble

interface. The second term ðIIÞ is the instantaneous tension or iner-

tial term, which is determined by the conditions of the bulk liquid.

The third one ðIIIÞ, so-called the thermal term, refers to the change

of the saturation pressure (p�
li) with respect to the change of the

temperature at the interface (T li). The three last terms, ðIVÞ, ðVÞ
and ðVIÞ are the contribution of non-condensable gas, the surface

tension and liquid viscosity, respectively.

The liquid temperature at the interface varies due to the phase

change during the bubble growth or collapse. This was previously

explained by Stepanoff [28] through the energy conversion aspect.

Accordingly, the production of a volume of vapor in the case of

bubble growth requires a quantity of heat. This energy comes from

a volume of liquid in the vicinity of the cavity region that is cooled,

thereby forming a thermal layer around the bubble (c.f. Fig. 2). The

liquid temperature at the interface becomes lower than the bulk

liquid temperature. The vapor pressure, assumed to be equal to

the saturation pressure at the interface temperature (p�
li), also

decreases from its initial value (p�
l1Þ. The thermal term in Eq. (2)

is negative and therefore has an impeding effect on the motion

of the bubble interface. Similar arguments can also be given in case

of bubble collapse, leading to the same conclusion on the effects of

the thermal term on the bubble dynamics.

If the contribution of the thermal term is negligible compared to

that of the inertial term, the bubble dynamics belongs to the so-

called inertially controlled regime. In such a case, the bubble radius

is the unique time dependent variable in Eq. (2). This latter is

therefore sufficient to describe the dynamics of the bubble inter-

face. Otherwise, the change of the liquid temperature at the bubble

interface should be taken into account through the energy equa-

tion (i.e. heat conduction equation) for the liquid region. In this

case, the bubble dynamics is classified into the thermally con-

trolled regime. Note that even though this regime is named as

3



‘‘thermally controlled” in [3], both inertial and thermal terms have

an impact on the bubble dynamics.

Different parameters were proposed in the literature to charac-

terize the thermal effects in the bubble dynamics. The simplest one

is, perhaps, the reference temperature drop of Stepanoff [28], given

as:

DT� ¼ q
v
hlv

qlcpl
ð3Þ

This parameter reflects the aforementioned explanation of the

temperature change at the interface. It can be interpreted as the

temperature drop to be applied to a given volume of liquid in order

to get sufficient energy to produce the same volume of vapor. The

smaller this reference temperature drop is, the less important the

thermal effects have on the bubble dynamics.

In the case of bubble collapse, Florschuetz and Chao [7] sug-

gested the use of the following factor to characterize the thermal

effects:

b ¼ ql1cpl1DT

q
v
hlv

� �2 al

Ro

ql1
pl1;f � p�

l1

!

ð4Þ

The following limits can be used to evaluate the thermal effects:

b > 10: thermal term is negligible; b < 0.05: inertial term is negligi-

ble; 0.05 < b < 10: both inertial and thermal terms should be

retained.

In the case of a collapse/growth under a step increase/decrease

in the liquid pressure, Brennen [3] provided the following param-

eter to characterize the thermal effects:

X

ðT1Þ ¼ h
2
lvq

2
v

eq2
l1cplT l1a

1=2
l

ð5Þ

The greater this parameter is, the higher the contribution of

thermal effects to bubble dynamics is. He also suggested using

the following critical time to represent the time necessary for the

thermal term to reach a comparable order of magnitude with the

inertial term during the bubble collapse:

tc4 ¼ ðRo=RÞ2=3 ð6Þ

This formulation can only be valid if the critical time is smaller

than the total collapse time in the absence of the thermal effects.

This was proposed by Rayleigh [23], assumed that the effects of

surface tension and non-condensable gas are negligible, as follows:

tTC ¼ 0:915 � ql1R2
o

pl1;f � p�
l1

!1=2

ð7Þ

If tc4 � tTC , the bubble dynamics will be initially dominated by

the thermal term and thus the bubble collapse will become much

less violent.

3. Analytical evaluation of the bubble dynamics in lc-CO2

The contribution of the thermal effects to the bubble dynamics

can be qualitatively evaluated through the aforementioned charac-

teristic parameters. Table 1 reports the values of the reference tem-

perature drop of Stepanoff (c.f. Eq. (3)) and the parameter of

Brennen (c.f. Eq. (5)) for bubbles in different liquids and tempera-

ture conditions. Also given in this table are the thermodynamic

properties of fluids that are required for the calculation of these

parameters. In addition to the case of interest, i.e. a CO2 bubble

at 25 �C, the remaining ones have been given to provide a qualita-

tive comparison since their cavitation effects are well-known or

were addressed in the past. The H2O bubble at ambient tempera-

ture can be referred to as the case of cavitation in water, which

commonly leads to detrimental effects. The collapse of the H2O

bubble at 93.3 �C was numerically investigated by Florschuetz

and Chao [7], who demonstrated significant thermal effects leading

to a slow contraction of the bubble. The N2 bubble at�190 �C could

be used to characterize the cavitation in the liquid N2. This is

known as cryogenic cavitation and was previously demonstrated

to be significantly affected by the thermal effects (see, e.g., [32].

Both parameters of Stepanoff and Brennen show a similar trend

in the increasing significance of the thermal effects. These range

from the 20 �C H2O bubble, to the 93.3 �C H2O bubble, the

Fig. 2. Thermal boundary layer surrounding the bubble during the growth (left) and collapse (right).

Table 1

Calculation of parameters characterizing the thermal effects in the bubble dynamics.

H2O H2O N2 CO2

T l1 (�C) 20 93.3 �190 25

q
v
(kg/m3) 0.017 0.476 8.28 242.8

ql1 (kg/m3) 998.16 963.05 779.08 710.32

e 1.00 1.00 9.89e�01 6.58e�01

hlv (kJ/kg) 2453.53 2273.99 191.26 119.56

cpl (kJ/kg.K) 4.19 4.21 2.12 6.47

al (m
2/s) 1.45e�07 1.67e�07 8.10e�08 1.76e�08

DT� (�C) 0.01 0.27 0.96 6.31

R (m/s3/2) 3.90 2.01e + 03 8.33e + 04 9.92e + 06

Table 2

Calculation of characteristic parameters of the thermal effects during the bubble

collapse.

H2O H2O N2 CO2

Ro (m) 0.001 0.001 0.001 0.001

T l1 (�C) 20 93.3 �190 25

pl1;f ¼ 1:02p�l1 (MPa) 2.44e�03 8.10e�02 1.94e�01 6.56

tTC (s) 1.1e�04 1.9e�04 7.4e�05 6.7e�05

tc4 (s) 4.0e�03 6.3e�05 5.2e�06 2.2e�07

tc4=tTC 36.36 0.33 0.07 0.003

DT (�C) 70.36 6.70 5.00 0.86

b 1.34 1.39e�02 7.33e�05 2.23e�08

4



�190 �C N2 bubble, and to the 25 �C CO2 bubble. The 20 �C H2O

bubble features a negligible reference temperature drop, explain-

ing the predominance of the inertial effects and thus the violent

collapse. The 25 �C CO2 bubble dynamics features the strongest

influence of the thermal effects.

To make a clearer statement in the case of bubble collapse, let’s

consider these four bubbles at an initial radius of 1 mm under a

step increase of 2% in the liquid pressure (c.f. Table 2). The choice

of such a small variation is to maintain the liquid properties, espe-

cially those of CO2, constant, as is the assumption upon which

these characteristic parameters were derived. The critical time

during the collapse (tc4 in Eq. (6)) is given in comparison with

the total collapse time (tTC in Eq. (7)). The calculation results show

that, except the case of the H2O bubble at 20 �C, the thermal term

will very soon reach a magnitude that can hinder the effects of the

inertial term during the contraction of the bubble. The b-factor of

Florschuetz and Chao [7] is also given. Its very small order of mag-

nitude for the CO2 bubble case compared to the other cases also

suggests the strong implications of the thermal effects.

With the significant dominance of the thermal effects, the

dynamics of the CO2 bubble should be characterized by a very slow

motion of the interface. Indeed, while the thermal regime is

already connected to a slower time square root asymptotic

dynamic compared to the time squared dynamic of the inertia

regime [3], this asymptotic rate is inversely proportional to R.

For lc-CO2, the rate is therefore 2 orders of magnitude lower than

for the above N2 case, which was already considered as paradig-

matic of a slow thermal regime.

One can therefore expect that there would be no high pressure

wave release during the bubble collapse. This promisingly suggests

that cavitation damage commonly found in water would not be

experienced in the case of cavitation in lc-CO2.

In order to further understand which properties of CO2 near the

critical point are responsible for the significance of the thermal

effects, the parameter of Brennen has been decomposed through

different terms as follows:

RðT1Þ ¼ h
2
lvq

2
v

eq2
l1cplT l1a

1=2
l

¼ q2
v

eq2
l1

� �
h
2
lv

c2plT
2
l1

 !

cplT l1

a1=2
l

 !

ð8Þ

The order of magnitude of each term is reported in Table 3. This

decomposition clearly indicates that it is the high ratio of vapor to

liquid density near the critical point that contributes to form a very

high characteristic parameter in the case of the CO2 bubble com-

pared to the other cases. Other properties near the critical point

such as the small heat latent and thermal diffusivity also impact

the parameter of Brennen but their effects are less pronounced.

Finally, it is important to note that this numerical application

should only be seen as very indicative since they are connected

to some previously mentioned assumptions. In addition to the

one of constant liquid properties, the consideration of a uniform

vapor bubble is, as discussed in the following section, no longer

appropriate for CO2 near the critical point.

4. Simulations of the bubble collapse in lc-CO2

4.1. Assumptions

The following sections list the model assumptions which are

applied to a bubble supposed spherical. This latter hypothesis

has been adopted in numerous works [23,21,25,30] of which the

contribution to the enlightenment of the bubble dynamics is signif-

icant. [11] has shown, using high-speed shadow photography on a

laser-induced cavitation bubble, that while the bubble cross-

section is no longer spherical after the first rebound, this assump-

tion is relevant before the collapse. As a consequence, this simpli-

fication is not seen to have strong implications on the main

conclusion of the current work which is bounded by a dominant

thermal regime.

4.1.1. Thermal layer in the vapor region

Bubble dynamics is commonly studied by considering only the

liquid flow equation. The gas flow is actually excluded under the

assumption of a uniform bubble: uniform temperature, pressure

and density. The validity of the uniform temperature assumption

depends on the respective characteristic time scale of the heat dif-

fusion through liquid and vapor regions: the thermal diffusivity of

the vapor has to be much greater than that of the liquid [34].

Indeed, the thermal diffusivity of a substance represents its heat

diffusion capacity: a higher thermal diffusivity leads to a shorter

characteristic time of heat diffusion. As such, the temperature pro-

file will become uniform earlier.

The above consideration can be no longer relevant in the case of

significant temperature increase inside the bubble during a very

short time, for example at the final stages of an inertially-

controlled bubble collapse. In such a situation, there should be a

temperature gradient formed inside the bubble, in addition to

the one in the liquid region (cf. Fig. 3). Note that this inner thermal

layer was previously considered in the work of Fujikawa and Aka-

matsu [10] in order to capture the significant increase in the vapor

temperature at the final stages of bubble collapse in water.

This treatment becomes essential in the case of a bubble in lc-

CO2, even at the early stages of bubble growth or collapse, due to

the convergence of fluid and vapor properties. As reported in

Table 4, the thermal diffusivity of liquid and vapor CO2 at 25 �C

have the same order of magnitude, which is not the case for a

water bubble. It means that there will be a thermal layer develop-

ing inside the CO2 bubble with a temperature gradient equivalent

to that of the thermal layer surrounding the bubble. Accordingly,

the heat transfer at the interface of the CO2 bubble takes place in

both liquid and vapor regions during its collapse and growth.

4.1.2. Non-equilibrium phase change

The non-equilibrium phase change means that the vapor is no

longer maintained at the saturation conditions with respect to

the liquid temperature at the interface:

Table 3

Decomposition of the parameter of Brennen.

H2O H2O N2 CO2

T l1 (�C) 20 93.3 �190 25

q2
v
=ðeq2

l1Þ 3.0e�10 2.5e�07 1.1e�04 1.8e�01

h2lv=ðc2plT
2
l1Þ 4.0 2.2 1.2 3.8e�03

ðcplT l1Þ=a1=2
l

3.2e+09 3.8e+09 6.2e+08 1.5e+10

vi
T

c
T

li
T

l
T

∞

Vapor Liquid

i
R

l
R

v
R

Fig. 3. Schematic of the temperature profiles developed inside and outside a

bubble.
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Tvi – T li

p
vi – p�

li

�

ð9Þ

Under such a situation, the phase change takes place at a finite

rate and can be determined through the state variables of the liq-

uid and vapor phases at the interface as follows [30]:

_m ¼ c

ffiffiffiffiffiffiffi

Kv

2p

r

p�
li
ffiffiffiffiffi
T li

p � p
v i
ffiffiffiffiffiffiffi
Tvi

p
� �

ð10Þ

in which the coefficient of phase change c is a time independent

parameter. This model is based on a symmetrical treatment for liq-

uid and gas phases (that could be considered as relevant nearby the

critical point due to the closeness of the properties for both phases)

and is assuming a perfect gas law for both phases. While the c coef-

ficient should be understood as a fitting of experimental data that

could accommodate the fluid actual thermodynamic, it is merely

introduced in the current work for the sake of generality as the

model will be benchmarked with a case study where this assump-

tion is relevant. Indeed, we will see that the impact of such a refine-

ment on the CO2 bubble dynamics is seen as negligible since the

state of vapor at the interface is predicted to be very close to the

equilibrium state with the liquid.

4.1.3. Assumption of constant liquid properties

The Rayleigh equation of bubble dynamics and most of its gen-

eralized forms (e.g. Rayleigh-Plesset, Scriven...) were developed

using the assumption of constant liquid density. This latter is no

longer valid in lc-CO2 due to the large change of the density with

respect to the temperature and pressure variations. As such, the

fluid density is a function of both time and space (radial coordi-

nates), preventing one from obtaining a unique time differential

equation that describes the motion of the bubble interface. Accu-

rate solutions of this problem can only be achieved by considering

a complicated system of partial differential equations that involves

time and space dependent variables. Such an approach is disre-

garded in the frame of this preliminary investigation. For the case

studies reported hereafter, the density change is limited below 7%.

Hence, the constant density assumption still remains relevant.

Other liquid properties such as the surface tension and viscosity

were also considered as constant. Actually, the effects of their vari-

ation on the motion of the bubble interface can be negligible,

except in the final stages of a violent collapse. Indeed, it is only

under this circumstance that the inward velocity is very high and

the bubble radius is sufficiently small making the contributions

of the surface tension and liquid viscosity more pronounced (see

terms V and VI in Eq. (2)). Since the collapse of a CO2 bubble has

been forecasted to be very slow, these properties can be relevantly

assumed to be invariant without having implications on the CO2

bubble dynamics. In addition to these assumptions, it is supposed

that there is no non-condensable gas and that the vapor density is

uniform inside the bubble in order to simplify the equations.

4.2. Mathematical model

In the bubble dynamics model for CO2 near the critical point,

the thermal layers inside and surrounding the bubble are both con-

sidered, together with a temperature discontinuity at the interface

as illustrated in Fig. 3. As such, the problem has 7 unknowns: 3

radial coordinates (Rv , Ri and Rl), 3 temperature variables (Tc , Tvi

and T li), and one more state variable to fully define, together with

Tc , the state of the uniform vapor region. For this latter, the density

(qc ¼ q
v
) is chosen. The following subsections report the 7 equa-

tions that are involved in this problem.

4.2.1. Equation of bubble dynamics

The equation of Scriven [25] for the case of non-zero ratio of

vapor to liquid density is used to describe the motion of the bubble

interface (cf. Eq. (1)).

4.2.2. Energy equation for the liquid region

For CO2 near the critical point, the specific heat capacity is no

longer a relevant indicator of the enthalpy change, and thus the

energy equation should be written for the internal energy as

follows:
Z 1

Ri

qlr
2 @ul

@t
þ v l

@ul

@r

� �

dr ¼
Z 1

Ri

@

@r
r2kl

@T l

@r

� �

ð11Þ

The internal energy can be determined from a couple of two

state variables, for example density and temperature. The former

is assumed to be constant in the whole liquid region, and thus:

ulðrÞ ¼ uðql1; T lðrÞÞ ð12Þ

The liquid temperature in the thermal layer (Ri 6 r 6 Rl) is

approximated through a quadratic distribution, as proposed by

Theofanous et al. [30,31]:

T l ¼ T l1 þ ðT li � T l1Þ Rl � r

Rl � Ri

� �2

ð13Þ

Note that such a profile is actually based on an assumption of

low thermal layer thickness compared to the bubble radius and

so is invalid during final stages of the collapse. In the absence of

rebounds, it was found to reproduce adequately the experimental

results [15]. Both validity bounds are seen as congruent with the

current framework.

The above energy equation can be integrated, leading to the fol-

lowing form:

ql1

Z Rl

Ri

r2
@ul

@t
þ v l

@ul

@r

� �

dr ¼
Z Rl

Ri

@

@r
r2kl

@T l

@r

� �

¼ 2kl
T li � T l1
Rl � Ri

R2
i ð14Þ

in which the velocity of the liquid flow is given as:

v lðrÞ ¼ ð _Ri � _m=qliÞR2
i =r

2 ð15Þ

4.2.3. Energy equation for the inner thermal layer

The inner thermal layer is treated in a same way as the thermal

layer outside the bubble, i.e. using the assumption of quadratic

temperature distribution, leading to the following energy

equation:

q
v

Z Ri

Rv

r2
@uv
@t

þ vv

@uv
@r

� �

dr ¼ �2kv
Tvi � Tc

Rv � Ri

R2
i ð16Þ

The velocity of the vapor flow is assumed to be a linear function

of radial coordinate reducing from the interface towards the bub-

ble center [10]:

vvðrÞ ¼ ð _Ri � _m=q
viÞr=Ri for Rv < r < Ri ð17Þ

4.2.4. Energy equation for the vapor region

On the basis of the first law of thermodynamics, the vapor

energy equation for the bubble including the uniform and the ther-

mal layer regions reads:

Table 4

Comparison of thermal diffusivity in liquid and in vapor of CO2 and H2O.

av (m2/s) al (m
2/s)

H2O (20 �C) 5.5e�5 1.4e�8

CO2 (25 �C) 2.3e�8 1.8e�8
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1

3

d

dt
ðq

v
R3
v
ucÞ þ

d

dt

Z Ri

Rv

r2q
v
uvðrÞdr

¼ R2
i �p

v i
_Ri

|fflfflffl{zfflfflffl}

ðIÞ

þ kv
@Tv
@r

� �

Ri
|fflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflffl}

ðIIÞ

þ _muv i � c

ffiffiffiffiffiffiffi

Kv

2p

r

p�
li
ffiffiffiffiffi
T li

p ðu�
li � uviÞ

|fflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl}

ðIIIÞ

2

6
6
6
6
4

3

7
7
7
7
5

ð18Þ

The left hand side of Eq. (18) represents the change of internal

energy inside the bubble, including both uniform and thermal

layer regions. The first term on the right hand side is the pressure

work connected to the volume change; the second term is the con-

ductive heat supplied to (or evacuated from) the vapor region

across the interface; and the third term is the internal energy asso-

ciated with the mass flux of phase change (see, e.g., [30], for a

detailed development).

4.2.5. Continuity equation for the bubble interface

The continuity equation at the bubble interface reads:

q
v

_Ri þ ð1=3Þ _qvRi ¼ _m ð19Þ

where the rate of phase change, _m, is calculated from Eq. (10).

4.2.6. Energy equation for the bubble interface

This equation correlates the heat fluxes evacuating from (or

coming to) the bubble interface to the rate of phase change as

follows:

�2kl
T li � T l1
Rl � Ri

þ 2kv
Tvi � Tc

Rv � Ri

¼ _mhlv ð20Þ

The latent heat is a function of the liquid temperature at the

interface:

hlv ¼ hlvðT liÞ ð21Þ

4.2.7. Temperature discontinuity at the interface

The temperature discontinuity between the liquid and vapor

regions at the bubble interface is determined as follows [10]:

Tvi ¼ T li �
ð2� 0:827aTÞcvilv
ðc

v
� 1ÞaTPrvqvi

2pKv

T li

� �1=2
@Tv
@r

� �

r¼RiðtÞ
ð22Þ

in which aT is the thermal accommodation coefficient, Prv is the

Prandtl number of the vapor phase. Note that the thermal accom-

modation coefficient is the probability for a vapor molecule striking

the liquid-vapor interface to come into thermal equilibrium with

the liquid before being diffusively reflected [36].

The set, Eqs. (1), (14), (16), (18), (19), (20), (22), of seven non-

linear, ordinary differential equations has been implemented in

Matlab (which solver is implicit and features a relative tolerance

on scalars that is inferior to 1E-3). It is important to note that all

thermodynamic properties involved in these equations (i.e. q, u,
p� and hlv ) are calculated from the Span-Wagner equation of state

[27]. The latter is expressed in the form of the specific Helmholtz

free energy featuring explicitly the gap to the ideality (with density

and temperature as two dependent variables). It is considered as

the most reliable mean of describing CO2 properties and is imple-

mented in the NIST database for an accurate use in a wide range of

scientific and engineering applications.

4.3. Model benchmark

In order to gain a first qualification of the above model, a bench-

mark has been performed with a previous investigation of bubble

collapse in the liquid sodium reported in [31]. In this reference

work, a uniform bubble is assumed; in other words, the thermal

layer inside the bubble is neglected. The schematic of the temper-

ature change across the bubble interface is illustrated in Fig. 4.

In this configuration, the inner radius of the vapor thermal layer

comes close to the bubble interface (Rv � Ri) and the vapor tem-

perature at the interface is close to the vapor temperature of the

uniform vapor region (Tvi � Tc ¼ Tv ). As such, there remain only

5 unknowns for this problem. Accordingly, the energy equation

for the inner thermal layer (17) and the temperature discontinuity

Eq. (22) are excluded from the model. In addition, the energy equa-

tions for the bubble interface and the vapor region are reduced as

follows (see [31] for more details):

�2kl
T li � T l1
Rl � Ri

¼ _mhlv ð23Þ

cvvKv

Ri

Tv

dTv
dt

¼ �3
dRi

dt
þ 3c

ffiffiffiffiffiffiffi

Kv

2p

r

cvv
p�
li

p
v

T li � Tv
ffiffiffiffiffi
T li

p
� �

ð24Þ

Simulations have been performed for the collapse of a sodium

bubble of 6.76 mm initial radius. The bubble is initially at rest in

an infinite liquid domain at a temperature of 857 �C. The liquid

pressure is then increased linearly, from an initial value of

0.8 atm to 1 atm in 1 ms, and is then maintained constant.

The simulation results are reported in Fig. 5 for different values

of the coefficient of phase change c and show a very good agree-

ment to the results obtained in [31] (cf. Fig. 6). It demonstrates that

the behavior of the bubble collapse is strongly dependent on the

coefficient of phase change. The three values of c ð0:01;0:1 and

1:0) are, as mentioned in the reference work, chosen to cover the

range of acceptable values for the phase change coefficient. For

c ¼ 1:0, the contraction of the bubble interface terminates with

the peaks of temperature and pressure and is then followed by

the rebound, i.e. the growth of the bubble. For the remaining cases,

the bubble exhibits a monotonic mode of collapse.

4.4. Simulation results and discussions

The model is applied to study the bubble collapse in lc-CO2. A

bubble of initial radius 1 mm in an infinite liquid domain at a tem-

perature of 25 �C has been considered. The liquid pressure is

increased linearly, from an initial value of 6.436 MPa, by 2% in

1 ms, and is then maintained constant. The rate of the pressure rise

is based on the compressor case [20] and the perturbation ampli-

tude leads to a density increase of around 1% which is seen as suf-

ficiently small to assure the validity of the bubble dynamics

equation. At these conditions, the coefficient of phase change and

the thermal accommodation coefficient (c.f. Eq. (22)) for CO2 are

set at 0.4 and 0.6 respectively [35].

The simulation results are reported in Figs. 7 and 8 for the cal-

culation times of 2 and 30 ms, respectively. These figures show

time dependent plots of bubble radius ðRiÞ, of thickness of the inner

and outer thermal layers ðdT;inner and dT;outer), of vapor temperature

in the uniform region ðTcÞ, of liquid temperature at the interface

ðT liÞ, of temperature discontinuity at the interface ðTvi � T liÞ, of
vapor pressure inside the bubble and liquid pressure at the inter-

li
T

l
T

∞i
R

l
R

vT

Fig. 4. Schematic of the unique temperature profile developed outside a bubble.
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face ðp
vc and pliÞ, and of rate of phase change ð _mÞ. Note that this

latter has negative value in the case of condensation and positive

value in the case of vaporization.

Overall, the temperature discontinuity at the interface is small

(around 1E-5 �C), indicating that the vapor at the interface is close

to the saturation state. In other words, the impact of the

non-equilibrium assumption on the CO2 bubble dynamic appears

of low orders so that performing a sensitivity study on the c param-

eter was not further considered. In addition, the liquid temperature

and pressure at the bubble interface increase linearly with the liq-

uid pressure during the first 1 ms before attaining constant values.

As such, the vapor state changes almost instantaneously, suggest-

Fig. 7. Results of the CO2 bubble collapse under a 2% linear increase in the liquid pressure in 1 ms for a calculation time of 2 ms.

Fig. 5. Results of the bubble collapse in the liquid sodium using the above model.

Fig. 6. Simulation results of the bubble collapse in the liquid sodium reported in [31].

8



ing a rapid increase in the thermal term to equalize the liquid pres-

sure rise. Similarly, the radius decreases linearly with time before

reaching a regime featured by a very slow contraction of the

bubble.

Besides, the temperature difference across the inner thermal

layer has the same order of magnitude as that of the outer thermal

layer. This is because of the high energy accumulated inside the

bubble during its compression (c.f. Eq. (18)). Hence, both heat

fluxes from the vapor region to the interface (inner heat flux)

and from the interface to the liquid region (outer heat flux) have

equal contribution to the bubble dynamics, by directly resulting

in the rate of phase change (see Eq. (20)). The evolution of the rate

of phase change, for example as shown in Fig. 7, is connected to the

state change of the vapor inside the bubble: during the first 1 ms,

under the liquid pressure rise, the heat flux from the vapor

increases and impedes the condensation rate; this flux, however,

decreases after 1 ms due to the steadiness of the liquid pressure,

thereby leading to the increase in the condensation rate.

The impact of both heat fluxes on the phase change suggests

that if the liquid pressure rise is maintained longer (to increase

the energy accumulated inside the bubble), the inner heat flux

will possibly exceed the outer heat flux. If this is the case, it is

vaporization instead of condensation that will take place at the

interface. To verify this prediction, an increase in the liquid pres-

sure of 5% during 2.5 ms (i.e. the same rate of pressure rise) is

considered. Note that the density increase is below 3%, and thus

is consistent with the model assumption. The simulation results

are given in Figs. 9 and 10. As expected, the rate of phase change

becomes positive near 2.5 ms, when the temperature of the uni-

form vapor region almost reaches its maximum. After 2.5 ms, this

temperature decreases; the phase change returns to condensation

with an increasing rate that attains its second maximum at

around 5 ms.

If the collapse under a pressure increase of 15% in 7.5 ms is now

considered, it leads to a density increase of around 7%. The simula-

tion results are shown in Figs. 11 and 12. Vaporization takes place

in most of time during the collapse, except in a short duration of

2 ms just after the increase in the liquid pressure. In spite of this

vaporization, the bubble III radius still decreases due to the com-

pression of the liquid.

The temperature and pressure of the liquid at the bubble inter-

face increase along the saturation line and approach the critical

point at around 7.5 ms where the latent heat reduces to zero.

The temperature and pressure of the vapor increase and the vapor

enters the supercritical region before abruptly returning to the crit-

ical point. This trend can be explained on the basis of the vapor

energy Eq. (18) as follows. At the beginning, although heat is evac-

uated from the vapor region through the inner thermal layer (term

II < 0), the energy inside the bubble increases due to the pressure

work (term I > 0) and phase change (term > 0). Note that both

terms (I) and (II) increase (in their absolute value) with the

increase in the vapor pressure and temperature whereas the term

(III) decreases due to the convergence of fluid properties while

approaching the critical point. As such, the energy inside the bub-

ble starts to decrease when a sufficiently high temperature gradi-

ent is achieved in the inner thermal layer. Accordingly, the

temperature and pressure of the vapor inside the bubble start to

decrease steeply. Their abrupt change is seen to be merely con-

nected to the rapid convergence of vapor and fluid properties,

specifically the internal energy, near the critical point.

Finally the latent heat reduces to zero and there is no more

phase change occurring at the bubble interface with all regions

mixing together. Such a complex predicted mechanism, which cer-

tainly warrants an in-depth experimental validation conjugated

with a completion of the numerical results analysis (eg. by sup-

porting the thought with a dR/dt analysis as carried out in [39]

Fig. 8. Results of the CO2 bubble collapse under a 2% linear increase in the liquid pressure in 1 ms for a calculation time of 30 ms.
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Fig. 9. Results of the CO2 bubble collapse under a 5% linear increase in the liquid pressure in 2.5 ms (calculation time = 5 ms).

Fig. 10. Results of the CO2 bubble collapse under a 5% linear increase in the liquid pressure in 2.5 ms (calculation time = 30 ms).
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Fig. 11. Results of the CO2 bubble collapse under a 15% linear increase in the liquid pressure in 7.5 ms (calculation time = 3 ms).

Fig. 12. Results of the CO2 bubble collapse under a 15% linear increase in the liquid pressure in 7.5 ms.
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about acoustic cavitation)”, suggests that the lack of cavitation

damage could be understandable.

5. Conclusions

A numerical application of the characteristic parameters of the

thermal effects has been performed at the beginning of this study.

It has been suggested that thermal effects have significant implica-

tions on the bubble dynamics in lc-CO2 (liquid CO2 near the critical

point) by inhibiting early the motion of the bubble interface. The

collapse of a CO2 bubble has therefore been predicted to feature

a very slow contraction of the interface. A bubble dynamics model

has then been proposed and successfully benchmarked with a pre-

vious study made on the collapse of a sodium bubble. Simulation

results of the bubble collapse in lc-CO2 have confirmed the very

slow contraction of the bubble interface and demonstrated the

absence of noticeable pressure rise. These also showed that the

thermal layer inside the bubble has important effects on the bub-

ble dynamics since it transfers a complementary heat flux to the

interface. This heat flux has to be evacuated by the one from the

interface to the liquid region, thereby altering the rate of conden-

sation. With a sufficient increase in the liquid pressure, vaporiza-

tion could occur during the bubble collapse, which was

traditionally experienced only during the bubble growth. In addi-

tion, simulation results have suggested that if the increase in the

liquid pressure is maintained, the vapor would enter the supercrit-

ical phase before approaching the critical point. The liquid region

near the bubble interface would also reach this state by closely fol-

lowing the saturation line.

Note that due to various assumptions used in the model, these

results should be directly validated in future experiments, since

magnitudes of engaged pressure and temperature should afford

such a possibility. Nonetheless, this investigation has provided

qualitative and quantitative explanations of the non-detrimental

effects associated with the bubble collapse in lc-CO2. These behav-

iors are seen to be in line with the experience gained through tests

at Sandia National Laboratories. They could promisingly favor the

operation of the compressor/pump in the liquid region at the low-

est available temperature in view of improving the efficiency of the

sc-CO2 cycle.
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