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Abstract—A great deal of features detectors and descriptors
are proposed every years for several computer vision applications.
In this paper, we concentrate on dense detector applied to
different descriptors. Eight descriptors are compared, three from
gradient based family (SIFT, SURF, DAISY), others from binary
category (BRIEF, ORB, BRISK, FREAK and LATCH). These
descriptors are created and defined with certain invariance
properties. We want to verify their invariances with various geo-
metric and photometric transformations, varying one at a time.
Deformations are computed from an original image. Descriptors
are tested on five transformations: scale, rotation, viewpoint,
illumination plus reflection. Overall, descriptors display the right
invariances. This paper’s objective is to establish a reproducible
protocol to test descriptors invariances.

I. INTRODUCTION

Over the last two decades, several descriptors were created
with different purposes: wide base line matching [1], [2],
object recognition [3], [4], image retrieval [5], [6], [7], texture
recognition [8], [9] or shape matching [10], [11].

To sort all these new techniques, Mikolajczyk et al. pro-
posed a comparison method for detectors and descriptors with
[12], [13]. In these papers, authors introduce a new dataset
with a human created ground truth. To compare descriptors
[13], they count the number of correct matches over the total
number of matches. One of the tested descriptors, SIFT devel-
oped by Lowe in [14], [15], is based on gradient location and
orientation histograms. In spite of its efficiency, SIFT remains
relatively slow to compute, so, attempts were made to improve
it, such as Ke and Sukthankar with PCA-SIFT [5] which select
the descriptor’s strongest component. Another improvement,
GLOH, introduced in [13], uses a log polar location instead
of a linear one before PCA. The other descriptors presented in
this paper were: invariant moments [16], shape context [10],
spin images [8], steerable filters [17], differential invariant
[18], and complex filters [1].

Misksik and Mikolajczyk updated these articles in [19], with
others detectors and descriptors tested together to determine
detector/descriptor dependences. They compare mostly binary
descriptors that will be detailed in the next section [6], [7],
[20]. For matching results, the best descriptors are LIOP,
MRRID and MROGH proposed by Fan et al. in [21], [22].
These descriptors are rotation invariant through a watershed
on the key point region.

Other comparison articles dedicated to a specified task were
published as [23] specialised in visual tracking, a real time

task. Descriptors compared are SIFT, SURF [24] (introduced
by Bay et al. relying upon sums of Haar wavelet), random
trees [25] and ferns [26]. The last two descriptors belong to
the binary descriptors family inspired from LBP, but binary
comparisons are done sparsely. Difference between trees and
ferns is a classification improving ferns’ time efficiency. These
descriptors are tested with various detectors and algorithms on
several databases.

Mandal in [27] compares six descriptors applied to face
recognition with different distances. When applied to face
identification, features are more important than distance, con-
trary to face recognition. Mainly, the best descriptor for facial
application is BSIF created by Kannala and Rahtu in [28].

For class matching, Hietanen in [29] compares several
binary descriptors and SIFT with different detectors, including
a dense grid. SIFT preformed better than other descriptors and
dense grid responds very well.

This result leads us to test dense detector for different
descriptors. Compared to others methods, our approach is not
based on manual key points pairing. Thus descriptors will be
applied on computationally transformed images. An image
from database leads to several transformed images. Hence
every pixel’s correspondence to original image is calculable.

The next section is dedicated to a detailed presentation of
compared descriptors. The third one lays out the experimental
protocol, images transformations and measuring results formu-
lae. Fourth section introduces results. The last part is reserved
for conclusion, perspective and acknowledgement.

II. DESCRIPTORS

Dense grid is chosen as detector, therefore we are only
interested in the descriptor part of all detector/descriptors
combination. We will present in this section all descriptors we
intend to compare. Table I summarizes invariance assumed by
each descriptors.

A. Gradient based descriptors

1) SIFT: As stated in introduction, SIFT was introduced
by Lowe et al. in [14] and enhanced for scale invariance few
years later [15]. During detection, SIFT estimates key points’
location, scale and orientation and uses these data to create
the descriptor. SIFT, founded on a human vision behaviour,
favours gradients and orientations to slight shift location in
order to recognize objects. This method calculates gradients



TABLE I
DESCRIPTORS’ INVARIANCE

Scale Rotation Viewpoint Lightness
SIFT x x x x
SURF x x x x

DAISY x x
BRIEF x
ORB x x

BRISK x x x
FREAK x x x x
LATCH x x

on key point’s region which is divided into 4× 4 sub-regions.
From each one, orientation histograms are estimated. Descrip-
tor is normalized using L2 − norm inducing illuminations
invariance. Rotation and scale invariances are computed from
detector’s information.

2) SURF: SURF, proposed by Bay et al. in [24], is based
on Haar wavelet transform to measure a gradient’s approxi-
mation on a smoothed image. Before descriptor’s calculation,
SURF requires key points’ location and scale. First, descriptor
estimates interest point’s orientation, then gradients’ approxi-
mation (dx and dy) are estimated. Similarly to SIFT, the key
point area is divided into sub-regions. For each one,

∑
dx,∑

dy,
∑
|dx| and

∑
|dy| are calculated. Descriptor is finally

normalized using L2 − norm.
3) DAISY: To the best of our knowledge, DAISY, created

by Tola in [2], is the only descriptor originally designed
for dense utilisation. Consisting in histogram of oriented
gradients, measures are made a around key point with different
orientations and radii. Then, different-orientation gradients are
estimated and positives directions are kept. The descriptor is
designed as a flower with overlapping areas. Each area’s centre
is convolved with a Gaussian kernel proportional to key point’s
distance. Hence, series of smoothed-gradient histograms are
estimated. Each histogram is normalized independently to
ensure lightness invariance.

The three previous descriptors use Euclidean distance to
measure the difference between two key points. At the same
time, another faster method appeared: binary descriptors.

B. Binary descriptors

The principle is to compare two pixels leading to a boolean
response. These comparison are made locally around a key
point. The five following descriptors rely on this method.

1) BRIEF: Binary Robust Independent Elementary Fea-
tures presented by Calonder et al. in [6], has no associated
detector. Based on random difference of pixels selected around
a key point, description is made in two steps. First, image is
blurred. Next, pixel’s pairs (x, y) are randomly picked around
a key point. Selection follows Gaussian distribution centred
on the key point. Each pair of pixels are compared with:

b =

{
1 if p(x) < p(y)
0 else . (1)

The pixels difference has no influence on the descriptor calcu-
lation which ensures the invariance to contrast and brightness.

However, this descriptor is sensitive to rotation.

2) ORB: Oriented fast and Rotated Brief was introduced by
Rublee in [7]. As the name indicates, the descriptor principle
is the same as BRIEF but is oriented with the angle calculated
in the FAST detection process. In our case, orientation is
given by the transformation. To take orientation into account, a
rotation matrix is applied to all pixel’s pairs coordinates before
computing binary comparison. To improve discrimination, an
algorithm trained pairs to compare.

3) BRISK: proposed by Leutenegger in [20], Binary Robust
Invariant Scalable Key points need an information on scale
prior to description. Contrary to BRIEF, all pairs are fixed
and uniformly extracted around key points. Pixel’s smoothing
size varies with the distance to the key point. The set of pairs
is divided in two sets, L and S, corresponding to large and
small distances between two elements of a pair, respectively.
L is used to determine orientation of key point:

(
gx
gy

)
=

1

L

∑
(pi,pj)∈L

I(pi, σi)− I(pj , σj)
‖pi − pj‖2

(
xi − xj
yi − yj

)
,

(2)
where L is the cardinal of L, p a pixel, (x, y) its coordinates
and g the resulting vector of equation. From g, orientation
is extracted. S set elements location is modified by the angle
estimated: Sθ. The elements of Sθ are compared to one another
to obtain the descriptor.

4) FREAK: presented by Alahi in [3], Fast Retina Key
point relies upon human retina and analysis perception. Similar
to retina, the surrounding of the key point is separated in
three areas, fovea, para foveal and peri foveal. Ganglion cells’
number diminish with the distance to the centre, so applied
Gaussian depends on area observed (Standard deviation grows
with the distance). Pixels are uniformly selected on these areas.
Orientation is computed with the same formula as BRISK but
fewer pairs are picked and are chosen symmetrically. Results
concurs with human processing vision, coarse to fine analysis.

5) LATCH: Learned Arrangements of Three Patch Codes
is one of the latest descriptor published, proposed by Levi and
Hassner in [4]. Gaussian kernels causes a loss of information
for most binary descriptors. To solve the problem, LATCH
uses a “3×3 patches” for its binary comparison. Three patches
are selected, one is classified as anchor, and Frobenius dis-
tances between anchor and the other two pixels are calculated.
By comparing both distances, we obtain a binary element. The
best patches triplets are learned, then selected to avoid high
correlation.

To be able to compare descriptors, once the distances are
calculated, we normalized the results using infinite norm for all
binary descriptors. As they are constituted of binary elements,
the distance to use is Hamming’s counting different bits’
numbers between two key points. All descriptors have been
introduced, now we will detailed the transformations applied
to initial image.



III. EXPERIMENTAL PROTOCOL

To estimate invariance of the previously detailed descriptors,
all images from the photo CV KODAK base (768 × 512
sized images) are used. Descriptors used are only lightness,
so photos are immediately transformed in grey level images.
All images are positioned at the center of a squared image with
zero-padding to keep it whole when it rotates. Descriptors are
computed with OpenCV: SIFT, SURF, DAISY, BRIEF, ORB,
BRISK, FREAK and LATCH using recommended parameters
values except for key point size when necessary.

TABLE II
SUMMARY OF TRANSFORMATIONS CARRIED OUT

Transformation Total number From To Step
Scale 8 /1.5 /5 0.5

Rotation 35 10◦ 350◦ 10◦

Viewpoint 16 10◦ 80◦ 10◦

Lightness 15 0.2 3 0.2
Reflection 2

Five types of transformations are applied: scale, rotation,
shearing, lighting and reflection. The proposed transformations
are recapitulated in Table II.

A. Scale

Image’s size is divided by 1.5 to 5 with a step of 0.5.
We do not perform image extension since this may lead to
interpolation of pixels value. In this case, key points size is
adapted accordingly on the transformed image.

B. Rotation

For the rotation transformation, we apply the following
matrix for every angle between 10◦ and 350◦ with a step of
10◦: (

xθ
yθ

)
=

(
cos(θ) sin(θ)
− sin(θ) cos(θ)

)(
x
y

)
, (3)

where (xθ, yθ) and (x, y) are pixels coordinates and θ is the
rotation angle. Origin coordinate is in the image’s centre. To
assess angle estimation impact on descriptor invariance, the
measure is performed twice, one without any information on
angle, the second with the known angle.

C. Viewpoint

Shearing projects the image as if rotated toward depth axis,
with either left or bottom side fixed. The projection observer
is set at the image’s centre. As for the rotation the step is 10◦

from 10◦ to 80◦. Transformations matrices are for vertical
shearing:xθyθ

pθ

 =

D cos(θ) 0 DCol(cos(θ)−1)
2

0 D 0

sin(θ) 0 D + Col sin(θ)
2

xy
1

 , (4)

and for horizontal:xθyθ
pθ

 D 0 0

0 D cos(θ) DRow(cos(θ)−1)
2

sin(θ) 0 D + Row sin(θ)
2

xy
1

 , (5)

where pθ is the depth of the resulting pixel. 3D coordinates
are then projected to obtain a 2D image. θ stands for the
angle toward the z axis, Col and Row the column and row
of the original image size respectively, and D is the observer
viewing distance. Here D is chosen for c to be the usual 80◦ of
human vision. Note that matrices (4) and (5), as for rotation,
is calculated for origin coordinate at the image’s centre. As for
scaling, key points are adapted to forbid overlapping. One may
consider a rotation on key points but as it is not uniformed,
angle is left unchanged.

D. Illumination

We want to measure invariance to illumination changes,
so modifications are applied to pixels intensity and not on
their position. We chose to make a linear change with satu-
ration when intensity exceeds maximum. This transformation
represents well what would happen if camera exposition is
incorrectly set while taking pictures. Lightness coefficient
varies from 0.2 to 3 with a 0.2 step. New grey level follows:

G =

{
αG if αG < 1
1 else, (6)

where G is a grey level and α a linear coefficient to apply to
the lightness transformation.

E. Reflection

This case is a bit different since we do not want this
transformation to be invariant for our descriptors. One can
easily see that horizontal or vertical flip may lead to some
modification in the image interpretation (e.g. 2 and 5).

Cumulating these five alterations, 76 transformations are
obtained. We choose not to measure recognition rate for blur
and jpeg compression. In our field of experimentation and with
digital-archiving improvement, we can assume our pictures to
be necessarily sharp and uncompressed.

The next operation consists in estimating key points position
for the transformed images. To perform this task, we densely
create an x pixels sized grid on image. At each transformation,
the new position of each key point is measured with the
corresponding transformation matrix. Therefore, theoretically
we should obtain the same descriptors for all transformations.
Once key points are estimated for all transformations, de-
scriptors are computed for each transformed image with the
appropriated set of key points.

IV. RESULTS AND DISCUSSION

Each transformation is matched to the original image using
nearest neighbour algorithm. Since no key points detection
is done, the number of correspondences is identical to the
number of matches. We then compute matching rate:

r =
| T |
| C |

, (7)

where T corresponds to the set of correct matches and C is
the set of possible correspondences.



In this experiment we also test different key points size to
assess the more efficient one for invariance. Test results are
only presented on scale invariance, but they lead to the same
conclusion for others invariances.

A. Scale invariance

First experiment realised on scale invariance was to estimate
key points size influence. Descriptors tendencies are summa-
rized in the three graphics of Figure 1. One can easily see that
for all descriptors, key points size influences results. The larger
it is, the more information is stacked in descriptors, hence a
better matching rate. Only three descriptors are represented on
Figure 1 since all tendencies are summarized with these. In
Figure 1a, SIFT and SURF results are similar and decrease
regularly with key point size. BRIEF, ORB, DAISY and
LATCH (Fig. 1b) decrease very quickly regardless the size.
It is consistent with their non invariance to scale presented
in Table I. Figure 1c displays BRISK’s results, FREAK’s are
very close. For 10 pixels key points, results collapse and no
correct match is made for a scaling superior to 2. This size
is smaller than regions used to estimate key points inducing
information overlap in the descriptor. However, for 50 and 100
pixels, the matching is almost perfect.

For the rest of the experiment we have used a 50 pixels
diameter key point, to be consistent with the previous results.
On Figure 3a, we plot matching rates of all descriptors. We
confirm scale invariance for SIFT, SURF, BRISK and FREAK
with advantage for the latter ones. Others descriptors are
strongly influenced by scale.

B. Rotation invariance

Results on rotation invariance are summarised in Figure 3b.
The matching rates are computed with an a priori on rotation’s
angle. BRIEF and DAISY are the worst invariant descriptors,
allowing no correct match for angles between 50◦ and 300◦.
SURF and FREAK measure the angle in the descriptor chain
and not in the detector one, so pre-giving an angle has no
effect on their results. On Figure 2, we display results with
and without a priori for SIFT, ORB and LATCH since on these
case, orientation is computed on the detection phase. We can
clearly see that for SIFT, ORB and LATCH the descriptor
needs information about the angle on rotation to keep their
rotation invariance. Thus, when computing these descriptors,
one must always provide an orientation information to ensure
a correct description. This brought two issues: how to estimate
a good orientation angle and does orientation need to be
measured within the detector or descriptor part. In [21], [22],
Fan et al. could provide an answer as their descriptors are free
from angle by computing watershed on key point region.

For almost all descriptors, some angle rotation has an effect
on distance. Gradients directions are computed in histogram
and Haar wavelets are summed, so SIFT and SURF are invari-
ant to 90◦ rotation. For ORB, approximation error is caused
by precomputed rotated pairs. Results are repetitive every 90◦.
We can see a symmetric period. The largest distance is reached
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Fig. 1. Comparison results on scale invariance with different key points
size. All descriptors have been tested for different sizes of key points. All
descriptors are sensitive to key points size. A larger patch, contains more
information. Scale invariance diminish with the key point size in 1a. Despite
large key point giving better results, 1b shows this descriptor is very sensitive
to scale. In 1c, the descriptor looses its scale invariance when key point is
too small.

every 90◦ plus 45◦ (for rotation invariant descriptors). All
descriptors are consistent with results expected by Table I.

C. Viewpoint invariance

Vertical and Horizontal shear results are summarised in
Figure 3c and 3d respectively and display similar results. The
best results are obtained by FREAK which keeps its rate above
80 % until 60◦. SIFT, BRISK and SURF are slightly worse but
remain above 60 % on almost all angles. Since BRISK was not
set to viewpoint invariance, it yields surprisingly good results
almost as good as SIFT. The four other ones are decreasing
rapidly and do not present shear invariance.
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Fig. 2. Comparison results on rotation invariance with and without
a priori. When the correct orientation is provided, matching rate is almost
perfect for every angle. If this is not set, angles between 40◦ and 310◦ do
not match any point.

D. Illumination invariance

Results on lightness are recapitulated in Figure 3e. Apart
from DAISY which will be discussed later, all other descrip-
tors display a decreasing matching rate as lightness coefficient
pulls away from 1. Our method to change illumination leads to
saturate areas when coefficient is larger than 1 which explain
why curves decrease rapidly over 2. However, when change
remains relatively small, all descriptors maintain matching rate
higher than 80 %. DAISY gives poor results less than 60 %
correct matching if factor is under 0.5 or over 1.5. Tola, in
[2], mentioned that normalisation of each histogram separately
could induce strange effects for other application than baseline
matching.

E. Reflection invariance

DAISY and LATCH’s matching rate differ a lot between
horizontal and vertical flip. 20 % and 29 % for DAISY’s
horizontal and vertical respectively, 2 % and 6% for LATCH.
Apart from DAISY and LATCH, all descriptors responds
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Fig. 3. Comparison results. All descriptors results have been regrouped per
transformation. There is scale changes in 3a, then orientation shift in 3b. The
following (3d and 3c) displays viewpoint change. Last, 3e shows lightness
variation.



similarly to both reflections. SURF rate is slightly above 20 %.
Both BRISK and FREAK are around 9 % and the last three
are below. Globally all descriptors match poorly to reflection
which was our expectation.

V. CONCLUSION

To summarize, descriptors respond as excepted to transfor-
mations. Their invariance capacities match Table I information.
Nevertheless, each descriptor has a range of efficiency. The
matching rate decreases outside the interval. Computation
time responds as expected: gradient based descriptors are
slower than binary ones. There is an inversion, SURF is faster
than LATCH which measures several Frobenius norms, hence
its slowness. Overall, flip transformations give the expected
results and images do not match.

In this paper we present only key points with 50 pixels
size but tests have been conducted in different sizes and may
be enhanced to a complete study on key point size effect
on matching rate. We also intend to conduct an experiment
on the grid size to assess influence of overlapping in key
points description. Our initial data set is composed of coloured
images. Therefore, an experiment on colour descriptor invari-
ances is currently in progress with all these transformations
and coloured ones. Tests were made as if manipulating the
cover of a book. To complete the analysis, a new set of
data will be realized. A real 3D scene is created and will
be shot in the same conditions as the previously described
transformations. It will allow to obtain true occlusions and
deformations from 3D observation.
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