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Fully non-homogeneous problem of two-dimensional
second grade fluids.

J. M. Bernard*

Abstract

This article studies the solutions of a two-dimensional grade-two fluid model
with a fully non-homogeneous boundary condition for velocity u. Compared to pro-
blems with a homogeneous or tangential boundary condition, studied by many au-
thors, we must add a boundary condition, otherwise the problem is no longer well-
posed. We propose two conditions on z = curl (u− α∆u), which differ according to
the regularity of z, on the portion of ∂Ω where αu .n < 0. Following the approach
of V. Girault and L.R. Scott in the tangential boundary case, we split the problem
into a system with a generalized Stokes problem and a transport problem. But,
compared to the study of these authors, we are now led to solve transport problems
with boundary conditions. In two previous articles, we studied these transport pro-
blems. The results obtained in these articles allow us, by a fixed-point argument, to
establish existence of the solutions for the fully non-homogeneous grade-two problem.
Uniqueness requires the boundary condition with z in H1.

*Université d’Evry Val d’Essonne, Boulevard F. Mitterand.
91025 Evry Cedex, France.
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1 introduction

This paper studies the stationary problem of a class of second-grade fluids in two
dimensions. The system of equations we propose to solve is:

−ν∆u+ curl (u− α∆u)× u+∇p = f in Ω, (1.1)

with the incompressibility condition:

div u = 0 in Ω, (1.2)

with adequate non-homogeneous boundary conditions.
A grade-two fluid is a non-Newtonian fluid and it is considered as an appropriate

model for the motion of a water solution of polymers, cf. Dunn and Rajagopal [17]. The
parameter ν is the viscosity and the parameter α is a constant stress modulus, both divided
by the density. When α = 0, the constitutive equation reduces to that of the Navier-Stokes
equation.

The thermodynamics of fluids of grade 2 entail that ν and α be non-negative (cf.[16]),
but, since the sign of α in (1.1) is unimportant from a strictly mathematical point of view,
we only shall assume ν > 0.

Concerning fluids of grade n, we refer to W. Noll and C. Truesdell [27], R.L. Fosdick
and K.R. Rajagopal [18,19].

We write u = (u1, u2, 0) in order to define the curl and the vector product. Recall that
curl u = (0, 0, curlu), where

curlu =
∂u2

∂x1

− ∂u1

∂x2

.

We impose a fully non-homogeneous Dirichlet boundary condition :

u = g on ∂Ω with
∫

γi
g .n ds = 0, 0 ≤ i ≤ k, (1.3)

where γi, 0 ≤ i ≤ k, denotes the connected components of its boundary ∂Ω and n = (n1, n2)
denotes the unit exterior normal to the boundary ∂Ω of Ω.

Next, since we do not assume g .n = 0 on ∂Ω, we have to impose supplementary
conditions on parts of the boundary, otherwise the problem is no longer well posed, as we
shall see later.

Let us denote by Γ− the following open portion of ∂Ω

Γ− =
⋃

i∈I

ωi, (1.4)

where the sequence (ωi)i∈I represents the set of the open sets ωi of ∂Ω such that α g .n < 0
almost everywhere in ωi.

In the same way, let us denote by Γ0,+ the following open portion of ∂Ω

Γ0,+ =
⋃

j∈J

ω
′
j, (1.5)
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where the open sets ω
′
j of ∂Ω are such that α g .n ≥ 0 almost everywhere in ω

′
j. Let us

note that these definitions imply
Γ− ∩ Γ0,+ = ∅.

We assume that Γ− and Γ0,+ have a finite number of connected components and verify

∂Ω = Γ− ∪ Γ0,+, Γ− ∩ Γ0,+ = {m1, . . . ,mq}, (1.6)

where mk, 1 ≤ k ≤ q, denotes points of the boundary ∂Ω.
First, we impose the following additional condition on Γ− :

(curl (u− α∆u)u) .n = h on Γ−. (1.7)

With this additional condition, we will obtain the existence of solutions for the fully non-
homogeneous problem of two dimensional second grade fluids under rather mild assump-
tions on the data, but we cannot prove the uniqueness of solution. In order to obtain
uniqueness, we are led to assume another condition on Γ−, which requires curl (u− α∆u)
in H1. So, the boundary condition on Γ− has the following simpler formulation, namely :

curl (u− α∆u) = h on Γ−. (1.8)

With this second additional boundary condition, we will obtain existence and uniqueness
for the fully non-homogeneous problem of two dimensional second grade fluids, but under
stronger assumptions on the data and the boundary.

The difficulty of this problem arises from the fact that its elliptic term is only a Laplace
operator, whereas its nonlinear term involves a third-order derivative. Roughly, two ap-
proaches have been used to study the grade-two problem. The first one is a method of
energy estimates, initiated by Ouazar [28] in 1981 and Cioranescu and Ouazar [11,12].
They look for a velocity u such that z = curl (u − α∆u) has L2 regularity, introducing
z as an auxiliary variable and discretizing the equations of motion by Galerkin’s method
in the basis of the eigenfunctions of the operator curl curl (u − α∆u). Cioranescu and
Girault [10], Bernard [2,3,4] and more recently Girault and Scott [23], by using the renor-
malizing technique of [15], extended the results of Cioranescu and Ouazar for both the
time-dependent and steady-state grade two fluid model in two dimensions. In 2012, fol-
lowing the approach of Girault and Scott in [23], Bernard [6] study the steady-state grade
two fluid model in convex polyhedron.

For about twenty years, authors such as Bresch and Lemoine [8,9], Costia and Galdi
[13], Galdi, Grobbelaar-Van Dalsen and Sauer [20], Galdi and Sequeira [21], Videman [29]
have used another approach: each one decomposed the original system of equations in their
own way, but all applied a Schauder fixed point argument. In particular, Videman proves
existence and uniqueness in W 2,p with a boundary of class C1,1 for sufficiently small data.

Comparing the two approaches, the method of energy estimates of Cioranescu and
Ouazar is the only one that gives existence of solutions in two dimensions for the second
grade fluids, without restriction on the size of the data. Indeed, in the methods using a
Schauder fixed point argument, the nonlinear term is placed straight without conversions
on the right hand side and the existence of solutions is thus proven with heavy restrictions
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on the size of the data and parameters.
Since the work of Cioranescu and Ouazar, the most important progresses in the study

of grade-two fluid were done by Girault and Scott in the already quoted paper [23]. They
have studied the solutions in H1 of a two-dimensional grade-two fluid model with a non-
homogeneous Dirichlet tangential boundary condition, on a Lipchitz-continuous domain,
this weak regularity of the boundary allowing for a subsequent numerical analysis of the
model. Both for numerical purposes and solving the difficulty of a boundary with few
regularity, they developped the next variant of the method of Cioranescu and Ouazar. The
idea is to split the original system of equations into a coupled generalized Stokes problem
satisfied by u and a transport equation satisfied by z. They obtained existence of solutions
without restriction on the size of the data and the constant parameters of the fluid. A
substantial part of this article was devoted to a sharp analysis of the transport equation
under weak regularity assumptions. Uniqueness was established in a convex polygon, with
adequate restrictions on the size of the data and parameters. In addition, they proved a
difficult result that was hitherto regarded as one of the major open questions relative to
models of grade-two fluids: any solution of the grade-two problem converges to a solution
of the Navier-Stokes equations when α tends to zero. As a result of the weak regularity of
the boundary, V. Girault and L.R. Scott proposed finite element discretizations of a two
dimensional grade-two fluid model in [24].

Another major and still open question relative to models of grade-two fluids is the fully
non-homogeneous problem. As Girault and Scott wrote in [23], this problem is not well-
posed, thus implying that additional boundary conditions should be imposed. But, as they
pointed out, it was not yet known what boundary conditions could be imposed in order
to insure that the problem is well-posed. The purpose of this paper is to give additional
boundary conditions, which insures that the fully non-homogeneous grade two problem is
well-posed. But, one of the main difficulty for the fully non-homogeneous problem arises
from the fact that the transport equation associated is such that the normal component
of the velocity does not vanish on the boundary. In this case, the transport equation has
no longer a solution and a boundary condition on Γ− is required for the transport problem
to be well posed. So, the results about these transport problems obtained by Bernard in
[5] for solutions in L2 and [7] for the solution in H1 will be a basic tool of the proofs of
existence and uniqueness.

After this introduction, this article is organized as follows. In section 2, each of the two
initial problems (PI) and (PII), different depending on the additional boundary condition,
are split into two equivalent coupled systems consisting of a generalized Stokes problem
and a transport problem known as a mixed formulation in the way of V. Girault and L.R.
Scott in [23]. Section 3 is devoted to the existence of solution, obtained by a fixed point
argument, of the coupled system equivalent to Problem (PI). In section 4, we extend the
existence of solution to the coupled system equivalent to Problem (PII) . Finally, in Sec-
tion 5, we prove uniqueness of the solution of Problem (PII) in two different frameworks: a
first uniqueness theorem with weak enough assumptions but with one of the conditions of
uniqueness that depends on the semi norm H1 of the solution z and a second uniqueness
theorem with more restrictive assumptions but with conditions of uniqueness only depen-
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ding on the data.
In order to set this problem into adequate spaces, recall some definitions of spaces

and norms. For vector-valued functions v = (v1, v2, . . . , vN), we use special norms: if
1 ≤ p ≤ ∞, we set

‖v‖Lp(Ω)N = ‖ |v| ‖Lp(Ω), (1.9)

where | . | is the euclidian norm in IRN . To simplify, we shall denote ‖v‖Lp(Ω) instead of
‖v‖Lp(Ω)N and ‖v‖Wm,p(Ω) instead of ‖v‖Wm,p(Ω)N .

We shall frequently use the scalar product of L2(Ω)

(f, g) =
∫

Ω
f(x)g(x) dx,

the semi-norm of H1(Ω)

|v|H1(Ω) = ‖∇v‖L2(Ω),

and the subspaces of H1(Ω) and L2(Ω)

H1
0 (Ω) = {v ∈ H1(Ω); v = 0 on ∂Ω},

H(curl ,Ω) = {v ∈ L2(Ω)2; curlv ∈ L2(Ω)},
V = {v ∈ H1

0 (Ω)
2; div v = 0}.

We shall often use Sobolev’s imbeddings: for any real numbers p ≥ 1, there exists a
constant Sp such that

∀v ∈ H1
0 (Ω), ‖v‖Lp(Ω) ≤ Sp|v|H1(Ω). (1.10)

When p = 2, this reduces to Poincaré’s inequality and S2 is Poincaré’s constant.
For H1(Ω), we recall Sobolev’s imbeddings:

∀v ∈ H1(Ω), ‖v‖Lp(Ω) ≤ S∗
p‖v‖H1(Ω). (1.11)

Let Γ′ be an open part of the boundary ∂Ω of class C0,1 and, for r > 2, T Γ′

1,r be the

mapping v 7→ v|Γ′ defined on W 1,r(Ω). We denote by W 1− 1

r
,r(Γ′) (see [26]) the space

T Γ′

1,r(W
1,r(Ω)) which is equipped with the norm:

‖ϕ‖W 1−1/r,r(Γ′) = inf{‖v‖W 1,r(Ω), v ∈ W 1,r(Ω) and v|Γ′ = ϕ}. (1.12)

For fixed u in H1(Ω)2, let us introduce the space

Xu(Ω) = {z ∈ L2(Ω), u .∇z ∈ L2(Ω)}, (1.13)

which is a Hilbert space equipped with the norm

‖z‖u = (‖z‖2L2(Ω) + ‖u .∇z‖2L2(Ω))
1/2. (1.14)
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In the same way we define

Yu(Ω) == {z ∈ L2(Ω), u .∇z ∈ L1(Ω)}.

We recall a theorem ( see [5]) concerning the normal component of boundary values of (zu)
where z belongs to Yu(Ω).

Theorem 1.1 Let Ω be a Lipschitz-continuous domain of IRd, let u belong to H1(Ω)d with
divu = 0 in Ω and let r > d be a real number. We denote by r′ the real number defined

by:
1

r
+

1

r′
= 1. The mapping γ′

n : z 7→ (zu) .n|∂Ω defined on D(Ω)d can be extended

by continuity to a linear and continuous mapping, still denoted by γ′
n, from Yu(Ω) into

W−1/r′,r′(∂Ω).

From this theorem and with a density argument, we derive the following Green’s for-
mula: let r > d be a real number and let u be in H1(Ω)d with divu = 0 in Ω,

∀z ∈ Yu(Ω), ∀ϕ ∈ W 1,r(Ω),
∫

Ω
z(u .∇ϕ) dx+

∫

Ω
ϕ(u .∇z) dx =< (zu) .n, ϕ >∂Ω . (1.15)

Let Γ0 and Γ1 be two non-empty open parts of ∂Ω that have a finite number of con-
nected components and verify

Γ0 ∩ Γ1 = ∅, ∂Ω = Γ0 ∪ Γ1, Γ0 ∩ Γ1 = {m1, . . . ,mq}.

We introduce the space W−1/r′,r′(Γ0) = (W
1−1/r,r
00 (Γ0))

′, where

W
1−1/r,r
00 (Γ0) = {v|Γ0

, v ∈ W 1,r(Ω), v|Γ1
= 0}, (1.16)

and we denote < . , . >Γ0
the duality pairing between these two spaces. Note that if

z ∈ Yu(Ω), then (zu) .n|Γ0
∈ W−1/r′,r′(Γ0) and, in the same way as previously, we have the

Green’s formula : ∀z ∈ Yu(Ω), ∀ϕ ∈ W 1,r(Ω), with ϕ|Γ1
= 0, ∀u ∈ H1(Ω)d with div u = 0

in Ω,
∫

Ω
z(u .∇ϕ) dx+

∫

Ω
ϕ(u .∇z) dx =< (zu) .n, ϕ >Γ0

. (1.17)

Then, we can define the following space :

Xu(Γ0) = {z ∈ Xu, (zu) .n|Γ0
= 0}. (1.18)

Finally, we recall a basic result of [5]. We apply this result in the particular case where
d = 2 and therefore, for 1 ≤ k ≤ q, the sets Kk are points mk of the boundary.

Proposition 1.2 Let Ω be a Lipschitz-continuous domain of IR2, let u be in H1(Ω)d with
divu = 0 in Ω and let Γ− and Γ0,+ be defined by (1.4) and (1.5), verifying (1.6). Let z
belong to Xu(Γ

−) and w to Xu(Γ
0,+) . Then, z and w verify the following inequalities

∫

Ω
αu .∇z) z dx ≥ 0,

∫

Ω
(αu .∇w)wdx ≤ 0. (1.19)
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Finally, we introduce the spaces

W = {v ∈ (H1(Ω))2; curl∆v ∈ L2(Ω)}, (1.20)

W1 = {v ∈ (W 1,∞(Ω))2; curl∆v ∈ H1(Ω)}, (1.21)

in which we shall look for the velocity u. According to the two additional boundary
conditions on Γ−, we shall study two different problems. The first one, called (PI), with
condition (1.7) :

find (u, p) ∈ W × L2
0(Ω) such that

(PI)



















−ν∆u + curl (u− α∆u)× u+∇p = f in Ω,
div u = 0 in Ω,
u = g on ∂Ω,

(curl (u− α∆u)u) .n = h on Γ−.

The second one, called (PII), with condition (1.8) :
find (u, p) ∈ W1 × L2

0(Ω) such that

(PII)



















−ν∆u+ curl (u− α∆u)× u+∇p = f in Ω,
div u = 0 in Ω,
u = g on ∂Ω,

curl (u− α∆u) = h on Γ−.

For each problem, we shall make adequate assumptions on the data to define an equi-
valent formulation.

2 Equivalent formulations for Problems (PI) and (PII)

Following the approach of [23], we shall establish a mixed formulation of the two
problems. In this subsection, the assumptions on the data are: Ω is a bounded domain
in IR2, with lipschitz-continuous boundary ∂Ω, f is a given function in H(curl ; Ω), g is a
given vector field in H1/2(∂Ω)2 such that

∫

γi
g .n ds = 0 for 0 ≤ i ≤ k, where γi, 0 ≤ i ≤ k,

denotes the connected components of the boundary ∂Ω of Ω, h is a given function in
W−1/r′,r′(Γ−), where the real number r′ is defined by 1

r
+ 1

r′
= 1 from a real number r > 2,

and ν > 0 and α are two given real constants.
Let (u, p) ∈ W × L2

0(Ω) be a solution of (PI) and introduce the auxiliary variables:

z = curl(u− α∆u), z = (0, 0, z). (2.1)

Note that z ∈ L2(Ω) and
div z = 0. (2.2)

With these notations, we write (1.1) as:

−ν∆u + z× u+∇p = f in Ω, (2.3)
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that is with (1.2) and (1.3) a non-standard generalized Stokes equation. Taking the curl
of (2.3) in the sense of distributions, we obtain

−ν curl∆u+ u .∇z = curl f ,

that we can write as a transport equation verified by z:

νz + αu .∇z = ν curlu+ α curl f . (2.4)

Moreover, the boundary condition (1.7) can be written

(zu) .n = h on Γ−. (2.5)

Remark 2.1 Assume that u belongs to W and that f belongs to H(curl ; Ω). If z is a
solution of the transport equation (2.4) in L2(Ω), then u .∇z belongs to L2(Ω). Finally, we
obtain that z is in Xu. Under these assumptions, (zu) .n = (curl (u− α∆u)u) .n belongs
to W−1/r′,r′(Γ−).

Conversely, let (u, p, z) ∈ (H1(Ω))2×L2
0(Ω)×L2(Ω) be a solution of (2.3), (1.2), (1.3),

(2.4) and (2.5) and z = (0, 0, z). Then z satisfies (2.2) and taking the curl of (2.3) in the
sense of distributions yields:

−ν curl∆u+ u .∇z = curl f .

Next, multiplying by α and comparing with (2.4), we obtain:

z = curl (u− α∆u).

Therefore u belongs toW and substituting the expression of z into (2.3) shows that (u, p) is
a solution of the original equations (1.1)-(1.7). This is summarised in the following lemma.

Lemma 2.2 Problem (PI) with (u, p) in W × L2
0(Ω) is equivalent to: Find (u, p, z) in

(H1(Ω))2 × L2
0(Ω) × L2(Ω) solution of the generalized Stokes problem (2.3), (1.2), (1.3)

and the transport problem (2.4), (2.5), namely:

−ν∆u+ z× u+∇p = f in Ω,

div u = 0 in Ω,

u = g on ∂Ω, (2.6)

νz + αu .∇z = ν curlu+ α curl f in Ω,

(zu) .n = h on Γ−.

In the same way, we establish an equivalent formulation for Problem (PII), with the
following boundary condition on Γ− :

z = h on Γ−. (2.7)
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Lemma 2.3 Problem (PII) with (u, p) in W1 × L2
0(Ω) is equivalent to: Find (u, p, z) in

(W 1,∞(Ω))2 ×L2
0(Ω)×H1(Ω) solution of the generalized Stokes problem (2.3), (1.2), (1.3)

and the transport problem (2.4), (2.7), namely:

−ν∆u+ z× u+∇p = f in Ω,

div u = 0 in Ω,

u = g on ∂Ω, (2.8)

νz + αu .∇z = ν curlu+ α curl f in Ω,

z = h on Γ−.

3 Existence of a solution for Problem (2.6)

3.1 Estimates for the solution of the generalized Stokes problem

In this subsection, the assumptions on the data are the same as the previous section 2.
For a given z in L2(Ω)3, the generalized Stokes problem (2.3), (1.2), (1.3) has the following
variational formulation: Find (u(z), p(z)) in H1(Ω)2 × L2

0(Ω), such that

∀v ∈ H1
0 (Ω)

2, az(u(z),v) + b(v, p(z)) = (f ,v), (3.1)

∀q ∈ L2
0(Ω), b(u(z), q) = 0, (3.2)

u(z) = g on ∂Ω with
∫

γi
g .n ds = 0, 0 ≤ i ≤ k, (3.3)

where
az(w,v) = ν(∇w,∇v) + (z×w,v),

b(v, q) = −(q, div v).

In the same way as in [23], we define two liftings of g: first, we lift g by wg solution in
H1(Ω)2 of the non-homogeneous Stokes problem:

−∆wg +∇pg = 0 and divwg = 0 in Ω, wg = g on ∂Ω. (3.4)

Under the assumption:
∫

γi
g .n ds = 0 for 0 ≤ i ≤ k, this problem has a unique solution

and it satisfies the bound (see [22]):

‖wg‖H1(Ω) ≤ T‖g‖H1/2(∂Ω). (3.5)

To show the existence of solutions without restriction on the data, we need to construct
an adequate lifting ug (see [23]) in the same way as a lemma by Leray and Hopf in the
case of the nonhomogeneous Navier-Stokes equations.

Theorem 3.1 Let Ω be a lipschitz-continuous domain and let γi, 0 ≤ i ≤ k, denote
the connected components of its boundary ∂Ω. There exists a continuous non-increasing
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function L : IR+ 7→ IR+, that tends to infinity as its argument tends to zero, such that for
any real number ε > 0 and for all function g in H1/2(∂Ω)2 satisfying

∫

γi
g .n ds = 0, 0 ≤ i ≤ k,

there exists a lifting function ug in H1(Ω)2 with:

divug = 0 in Ω, ug = g on ∂Ω,

‖ug‖H1(Ω) ≤ L

(

ε

‖g‖H1/2(∂Ω)

)

‖g‖H1/2(∂Ω), (3.6)

∀v ∈ H1
0 (Ω)

2, ‖|ug| |v|‖L2(Ω) ≤ ε|v|H1(Ω). (3.7)

These liftings allow us to show the following lemma.

Lemma 3.2 Let Ω be Lipchitz-continuous, ν > 0, f ∈ L2(Ω)2 and g ∈ H1/2(∂Ω)2 satisfy-
ing the second part of (1.3). For any z in L2(Ω)3, the generalized Stokes problem (3.1)-(3.3)
has a unique solution (u(z), p(z)) in H1(Ω)2 ×L2

0(Ω). This solution satisfies the following
bounds:

‖u(z)‖H1(Ω) ≤
S2

√

S2
2 + 1

ν
‖f‖L2(Ω) + T‖g‖H1/2(∂Ω)



1 +
S4S

∗
4

√

S2
2 + 1

ν
‖z‖L2(Ω)



 ; (3.8)

∀ε > 0, ‖u(z)‖H1(Ω) ≤
S2

√

S2
2 + 1

ν
‖f‖L2(Ω)

+(1 +
√

S2
2 + 1 )L

(

ε

‖g‖H1/2(∂Ω)

)

‖g‖H1/2(∂Ω) +

√

S2
2 + 1

ν
ε‖z‖L2(Ω), (3.9)

‖p(z)‖L2(Ω) ≤
1

β
(S2‖f‖L2(Ω) + νT‖g‖H1/2(∂Ω) + S4S

∗
4‖u(z)‖H1(Ω)‖z‖L2(Ω)), (3.10)

where β > 0 is the isomorphism constant of the divergence operator, as given in formula
(3.12) below, Sp and S∗

p are defined in (1.10) and (1.11) respectively and T is defined in
(3.5).

Proof. Let u∗
g be any lifting of g such that u0 = u− u∗

g belongs to V . Then (3.1)-(3.3) is
equivalent to: Find u0 ∈ V such that:

∀v ∈ V, az(u0,v) = (f ,v)− az(u
∗
g,v). (3.11)

For fixed z in L2(Ω)3, the bilinear form az is elliptic onH1
0 (Ω)

2×H1
0 (Ω)

2 since (z×v,v) = 0,
and it is continuous on H1(Ω)2 ×H1(Ω)2 since

∀u, v ∈ H1(Ω)2, |(z× u,v)| ≤ ‖z‖L2(Ω)‖u‖L4(Ω)‖v‖L4(Ω).
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Moreover, the linear form v 7→ (f ,v)−az(u
∗
g,v) is continuous on H1

0 (Ω)
2. Therefore, (3.11)

has a unique solution u0 ∈ V and in turn this implies that (3.1)-(3.3) has a unique solution
(u(z), p(z)) in H1(Ω)2 × L2

0(Ω).
Taking for u∗

g the lifting wg defined by (3.4), the choice v = u0 in (3.11) yields

|u0|H1(Ω) ≤
1

ν
(S2‖f‖L2(Ω) + S4S

∗
4‖z‖L2(Ω)‖wg‖H1(Ω)).

Then using Poincaré’s constant, the triangle inequality and (3.5), we obtain (3.8). For the
second bound, we take for u∗

g the lifting ug of Theorem 3.1. Then choosing again v = u0

in (3.11) and using (3.7), we derive

|u0|H1(Ω) ≤
S2

ν
‖f‖L2(Ω) + |ug|H1(Ω) +

ε

ν
‖z‖L2(Ω).

Then using again Poincaré’s constant and the triangle inequality and owing to (3.6), we
obtain (3.9).

Concerning p(z), it follows from the isomorphism properties of the divergence (cf for
instance [22]) that there exists a unique vp in H1

0 (Ω)
2 such that

divvp = p(z) in Ω,

|vp|H1(Ω) ≤
1

β
‖p(z)‖L2(Ω), (3.12)

∀w ∈ V, (∇vp,∇w) = 0.

Then taking vp for test function in (3.1), since (∇u(z),∇vp) = (∇wg,∇vp), we obtain:

‖p(z)‖2L2(Ω) = (z× u(z),vp) + ν(∇wg,∇vp)− (f ,vp).

Therefore, applying (3.12), we derive (3.10). ♦

3.2 Existence of a solution for Problem (2.6)

In this subsection, we need additional assumptions on h to insure the existence of a
lifting of h. We assume that

h ∈ L1(Γ−) and (
h

g .n
)|Γ− ∈ W 1−1/t,t(Γ−) for t > 2. (3.13)

Since (
h

g .n
)|Γ− belongs to W 1− 1

t
,t(Γ−), there exists a function zh ∈ W 1,t(Ω) such that

zh =
h

g .n
on Γ− with

‖zh‖W 1,t(Ω) = ‖ h

g .n
‖
W 1− 1

t ,t(Γ−)
(3.14)

Since zh, h, n and g = u|∂Ω are defined almost everywhere on Γ−, we obtain

(zhu) .n = h on Γ−. (3.15)

The following existence theorem is a basic result of the article.
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Theorem 3.3 Let Ω be lipschitz-continuous. For all real numbers ν, α and t with ν > 0
and t > 2, all f ∈ H(curl ; Ω), all g ∈ H1/2(∂Ω)2 satisfying the second part of (1.3),
such that Γ− and Γ0,+ defined by (1.4) and (1.5) verify (1.6), and all h ∈ L1(Γ−) verifying
(3.13), there exists at least one solution (u, p, z) for Problem (2.6) and this solution satisfies
the following estimates:

‖z‖L2(Ω) ≤
2|α|
ν

‖curl f‖L2(Ω) + 4‖zh‖L2(Ω) + C(α, ν, f , g, h), (3.16)

‖u‖H1(Ω) ≤
S2

√

S2
2 + 1

ν
‖f‖L2(Ω) + T‖g‖H1/2(∂Ω)



1 +
S4S

∗
4

√

S2
2 + 1

ν
‖z‖L2(Ω)



 , (3.17)

‖p‖L2(Ω) ≤
1

β
(S2‖f‖L2(Ω) + νT‖g‖H1/2(∂Ω) + S4S

∗
4‖u‖H1(Ω)‖z‖L2(Ω)), (3.18)

where zh, C(α, ν, f , g, h), T , β, Sp and S∗
p are defined in (3.14), (3.22), (3.5), (3.12),

(1.10) and (1.11) respectively.

Proof. Let us define a sequence (z∗n) of functions z∗n ∈ Xu(Γ
−), n ∈ IN, by recurrence,

where Xu(Γ
−) is defined by (1.18). We set z∗0 = 0 and assume that the function z∗n ∈

Xu(Γ
−) is given for n ∈ IN. First, setting

zn = z∗n + zh, (3.19)

we denote (u(zn), p(zn)) the unique solution in H1(Ω)2 × L2
0(Ω) of the generalized Stokes

problem










−ν∆u+ zn × u+∇p = f in Ω,
div u = 0 in Ω,
u = g on ∂Ω.

(3.20)

Second, we define z∗n+1 ∈ Xu(Γ
−) as the unique solution of the transport problem (see

Theorem 3.3 in [5])

{

νz∗n+1 + αu(zn) .∇z∗n+1 = ν curlu(zn) + α curl f − νzh − αu(zn) .∇zh in Ω,
(z∗n+1u(zn)) .n = 0 on ∂Ω−.

(3.21)

Since z∗n+1 belongs to Xu(Γ
−), the basic result of Proposition 1.2 implies

∫

Ω
(αu(zn) .∇z∗n+1)z

∗
n+1 dx ≥ 0.

Then, taking the scalar product of both sides of the first equation of (3.21) with z∗n+1 yields

ν‖z∗n+1‖2L2(Ω) ≤ ν (curlu(zn), z
∗
n+1) + α (curl f , z∗n+1)− ν(zh, z

∗
n+1)− α(u(zn) .∇zh, z

∗
n+1).

Hence, we derive

‖z∗n+1‖L2(Ω) ≤ ‖curlu(zn)‖L2(Ω) +
|α|
ν

‖curl f‖L2(Ω) + ‖zh‖L2(Ω) +
|α|
ν

‖u(zn) .∇zh‖L2(Ω).
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Since zh belongs to W 1,t(Ω) and owing to (1.11), we derive

‖u(zn) .∇zh‖L2(Ω) ≤ S∗
2t
t−2

‖zh‖W 1,t(Ω)‖u(zn)‖H1(Ω).

Substituting this bound yields

‖z∗n+1‖L2(Ω) ≤ (
√
2 +

|α|
ν
S∗

2t
t−2

‖zh‖W 1,t(Ω))‖u(zn)‖H1(Ω) +
|α|
ν

‖curl f‖L2(Ω) + ‖zh‖L2(Ω).

Next, using the basic bound of ‖u(zn)‖H1(Ω) given by (3.9), considering (3.19) and setting

K =
√
2 + |α|

ν
S∗

2t
t−2

‖zh‖W 1,t(Ω) , we obtain

‖z∗n+1‖L2(Ω) ≤ K(
S2

√

S2
2 + 1

ν
‖f‖L2(Ω) + (1 +

√

S2
2 + 1 )L

(

ε

‖g‖H1/2(∂Ω)

)

‖g‖H1/2(∂Ω))

+
|α|
ν

‖curl f‖L2(Ω) + (1 +K

√

S2
2 + 1

ν
ε)‖zh‖L2(Ω) +K

√

S2
2 + 1

ν
ε‖z∗n‖L2(Ω).

We choose
ε =

ν

2
√

S2
2 + 1K

=
ν

2
√

S2
2 + 1(

√
2 + |α|

ν
S∗

2t
t−2

‖zh‖W 1,t(Ω))

and we set

C(α, ν, f , g, h) = (2
√
2 + 2

|α|
ν
S∗

2t
t−2

‖zh‖W 1,t(Ω))





S2

√

S2
2 + 1

ν
‖f‖L2(Ω)

+(1 +
√

S2
2 + 1 )L(

ν2

2
√

S2
2 + 1(

√
2ν + |α|S∗

2t
t−2

‖zh‖W 1,t(Ω))‖g‖H1/2(∂Ω)

)‖g‖H1/2(∂Ω)





 , (3.22)

where L(.) is defined in Theorem 3.1. Then, we obtain the following inequality

‖z∗n+1‖L2(Ω) ≤
1

2
‖z∗n‖L2(Ω) +

|α|
ν

‖curl f‖L2(Ω) +
3

2
‖zh‖L2(Ω) +

1

2
C(α, ν, f , g, h),

which implies, by a recurrence argument, that z∗n is uniformly bounded in L2(Ω)

∀n ∈ IN, ‖z∗n‖L2(Ω) ≤ 2
|α|
ν

‖curl f‖L2(Ω) + 3‖zh‖L2(Ω) + C(α, ν, f , g, h). (3.23)

Hence, from (3.19), (3.8) and (3.10), we derive that u(zn) and p(zn) are uniformly bounded
in H1(Ω)2 and L2(Ω), respectively. Moreover, considering that

αu(zn) .∇z∗n+1 = ν curlu(zn) + α curl f − νzh − αu(zn) .∇zh − z∗n+1

and the bound
‖u(zn) .∇zh‖L2(Ω) ≤ S∗

2t
t2

‖u(zn)‖H1(Ω)‖zh‖W 1,t(Ω),
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we obtain that u(zn) .∇z∗n+1 is uniformly bounded in L2(Ω). Therefore, there exists a
subsequence, still denoted by the index m, and four functions z∗ ∈ L2(Ω), u ∈ H1(Ω)2,
p ∈ L2(Ω), l ∈ L2(Ω) such that

lim
n→∞

z∗n = z∗ weakly in L2(Ω),

lim
n→∞

u(zn) = u weakly in H1(Ω)2,

lim
n→∞

p(zn) = p weakly in L2(Ω),

lim
n→∞

u(zn) .∇z∗n+1 = l weakly in L2(Ω).

The weak convergence of u(zn) in H1(Ω)2 implies that for all real p < ∞

lim
n→∞

u(zn) = u in Lp(Ω)2.

Hence, we derive that u(zn) .∇z∗n+1 converge to u .∇z∗ in D(Ω)′, which gives l = u .∇z∗.
Setting z = z∗ + zh, we obtain that zn converge to z in L2(Ω) weakly. These convergences
allow us to pass to the limit in the generalized Stokes problem (3.20) and in the transport
equation (3.21). Thus (u, p) is a solution in H1(Ω)2 × L2

0(Ω) of the generalized Stokes
problem (2.3), (1.2, (1.3) and z is a solution in L2(Ω) of the transport equation (2.4).

It remains to prove the condition (1.7). From the Green’s formula (1.17) with Γ0 = Γ−

and
(z∗n+1u(zn)) .n|Γ− = 0,

we derive ∀ϕ ∈ W 1,r(Ω), with ϕ|Γ0,+ = 0,

(z∗n+1u(zn),∇ϕ) + (ϕu(zn),∇z∗n+1) =< (z∗n+1u(zn)) .n, ϕ >Γ−= 0.

Using the above convergence, we can pass to the limit and we obtain

∀ϕ ∈ W 1,r(Ω), with ϕ|Γ0,+ = 0, (z∗u,∇ϕ) + (ϕu,∇z∗) = 0,

which implies, again with Green’s formula (1.17), < (z∗u) .n, ϕ >Γ−= 0. Thus, we obtain
(z∗u) .n|Γ− = 0, which is equivalent to (zu) .n|Γ− = h and the boundary condition (1.7)
follows. ♦

4 Existence of a solution for Problem (2.8) in convex

polygon

4.1 Additional regularity in a convex polygon

From now on, we assume that Ω is a convex polygon. Let Γj, for 1 ≤ j ≤ N , denote
the sides of ∂Ω, with the convention that Γj is adjacent to Γj+1 and ΓN+1 coincide with
Γ1. Also, we denote by nj the corresponding exterior unit normal to Γj , by τ j the unit
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tangent vector along Γj pointing in the clockwise direction and by xj the common vertex
of Γj and Γj+1.

As we shall see later, the regularity H1 of the solution z of the transport equation
2.4 requires the regularity L∞ of ∇u. By Sobolev’s imbedding theorem, this holds if u is
in W 2,r(Ω)2 for some r > 2. In Proposition 5.3 of [23], they proved this regularity when
Ω is a convex polygon, but in the particular case where g .n = 0 on the boundary. The
previous lemma establishes this regularity without this last assumption. In order to insure
the existence of a lifting of h, we assume that

h ∈ W 1−1/t,t(Γ−) for t > 2. (4.1)

Then, there exists a lifting zh ∈ W 1,t(Ω) such that

zh = h on Γ− with ‖zh‖W 1,t(Ω) = ‖h‖W 1−1/t,t(Γ−). (4.2)

Lemma 4.1 In addition to the hypotheses of Theorem 3.3, we suppose Ω is a convex
polygon and the boundary data h belongs to W 1−1/t,t(Γ−). There exists a real number
r0 > 2, depending on the inner angles of ∂Ω, such that: if for some real number r with
2 < r < r0 and for 1 ≤ j ≤ N :

g|Γj
∈ W 2−1/r,r(Γj)

2, (4.3)

g|Γj
(xj) = g|Γj+1

(xj),
∂(g|Γj

.nj+1)

∂τ j
(xj) =

∂(g|Γj+1
.nj)

∂τ j+1
(xj), (4.4)

then any solution u ∈ W of (1.1)-(1.7) belongs to W 2,r(Ω)2 (therefore to W 1,∞(Ω)2) and

‖u‖W 1,∞(Ω) ≤ C∞Cr(
N
∑

j=1

‖g‖W 2−1/r,r(Γj) +K(α, ν, f , g, h)), (4.5)

where Cr is a constant independent of α and ν defined in (4.9), C∞ is the Sobolev constant
defined by (4.8) and where K(α, ν, f , g, h) are defined in (4.10).

Proof. We cannot prove the regularity L∞ of ∇u by using the generalized Stokes problem
(2.3), (1.2), (1.3), because we have only the regularity L2 of z. As in [23], we shall use
the equality z = curl (u− α∆u). Since y = curl (∆u) belongs to L2(Ω), there exists w in
H1(Ω)2 such that

y = curlw with ‖w‖H1(Ω) ≤ C‖y‖L2(Ω). (4.6)

In view of curl (∆u−w) = 0 and since Ω is simply connected, there exists a function q in
L2(Ω) such that

∆u−w = ∇q ⇐⇒ −∆u+∇q = −w, (4.7)

which implies that the pair (u, q) is the solution of a Stokes problem with the right-hand
side in H1(Ω)2 and its regularity is determined by the angles of ∂Ω and the regularity of
its trace on ∂Ω. In the same way as in [23], the assumptions (4.3) and (4.4) (see [1]) imply
that there exists a lifting ug ∈ W 2,r(Ω)2 of g with

divug = 0 in Ω and ‖ug‖W 2,r(Ω) ≤ C
N
∑

j=1

‖g‖W 2−1/r,r(Γj).
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Therefore the regularity of u is the same as the regularity of the solution of a homogeneous
Stokes problem with the right-hand side in Lr(Ω)2 for r > 2. Since Ω is a convex polygon
and since the right hand-side w belongs to Lr(Ω)2 for all r ≥ 1, all its inner angles ωj

satisfy 0 < ωj < π and there exists a real number r0 > 2 (see Theorem 7.3.3.1 of [25]),
depending on the largest inner angle ωj , such that, for some r < r0, the solution u belongs
to W 2,r(Ω)2 and, in view of Sobolev imbeddings, to W 1,∞(Ω)2, with the existence of a
constant C∞ verifying

‖u‖W 1,∞(Ω) ≤ C∞‖u‖W 2,r(Ω). (4.8)

Hence, owing to (4.6) and (4.7), we have

‖u‖W 2,r(Ω) ≤ Cr(
N
∑

j=1

‖g‖W 2−1/r,r(Γj) + ‖y‖L2(Ω)). (4.9)

Considering that α y = curlu− z and owing to (3.9) with ε =
ν

√
2
√

S2
2 + 1

, we obtain

|α|‖y‖L2(Ω) ≤
√
2
S2

√

S2
2 + 1

ν
‖f‖L2(Ω) + 2‖z‖L2(Ω)

+
√
2(1 +

√

S2
2 + 1 )L(

ν
√
2
√

S2
2 + 1‖g‖H1/2(∂Ω)

)‖g‖H1/2(∂Ω).

Substituting the estimate (3.16) into this last inequality, considering (4.8) and using the
bound (4.9) yield (4.5) with

K(α, ν, f , g, h) = C̃(α, ν, f , g, h) +
2

|α|C(α, ν, f , g, h), (4.10)

where

C̃(α, ν, f , g, h) =

√
2

ν|α|
√

S2
2(S

2
2 + 1) + 8α2‖f‖H(curl ,Ω)

+
8

|α|‖zh‖L2(Ω) +

√
2(1 +

√

S2
2 + 1 )

|α| L(
ν

√
2
√

S2
2 + 1‖g‖H1/2(∂Ω)

)‖g‖H1/2(∂Ω)

and C(α, ν, f , g, h) is defined by (3.22), which ends the proof of the lemma. ♦

4.2 Existence of a solution for Problem (2.8)

In this section, the domain Ω is a convex polygon and with adequate asumptions on
g and h, we shall see that the previous solutions z will belong to H1(Ω). First, we define
some notations that we will need to specify certain assumptions of the next theorem. Let x
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belong to γ+∩γ− or to
◦
γ−, where γ+ and γ− are two straight segments such that γ+ ⊂ Γ+,0

and γ− = [x,x−] ⊂ Γ−. We denote by

n−(x) the unit exterior normal vector to γ−, (4.11)

by

τ−(x) the unit tangent vector
1

‖xx−‖
xx− (4.12)

and by E the set defined by

E = {x ∈ Γ− ∩ Γ+,0, g(x) .n−(x) = 0}. (4.13)

Note that, in view of the assumption (1.6), the set E is finite. In addition, we make the
assumption that the data g is such that

{x ∈ Γ−, g(x) .n(x) = 0} ⊂ E, (4.14)

where n(x) is the unit exterior normal vector to the boundary at the point x, if x is not
a vertex, and a unit exterior normal vector to Γ− at the point x, if x is a vertex. Note
that (4.14) means that g .n does not vanish in a point located in the interior of Γ−. The
following theorem gives assumptions implying existence for Problem (2.8).

Theorem 4.2 Let Ω be a convex polygon, let f be in L2(Ω)2 such that curl f ∈ H1(Ω), let
the real numbers ν, α and t such that ν > 0 and t > 2, let h belong to W 1−1/t,t(Γ−) and
let g be such that g|Γj

∈ W 2−1/r,r(Γj)
2 for some real r with 2 < r < r0 and for 1 ≤ j ≤ N ,

satisfying the second part of (1.3) and (4.14) and verifying (4.3), (4.4) and

∀x ∈ E,
∂g

∂τ−
(x) .n−(x) 6= 0 and g(x) . τ−(x) < 0, (4.15)

where E, n− and τ− are defined in (4.13), (4.11) and (4.12). We suppose, in addition,
that the data α, ν, f , g and h are small such that

C∞Cr(
N
∑

j=1

‖g‖W 2−1/r,r(Γj) +K(α, ν, f , g, h)) ≤ ν

2|α| , (4.16)

where Cr is a constant independent of α and ν defined by (4.9), C∞ is the Sobolev constant
defined by (4.8) and where the function K is defined in (4.10). Then, there exists at least
one solution (u, p, z) for Problem (2.8).

Proof. First, with a new definition of zh (defined by (4.2) instead of (3.14)), we define a
sequence (z∗n) in the same way as in (3.19), (3.20) and (3.21) and by the same convergenge
as in the proof of Theorem 3.3, we obtain a solution (u, p, z) ∈ (H1(Ω))2 ×L2

0(Ω)×L2(Ω),
where z = z∗ + zh, that verifies

−ν∆u + z× u+∇p = f in Ω,

div u = 0 in Ω,

u = g on ∂Ω, (4.17)

νz + αu .∇z = ν curlu+ α curl f in Ω,

(zu) .n = (hu) .n on Γ−.
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This solution (u, p, z), owing to Lemma 2.2, is solution of Problem (PI), that is to say of
the system (1.1)-(1.7). Applying Lemma 4.1 yields that the velocity u belongs to W 2,r(Ω)2,
therefore to W 1,∞(Ω)2, and satifies the estimate (4.5). In view of the assumption (4.16),
we derive that the velocity u verifies the bound

|α| ‖u‖W 1,∞(Ω) ≤
ν

2
. (4.18)

Next, with this velocity u, we associate the following problem : find z̃ ∈ H1(Ω) solution of
the transport problem

{

νz̃ + αu .∇z̃ = ν curlu+ α curl f in Ω,
z̃ = h on Γ−.

(4.19)

If we show, first, that this problem has a unique solution z̃ and, second, that z̃ = z,
where (u, p, z) is the previous solution of (4.17), then we will have proven the existence of
a solution (u, p, z) for Problem (2.8). Using zh defined by (4.2), let us split the problem
(4.19) into two transport problems, namely: find (z̃1, z̃2) ∈ H1(Ω)2 such that

{

νz̃1 + αu .∇z̃1 = ν curlu+ α curl f − νzh in Ω,
z̃1 = 0 on Γ− (4.20)

and
{

νz̃2 + αu .∇z̃2 = νzh in Ω,
z̃2 = h on Γ−.

(4.21)

The first problem is a transport problem from the type

z +Wu .∇z = l, with z|Γ− = 0

with W =
α

ν
and l = curlu + α

ν
curl f − zh and this problem was solved by Theorem 3.1

of [7], the assumptions of which are verified owing to (4.15) and since (4.18) implies to

‖∇u‖L∞(Ω) ≤
1

2|W| . Thus, we obtain a solution z̃1 ∈ H1(Ω) of (4.20).

The second problem is a little different because of the non-homogeneous boundary
condition on Γ−. In order to solve this problem, we shall use an analogous method as
in Theorem 2.1 of [7]. We define a sequence (Fn) of function Fn ∈ Xu(Γ

−)2, n ∈ IN,
by recurrence. We set F0 = 0 and assume that the function Fn ∈ Xu(Γ

−)2 is given for
n ∈ IN. Then, applying Theorem 3.3 of [5], we define each component Fn+1,1 and Fn+1,2 of
Fn+1 as the unique solution of the transport problem from the type z +W u .∇z = l with
(zu) .n = 0, so that we define Fn+1 ∈ Xu(Γ

−)2 as the unique solution of the transport
problem







Fn+1 +
α

ν
u .∇Fn+1 = ∇zh −

α

ν
∇u .Fn in Ω

(Fn+1 u) .n = 0 on Γ−.
(4.22)

Since Fn+1 belongs to Xu(Γ
−)2, the basic result of Proposition (1.2) implies

∫

Ω
(
α

ν
u .∇Fn+1,i)Fn+1,i dx ≥ 0, for i = 1, 2.
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Then, taking the scalar product of both sides of the first equation of (4.22) with Fn+1

yields

‖Fn+1‖2L2(Ω) ≤ (∇zh,Fn+1)−
α

ν
(∇u .Fn,Fn+1).

In view of the bound (4.18), we obtain

‖Fn+1‖L2(Ω) ≤ ‖∇zh‖L2(Ω) +
1

2
‖Fn‖L2(Ω),

which implies, by a recurrence argument, that Fn is uniformly bounded in L2(Ω) and
∀n ∈ IN,

‖Fn‖L2(Ω) ≤ 2‖∇zh‖L2(Ω). (4.23)

Owing to (4.23), u .∇Fn+1 is also uniformly bounded in L2(Ω). Therefore we can pass to
the limit in the first equation of (4.22) and there exists a function F ∈ L2(Ω)2 such that

F+
α

ν
(u .∇F+∇u .F) = ∇zh. (4.24)

Let us set z̃2 = zh−
α

ν
u .F. From the previous equation, we derive F = ∇z̃2 and we obtain

z̃2 = zh − α
ν
u .∇z̃2, which gives that z̃2 ∈ H1(Ω) is solution the first equation of (4.21).

In the same way as in the proof of Theorem 2.1 of [7], we prove

(u .∇z̃2)|Γ− = 0.

Hence, considering that ν z̃2 + αu .∇z̃2 = ν zh, we obtain

z̃2|Γ− = (zh)|Γ− = h,

which implies that z̃2 is solution of (4.21) and verifies

‖∇z2‖L2(Ω) ≤ 2‖∇zh‖L2(Ω). (4.25)

Finally,
z̃ = z̃1 + z̃2

is a solution of (4.19). Let us show that z̃ also verifies the boundary condition on Γ− of

(4.17). ∀ϕ ∈ W
1−1/r,r
00 (Γ−),

< (z̃u) .n,ϕ >Γ−=
∫

Γ−

(z̃ϕu) .n ds =
∫

Γ−

(hϕu) .n ds =< (hu) .n,ϕ >Γ−,

where W
1−1/r,r
00 (Γ−) is defined by (1.16) with r > 2. Hence, we derive

(z̃u) .n|Γ− = (hu) .n|Γ−,

which implies that z and z̃ verify the same transport equation with the same boundary
condition. Then, Z = z − z̃ is solution of the transport problem

{

ν Z + αu .∇Z = 0 in Ω,
(Zu) .n = 0 on Γ−.

(4.26)

Owing to the Proposition (1.2), which implies (αu .∇Z,Z) ≥ 0, we have Z = 0 ⇐⇒ z = z̃.
Finally, z ∈ H1(Ω) and verify z|Γ− = h, so (u, p, z) is solution of Problem (2.8). ♦
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5 Uniqueness

In order to establish uniqueness of the solution of the fully non-homogeneous problem
of grade 2 fluids, we need the regularity H1 of the solution z of the transport equation (2.4),
which is the framework of the Problem 2.8. Moreover, if we want conditions of uniqueness
independent from z, we need a bound of this solution in H1(Ω). However, to get this
bound, we are led to make more restrictive assumptions as in the previous theorem.

5.1 H1 Bound for the transport equation

We deal with a transport equation from the type

{

z +Wu .∇z = l in Ω,
z = h on Γ−.

(5.1)

If we make the restrictive assumption that u .n does not vanish at the boundary of
Γ−, as in Theorem 2.2 of [7], then we define the real number β > 0 by

β = max(
1

u(x) .n−(x)
, x ∈ Γ−). (5.2)

Note that the assumptions of Theorem 3.1 in [7] are less restrictive and under these as-
sumptions, we can prove the existence of a solution z in H1 of the transport equation (5.1)
in the particular case where h = 0. Yet, in this frame, we are not able to have a bound
in H1 of this solution. In fact, we can bound the solution of (5.1) in H1 only in the case
where l|Γ− = h. In the same way, we can bound the solution z̃2 of (4.21) in H1, but we
cannot bound the solution z̃1 of (4.20). Unhappily, if we want conditions of uniqueness
only depending on the data, the uniqueness of the solution of the fully non-homogeneous
grade 2 problem seems to require a bound of the solution z in H1, which leads to impose
the restrictive assumption that u .n does not vanish on Γ−.

Theorem 5.1 Let Ω be a bounded polygon, Γ− be defined by (1.4), verifying (1.6). For all
u in W 1,∞(Ω)2, verifying divu = 0, such that

‖∇u‖L∞(Ω) ≤
1

2|W| (5.3)

and such that
∀x ∈ Γ−, u(x) .n−(x) 6= 0, (5.4)

all l in H1(Ω), all h in H1/2(Γ−) and all real number W in IR∗, the transport problem (5.1)
has a unique solution z in H1(Ω) and this solution satisfies the following estimate:

‖∇z‖L2(Ω) ≤ (2 + βC0(
3

|W| + 2‖u‖W 1,∞(Ω)))(‖l‖H1(Ω) + ‖h‖H1/2(Γ−)), (5.5)

where C0 is defined by (5.7) and β by (5.2).
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Proof. In view of (5.4), the regularity of l, u and h imply that
l|Γ− − h

W(u .n)|Γ−

belongs to

H1/2(Γ−). So, there exists a lifting z0 ∈ H2(Ω) and a real constant C0 such that











∂z0

∂n |Γ−

=
l|Γ− − h

W u .n
z0 |Γ− = 0

(5.6)

and

‖z0‖H2(Ω) ≤ C0‖
l|Γ− − h

W u .n
‖H1/2(Γ−). (5.7)

Next, we define the following problem : find z∗ in H1(Ω) solution of the transport
problem

{

z∗ +Wu .∇z∗ = l∗ in Ω,
z∗ = h on Γ−,

(5.8)

where
l∗ = l − z0 −W u .∇z0. (5.9)

Note that, by construction of z0, we have l∗|Γ− = h. Hence, we derive that

(u .∇z∗)|Γ− = 0.

In the same way as in (4.22), we define a sequence (F∗
n), F

∗
n ∈ Xu(Γ

−)2, by






F∗
n+1 +W u .∇F∗

n+1 = ∇l∗ −W∇u .F∗
n in Ω

(F∗
n+1 u) .n = 0 on Γ−.

(5.10)

By the same method as previously we prove that

‖F∗
n‖L2(Ω) ≤ 2‖∇l∗‖L2(Ω)

and the sequence (F∗
n) converge to F∗ ∈ Xu(Ω)

2, which verifies

F∗ +Wu .∇F∗ = ∇l∗ −W ∇u .F∗ and ‖F∗‖L2(Ω) ≤ 2‖∇l∗‖L2(Ω). (5.11)

Then, setting
z∗ = l∗ −Wu .F∗, (5.12)

we obtain that F∗ = ∇z∗ and, since we can prove that (u .F∗)|Γ− = 0 as in the proof of
Theorem 2.1 of [7], z∗ is the solution of Problem (5.8). Finally

z = z∗ + z0

is the unique solution of (5.1). Hence, from (5.11) and (5.9), in view of F∗ = ∇z∗, we
derive

‖∇z‖L2(Ω) ≤ 3‖∇z0‖L2(Ω) + 2‖∇l‖L2(Ω) + 2|W| ‖u‖W 1,∞(Ω)‖z0‖H2(Ω)

≤ 2‖∇l‖L2(Ω) + (3 + 2|W| ‖u‖W 1,∞(Ω))‖z0‖H2(Ω). (5.13)
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Next, owing to (5.7) and (5.2), we obtain

‖z0‖H2(Ω) ≤
C0β

|W| (‖l‖H1(Ω) + ‖h‖H1/2(Γ−)).

Substituting this bound into (5.13) yields (5.5). ♦

5.2 Uniqueness

The transport equation ν z + αu .∇z = ν curl u + α curl f is of the type

z + Wu .∇z = l with W =
α

ν
and l = curl u +

α

ν
curl f . In the estimate (5.5), the

norm H1 of l occurs, so we need to bound the norm H2 of u. This bound is given in
the following lemma the proof of which is analogous to that of Lemma 4.1 and where the
constant C2 is defined by

‖u‖H2(Ω) ≤ C2(
N
∑

j=1

‖g‖H3/2(Γj) + ‖y‖L2(Ω)). (5.14)

Lemma 5.2 In addition to the hypotheses of Theorem 3.3, we suppose Ω is a convex
polygon, the boundary data h belongs to W 1−1/t,t(Γ−) and for 1 ≤ j ≤ N , the boundary
data g verifies

g|Γj
∈ H3/2(Γj)

2 (5.15)

and (4.4), then any solution u ∈ W of (1.1)-(1.7) belongs to H2(Ω)2 and

‖u‖H2(Ω) ≤ C2(
N
∑

j=1

‖g‖H3/2(Γj) +K(α, ν, f , g, h)), (5.16)

where C2 is a constant independent of α and ν defined by (5.14) and where the function K

is defined in (4.10).

Under the assumptions of Theorem 4.2, Problem (2.8) has at least one solution (u, p, z)
and, owing to Theorem 5.1 and the previous lemma, we can bound the function ∇z in
L2(Ω). Note that, since u = g on Γ−, we can express the constant β, defined by (5.2), by
using g as

β = max(
1

g(x) .n−(x)
, x ∈ Γ−). (5.17)

Lemma 5.3 Under the assumptions of Theorem 4.2, let (u, p, z) a solution of Problem
(2.8). Then, we have the following bound

‖∇z‖L2(Ω) ≤ L3(α, ν, f , g, h), (5.18)

with
L3(α, ν, f , g, h) = L̃3(α, ν, f , g, h)L̂3(α, ν, f , g, h), (5.19)
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where the functions L̃3 and L̂3 are defined by

L̃3(α, ν, f , g, h) = 2 +
3C0βν

|α| + 2βC0C∞Cr(
N
∑

j=1

‖g‖W 2−1/r,r(Γj) +K(α, ν, f , g, h)),

L̂3(α, ν, f , g, h) = ‖h‖H1/2(Γ−) +
|α|
ν
‖curl f‖H1(Ω) +

√
2C2(

N
∑

j=1

‖g‖H3/2(Γj) +K(α, ν, f , g, h)),

where C0 is defined by (5.7), β by (5.17), C∞ by (4.8), Cr by (4.9), C2 by (5.14) and where
the function K are defined in (4.10).

Proof. Applying Theorem 5.1 with W =
α

ν
and l = curl u+

α

ν
curl f we obtain

‖∇z‖L2(Ω) ≤ (2+3
C0βν

|α| +2βC0‖u‖W 1,∞(Ω))(
√
2‖u‖H2(Ω)+

|α|
ν
‖curl f‖H1(Ω)+‖h‖H1/2(Γ−)).

Substituting the bounds (4.5) and (5.16) in this last inequality yields (5.18). ♦
Now, we give two results of uniqueness for Problem (2.8). Note that, in Theorem

5.4, we do not suppose that E is an empty set, but the condition (5.20) depends on the
norm ‖∇z‖L2(Ω) where (u, p, z) is any solution of Problem (2.8), while, in Theorem 5.5,
we suppose that E = ∅, that is to say the condition (5.4) with u = g on Γ−, which is
a more restrictive condition that in Theorem 5.4, the hypotheses of which follows those
of Theorem 4.2, which insures the existence of solutions. Indeed, without this restrictive
condition, we are not able to bound the norm ‖∇z‖L2(Ω) in a function of the data. In
conclusion, contrary to Theorem 5.4, the conditions of uniqueness of Theorem 5.5 only
depend on the data, but its conditions of uniqueness are more restrictive.

Theorem 5.4 Let Ω be a convex polygon, let f be in L2(Ω)2 such that curl f ∈ H1(Ω), let
the real numbers ν, α and t such that ν > 0 and t > 2, let h belong to W 1−1/t,t(Γ−), let
g be such that g|Γj

∈ W 2−1/r,r(Γj)
2 for some real r with 2 < r < r0 and for 1 ≤ j ≤ N ,

satisfying the second part of (1.3) and (4.14) and verifying (4.3), (4.4) and (4.15. We
suppose, in addition, that the data α, ν, f , g and h are small such that they verify (4.16)
and such that any solution (u, p, z) of Problem (2.8) satisfies

S∗
4

ν
L2(α, ν, f , g, h)(

√
2S4 +

|α|
ν
C3/2S∞S̄(1 +

S2
4

ν
L1(α, ν, f , g, h))‖∇z‖L2(Ω) < 1, (5.20)

where Cr and C3/2 are constants independent of α and ν defined respectively by (4.9) and
(5.26), C∞, S4, S

∗
4 , S∞ and S̄ are Sobolev constants defined respectively by (4.8), (1.10),

(1.11), (5.27) and (5.28) and where the functions K, L1 and L2 are defined respectively in
(4.10), (5.31) and (5.32). Then Problem (2.8) has a unique solution .

Theorem 5.5 Let Ω be a convex polygon, let f be in L2(Ω)2 such that curl f ∈ H1(Ω), let
the real numbers ν, α and t such that ν > 0 and t > 2, let h belong to W 1−1/t,t(Γ−) and
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let g be such that g|Γj
∈ W 2−1/r,r(Γj)

2 for some real r with 2 < r < r0 and for 1 ≤ j ≤ N ,
satisfying the second part of (1.3) and (4.14) and verifying (4.3), (4.4) and

∀x ∈ Γ−, g(x) .n−(x) 6= 0, (5.21)

where n− is defined in (4.11). We suppose, in addition, that the data α, ν, f , g and h are
small such that they verify (4.16) and

S∗
4

ν
L2(α, ν, f , g, h)(

√
2S4 +

|α|
ν
C3/2S∞S̄(1 +

S2
4

ν
L1(α, ν, f , g, h))L3(α, ν, f , g, h) < 1, (5.22)

where Cr and C3/2 are constants independent of α and ν defined respectively by (4.9) and
(5.26), C∞, S4, S

∗
4 , S∞ and S̄ are Sobolev constants defined respectively by (4.8), (1.10),

(1.11), (5.27) and (5.28) and where the functions K, L1, L2 and L3 are defined respectively
in (4.10), (5.31), (5.32) and (5.19). Then, there exists a unique solution (u, p, z) for
Problem (2.8).

Proof of Theorems 5.4 and 5.5.
Let us, first, prove the following lemma.

Lemma 5.6 Let (u1, p1, z1) and (u2, p2, z2) two solutions of Problem (2.8). Then u2 − u1

verifies the following estimates :

|u2 − u1|H1(Ω) ≤
S4

ν
‖u1‖L4(Ω)‖z2 − z1‖L2(Ω) (5.23)

and

‖u2 − u1‖L∞(Ω) ≤
C3/2S∞S̄

ν
‖u1‖L4(Ω)(1 +

S2
4

ν
‖z2‖L2(Ω))‖z2 − z1‖L2(Ω), (5.24)

where C3/2 is a constant independent of α and ν defined by (5.26), S4, S∞ and S̄ are
Sobolev constants defined respectively by (1.10), (5.27) and (5.28).

Proof. Since (u1, p1) and (u2, p2) are solutions of the generalized Stokes problem (2.3),
(1.2), (1.3), u2 − u1 verifies the following equation

−ν∆(u2 − u1) +∇(p2 − p1) = −z2 × (u2 − u1)− (z2 − z1)× u1. (5.25)

Then, Green’s formula with u2 − u1 in H1
0 (Ω) yields

ν|u2 − u1|2H1(Ω) = −((z2 − z1)× u1,u2 − u1),

which implies

ν|u2 − u1|2H1(Ω) ≤ ‖u1‖L4(Ω)‖u2 − u1‖L4(Ω)‖z2 − z1‖L2(Ω).

Hence, in view of ‖u2 − u1‖L4(Ω) ≤ S4|u2 − u1|H1(Ω), we obtain (5.23).
Next, considering (5.25), we derive that u2 − u1 is the solution of the homogeneous
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Stokes’s problem with −z2×(u2−u1)−(z2−z1)×u1 as the right-hand side. Note that the
right-hand side −z2× (u2−u1)− (z2− z1)×u1 belongs to L4/3(Ω) ⊂ H−1/2(Ω). Applying
Theorem 5.5 page 83 of [14], we derive that, for θ < 1, if the right-hand side belongs to
H−1+θ, the homogeneous solution belongs to H1+θ(Ω)2, under the condition :

θ < min
(i,j)∈NΩ

ξ1(ω
i
j).

But, considering that ∀(i, j) ∈ NΩ, ξ1(ω
i
j) > 1

2
, we can apply this result with θ = 1

2

and we obtain that u2 − u1 belongs to H3/2(Ω)2 and there exists a positive constant C3/2

independent of α and ν such that

ν‖u2 − u1‖H3/2(Ω) ≤ C3/2‖ − z2 × (u2 − u1)− (z2 − z1)× u1‖H−1/2(Ω). (5.26)

Then, Sobolev imbeddings, H3/2(Ω) ⊂ L∞(Ω) and L4/3(Ω) ⊂ H−1/2(Ω), yield that there
exists positive constants S∞ and S̄ such that

∀v ∈ H3/2(Ω), ‖v‖L∞(Ω) ≤ S∞‖v‖H3/2(Ω), (5.27)

∀v ∈ H−1/2(Ω), ‖v‖H−1/2(Ω) ≤ S̄‖v‖L4/3(Ω). (5.28)

Hence, we derive

‖−z2×(u2−u1)−(z2−z1)×u1‖H−1/2(Ω) ≤ S̄(‖z2‖L2(Ω)‖u2−u1‖L4(Ω)+‖z2−z1‖L2(Ω)‖u1‖L4(Ω)).

Finally substituting this last inequality and the bound (5.24) in (5.26), using (5.27) and
(1.10), give (5.24). ♦

We now can prove the two previous theorems. Let (u1, p1, z1) and (u2, p2, z2) be two
solutions of Problem (2.8). For i = 1, 2, (ui, zi) is a solution of the transport equation
(2.4). So we have, for i = 1, 2,

νzi + αui .∇zi = ν curlui + α curl f .

Then z2 − z1 is a solution of the following equation

ν(z2 − z1) + αu2 .∇(z2 − z1) = ν curl (u2 − u1)− α(u2 − u1) .∇z1.

Now, taking the scalar product of both sides of the previous equation with z2 − z1, we
obtain:

ν‖z2−z1‖2L2(Ω)+α(u2 .∇(z2−z1), z2−z1) = ν (curl (u2−u1), z2−z1)−α((u2−u1) .∇z1, z2−z1).

Let us note that z2 − z1 belongs to Xu2
(Γ−) (see (1.4), (1.18)), therefore, owing to the

Proposition 1.2, we have α(u2 .∇(z2 − z1), z2 − z1) ≥ 0. Hence, we derive

ν‖z2 − z1‖L2(Ω) ≤ ν
√
2|u2 − u1|H1(Ω) + |α|‖u2 − u1‖L∞(Ω)‖∇z1‖L2(Ω). (5.29)
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Next, in view of (5.23) and (5.24), we obtain the following estimate

‖z2−z1‖L2(Ω) ≤
S∗
4

ν
‖u1‖H1(Ω)(

√
2S4+

|α|
ν
C3/2S∞S̄(1+

S2
4

ν
‖z2‖L2(Ω))‖∇z1‖L2(Ω))‖z2−z1‖L2(Ω).

(5.30)
Setting

L1(α, ν, f , g, h) =
2|α|
ν

‖curl f‖L2(Ω) + 4‖zh‖L2(Ω) + C(α, ν, f , g, h), (5.31)

and

L2(α, ν, f , g, h) =
S2

√

S2
2 + 1

ν
‖f‖L2(Ω) + T‖g‖H1/2(∂Ω)



1 +
S4S

∗
4

√

S2
2 + 1

ν
L1(α, ν, f , g,h)



 ,

(5.32)
where the function C is defined by (3.22), the bounds (3.16) and (3.17) give

‖z2‖L2(Ω) ≤ L1(α, ν, f , g, h), ‖u1‖H1(Ω) ≤ L2(α, ν, f , g, h). (5.33)

With these notations, from (5.30), we derive

‖z2 − z1‖L2(Ω)(1−
S∗
4

ν
L2(α, ν, f , g, h)(

√
2S4

+
|α|
ν
C3/2S∞S̄(1 +

S2
4

ν
L1(α, ν, f , g, h))‖∇z1‖L2(Ω))) ≤ 0. (5.34)

Hence, in view of (5.20), we obtain z1 = z2, which implies that Problem 2.8 has a unique
solution and which ends the proof of Theorem 5.4.

Finally, applying Lemma 5.3 yields

‖∇z1‖L2(Ω) ≤ L3(α, ν, f , g, h),

which gives with (5.34)

‖z2 − z1‖L2(Ω)(1−
S∗
4

ν
L2(α, ν, f , g, h)(

√
2S4

+
|α|
ν
C3/2S∞S̄(1 +

S2
4

ν
L1(α, ν, f , g, h))L3(α, ν, f , g, h))) ≤ 0.

Then, in view of (5.22), we again derive z1 = z2, which implies uniqueness and ends the
proof of Theorem 5.5. ♦
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