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MEAN FIELD GAMES: CONVERGENCE OF A FINITE
DIFFERENCE METHOD

YVES ACHDOU ∗, FABIO CAMILLI † , AND ITALO CAPUZZO-DOLCETTA ‡

Abstract. Mean field type models describing the limiting behavior of stochastic differential
games as the number of players tends to +∞, have been recently introduced by J-M. Lasry and
P-L. Lions. Numerical methods for the approximation of the stationary and evolutive versions of
such models have been proposed by the authors in previous works. Here, convergence theorems
for these methods are proved under various assumptions on the coupling operator.
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1. Introduction. Mean field type models describing the asymptotic behavior
of stochastic differential games (Nash equilibria) as the number of players tends to
+∞ have recently been introduced by J-M. Lasry and P-L. Lions [19, 20, 21], and
termed mean field games by the same authors. For brevity, the acronym MFG will
sometimes be used for mean field games. Examples of MFG models with applica-
tions in economics and social sciences are proposed in [16]. Many important aspects
of the mathematical theory developed by J-M. Lasry and P-L. Lions on MFG are
not published in journals or books, but can be found in the videos of the lectures
of P-L. Lions (in French) at Collège de France: see [23]. A very good introduction
is also given in the notes by P. Cardaliaguet, [8], with a special emphasis on the
deterministic case, i.e. ν = 0 in (1.1)-(1.2) below. Related ideas have been devel-
oped independently in the engineering literature by Huang-Caines-Malhamé, see for
example [17].

MFG may lead to systems of evolutive partial differential equations involving two
unknown scalar functions: the density of the agents in a given state x ∈ Rd, namely
m = m(t, x) and the value function u = u(t, x). The present work is devoted to
finite difference schemes for the systems of partial differential equations. Although
the methods and the theoretical results obtained below can be easily generalized,
the present work focuses on the two-dimensional case for the following reasons: 1)
the one dimensional case is easier and allows too special arguments; 2) in dimension
two, the description of the discrete methods discussed below remain fairly simple.
Besides, several important applications of the mean field games theory are two-
dimensional, in particular those related to crowd motion, see [3].

In the state-periodic setting, typical MFG model comprises the following system
of partial differential equations in (0, T )× T2

∂u

∂t
(t, x)− ν∆u(t, x) +H(x,∇u(t, x)) = Φ[m(t, ·)](x), (1.1)

∂m

∂t
(t, x) + ν∆m(t, x) + div

(
m(t, ·)∂H

∂p
(·,∇u(t, ·))

)
(x) = 0, (1.2)

with the initial and terminal conditions

u(0, x) = u0(x), m(T, x) = mT (x), in T2, (1.3)
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† ”Sapienza”, Università di Roma, Dipartimento di Scienze di Base e Applicate per l’Ingegneria,
00161 Roma, Italy, camilli@dmmm.uniroma1.it
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given a cost function u0 and a probability density mT .
Here, we denote by T2 = [0, 1]2 the 2−dimensional unit torus, and by ∆, ∇ and
div, respectively, the Laplace, the gradient and the divergence operator acting on
the state variable x. The parameter ν is the diffusion coefficient. Hereafter, we
will always assume that ν > 0. The system also involves the scalar Hamiltonian
H(x, p), which is assumed to be convex with respect to p and C1 regular w.r.t. x
and p. The notation ∂H

∂p (x, q) is used for the gradient of p 7→ H(x, p) at p = q.
Finally, in the term Φ[m(t, ·)](x), Φ may be

• either a local operator, i.e. Φ[m(t, ·)](x) = F (m(t, x)) where F is a C1

regular function defined on R+. In this case, there are existence theorems
of either classical (see [9]) or weak solutions (see [20]), under suitable as-
sumptions on the data, H and F .

• or a non local operator which continuously maps the set of probability
measures on T2 (endowed with the weak * topology) to a bounded subset of
Lip(T2), the Lipschitz functions on T2, and for example maps continuously
Ck,α(T2) to Ck+1,α(T2), for all k ∈ N and 0 ≤ α < 1. In this case, classical
solutions of (1.1)-(1.3) are shown to exist under natural assumptions on the
data and some technical assumptions on H, see [20, 21].

System (1.1)-(1.2) consists then of a forward Bellman equation coupled with a
backward Fokker-Planck equation. The forward-backward structure is an impor-
tant feature of this system, which makes it necessary to design new strategies for
its mathematical analysis (see [20, 21]) and for numerical approximation.

If the Hamiltonian is of the form

H(x,∇u) = sup
γ

[
γ · ∇u− L(x, γ)

]
, (1.4)

and if u and m solve (1.1)-(1.3), then Dynamic Programming arguments, see Bardi-
Capuzzo Dolcetta [5], Fleming- Soner [12], show that u is the value function of an
optimal control problem for the controlled dynamics defined on T2 by

dXs = −γs ds+
√

2ν dWs,

( (Ws) is a Brownian motion and the time variable s is linked to the variable t
in (1.1)-(1.3) by the relation t = T − s, i.e. t is the time to the horizon), running
cost density L(Xs, γs)+Φ[m(s, ·)](Xs) depending on the position Xs, the control γs
and the probability density m(s, ·). The choice of a nonlocal operator Φ is justified
if a given agent in the state x is not only sensitive to m(x), but also to a global
information on the density in a given neighborhood of x, for example the number
of agents in the latter. On the other hand, (1.2) is a backward Fokker-Planck equa-
tion with velocity field ∂H

∂p (x,∇u) depending on the value function itself. Since t in
(1.1)-(1.3) is the remaining time to the horizon, u0 corresponds to the final cost or
incitation of the optimal control problem whereas mT is the density of the agents
at the beginning of the game. The only reason for us to use the variable t instead
of s in the partial differential equations is to keep the formalism of the pioneering
articles [19, 20, 21].

We have chosen to focus on the case when the cost u0 depends directly on x. In
some realistic situations, the final cost may depend on the density of the players, i.e.
u|t=0 = Φ0[m|t=0](x), where Φ0 is an operator acting on probability densities, which
may be local or not. This case can be handled by the methods presented below with
no additional difficulty, and the same kind of convergence results as those given be-
low can be obtained with additional assumptions on Φ0 such as monotonicity (see
(1.5) below). Yet, we will not tackle this aspect, in order to keep the discussion as
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simple as possible.

By working on the torus T2, we avoid the discussion of the boundary conditions,
but other boundary value problems can be considered, for example

• Neumann conditions on u and m: for example, in the context of crowd
motion, see [3], such conditions are relevant if the domain where the crowd
moves is limited by walls. The results of the present paper hold when
there are homogeneous Neumann boundary conditions instead of periodic
boundary conditions

• Dirichlet conditions on u and m: in the example of crowd motion, Dirichlet
conditions are relevant if the crowd exits a room and heads toward a much
larger space: at the exit, it is sensible to assume that the density m vanishes
and that the value function is given (exit cost, which may be zero)

• In the deterministic case ν = 0, other boundary conditions can be used,
for example when the state of the players is constrained to remain in the
domain. In this work, we focus on ν > 0, because the analysis of the
deterministic case requires quite different arguments.

A very important feature of the mean field models above is that uniqueness and
stability may be obtained under reasonable assumptions, see [19, 20, 21], in con-
trast with the Nash system describing the individual behavior of each player, for
which uniqueness hardly occurs. To be more precise, a sufficient condition for the
uniqueness of a solution of (1.1)-(1.3) is that Φ is monotone in the sense that for
all probability measures m and m̃ on T2,∫

(Φ[m](x)− Φ[m̃](x))(dm(x)− dm̃(x)) ≤ 0 ⇒ m = m̃. (1.5)

In fact, a weaker condition than (1.5) is sufficient for uniqueness, namely that∫
(Φ[m](x)− Φ[m̃](x))(dm(x)− dm̃(x)) ≤ 0 ⇒ Φ[m] = Φ[m̃], (1.6)

but we will not make this assumption to avoid additional technical details in the
proof of Theorem 4.2 below.

Remark 1. Note that in the special case when
• H is given by (1.4) and L is strictly convex
• Φ[m(t, ·)](x) = F (m(t, x)) and F is the derivative of a function W : R+ →

R which is C2 and strictly convex
the system (1.1)-(1.3) may be obtained (at least formally) as the optimality con-
ditions of the following optimal control problem driven by a transport equation:
Minimize

J(m, b) =
∫ T

0

∫
T2

(
m(t, x)L(x, b(t, x)) +W (m(t, x))

)
dxdt+

∫
T2
u0(x)m(x, 0))dx

subject to the constraints{
∂m

∂t
+ ν∆m+ div(mb) = 0, in (0, T )× T2,

m(T, x) = mT (x) in T2.

For more details on this, see [21]. Note that obtaining (1.1)-(1.3) as the optimality
condition of a global optimization problem is not possible in general.

An important research activity is currently going on about approximation proce-
dures of different types of mean field games models, see [18] for a numerical method
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based on the reformulation of the model as the optimal control problem discussed
in Remark 1, with an application in economics and [13] for a work on discrete time,
finite state space mean field games. We also refer to [14, 15] for a specific construc-
tive approach for quadratic Hamiltonians. Finally, a semi-discrete approximation
for a first order mean field games problem has been studied in [7].

In [2], the authors have proposed and studied finite difference methods basically
relying on monotone approximations of the Hamiltonian and on a suitable weak
formulation of the Fokker-Planck equation, both for infinite and finite horizon mean
field games. These schemes were shown to have several important features:

• existence and uniqueness for the discretized problems can be obtained by
similar arguments as those used in the continuous case,

• they are robust when ν → 0 (the deterministic limit of the models),
• bounds on the solutions (especially on the Lipschitz norm of u(t, ·)), which

are uniform in the grid step, may be proved under reasonable assumptions
on the data.

In [1], the previously mentioned finite difference method has been extended to plan-
ning problems with MFG. This article contains results on existence and uniqueness
for the systems of nonlinear equations and on the convergence of a penalty method.
Fast algorithms for solving the discrete nonlinear systems arising in [2] have been
proposed in [4].
In the present paper, we discuss the convergence of the schemes proposed in [2] in
the reference case when H(x, p) is of the form

H(x, p) = H(x) + |p|β , (1.7)

where β > 1 is a real number and H is a periodic continuous function, under
suitable monotonicity assumptions on the operator Φ. All these assumptions lead
to uniqueness for the continuous and discrete systems, and also to a priori and
stability estimates under further assumptions.
We have chosen to focus on the Hamiltonians in (1.7) because

• their fairly simple form (i.e. separate dependency on x and p and isotropy
w.r.t. p) will ease the algebra in the proofs of convergence

• the corresponding discrete Hamiltonians remain simple, see (2.3)-(2.4) be-
low

• even if the Hamiltonians are simple, they lead to various situations de-
pending on β: we will see below that the analysis of the numerical scheme
requires different arguments for 1 < β < 2 and β ≥ 2. This is not surprising
since in the literature related to Hamilton-Jacobi-Bellman equations, the
distinction between subquadratic and superquadratic Hamiltonians is often
made because the techniques of analysis differ.

Note that the Hamiltonians in (1.7) are of the form (1.4) with L(x, γ) = −H(x) +
c|γ|β′ for β′ = β/(β−1) and a suitable constant c > 0, in which there is separate de-
pendency on x and γ and isotropy w.r.t. γ. Subquadratic Hamiltonians correspond
to superquadratic Lagrangians and vice-versa.

This work is organized as follows: in Section 2, we recall the finite difference
schemes proposed in [2]. Section 3 is devoted to basic facts concerning the discrete
Hamiltonians and to the fundamental identity which leads to uniqueness and sta-
bility. When Φ is a local operator, a consequence of this key identity is the a priori
estimates on the solutions of the discrete MFG system that is presented in Section
5.1. Convergence theorems in the case when Φ is a nonlocal smoothing operator
are discussed in Section 4. Finally, Section 5 contains convergence theorems in the
case when Φ is a local operator.
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2. Finite difference schemes. In the present paragraph, we discuss the finite
difference method originally proposed in [2]. Before that, we stress the fact it has
been obtained directly from the boundary value problem (1.1)-(1.3), and that it
is not restricted to the case described in Remark 1. Yet, in the latter case, the
discrete Bellman and Fokker-Planck equations discussed below can also be found
as the optimality conditions of a global discrete optimization problem, as shown in
[1] in the context of a planning problem with MFG.
Let NT be a positive integer and ∆t = T/NT , tn = n∆t, n = 0, . . . , NT . Let
T2
h be a uniform grid on the torus with mesh step h, (assuming that 1/h is an

integer Nh), and xij denote a generic point in T2
h. The values of u and m at

(xi,j , tn) are respectively approximated by uni,j and mn
i,j . Let un (resp. mn) be

the vector containing the values uni,j (resp. mn
i,j), for 0 ≤ i, j < Nh indexed in

the lexicographic order. Hereafter, such vectors will be termed grid functions on
T2
h or simply grid functions. For all grid function z, all i and j, we agree that

zi,j = z(i mod Nh),(j mod Nh).
Elementary finite difference operators. Let us introduce the elementary finite

difference operators

(D+
1 u)i,j =

ui+1,j − ui,j
h

and (D+
2 u)i,j =

ui,j+1 − ui,j
h

, (2.1)

and define [Dhu]i,j as the collection of the four possible one sided finite differences
at xi,j :

[Dhu]i,j =
(
(D+

1 u)i,j , (D
+
1 u)i−1,j , (D+

2 u)i,j , (D
+
2 u)i,j−1

)
∈ R4. (2.2)

We will also need the standard five point discrete Laplace operator

(∆hu)i,j = − 1
h2

(4ui,j − ui+1,j − ui−1,j − ui,j+1 − ui,j−1).

Numerical Hamiltonian. In order to approximate the term H(x,∇u) in (1.1)
or (5.5), we consider a numerical Hamiltonian g : T2 × R4 → R, (x, q1, q2, q3, q4) 7→
g (x, q1, q2, q3, q4). Hereafter we will often assume that the following conditions hold:
(g1) monotonicity : g is nonincreasing with respect to q1 and q3 and nondecreasing

with respect to q2 and q4.
(g2) consistency: g (x, q1, q1, q2, q2) = H(x, q), ∀x ∈ T2,∀q = (q1, q2) ∈ R2.
(g3) differentiability : g is of class C1.
(g4) convexity : (q1, q2, q3, q4) 7→ g (x, q1, q2, q3, q4) is convex.

We will approximate H(·,∇u)(xi,j) by g(xi,j , [Dhu]i,j).
Standard examples of numerical Hamiltonians fulfilling these requirements are pro-
vided by Lax-Friedrichs or upwind schemes, see [2]. In this work, we focus on
Hamiltonians of the form H(x, p) = H(x) + |p|β , β ∈ (1,∞), for which we choose

g(x, q) = H(x) +G(q−1 , q
+
2 , q

−
3 , q

+
4 ), (2.3)

where, for a real number r, r+ = max(r, 0) and r− = max(−r, 0) and where G :
(R+)4 → R+ is given by

G(p) = |p|β = (p2
1 + p2

2 + p2
3 + p2

4)
β
2 . (2.4)

Discrete version of the cost term Φ[m(t, ·)](x). We introduce the compact and
convex set

Kh = {(mi,j)0≤i,j<Nh
: h2

∑
i,j

mi,j = 1; mi,j ≥ 0} (2.5)

which can be viewed as the set of the discrete probability measures.
We make the following assumptions, Φh being local or not:
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(Φh1) Φh is continuous on Kh.
(Φh2) The numerical cost Φh is monotone in the following sense:

(Φh[m]− Φh[m̃],m− m̃)2 ≤ 0 ⇒ Φh[m] = Φh[m̃], (2.6)

where (u, v)2 =
∑

0≤i,j<Nh
ui,jvi,j . This assumption and (g4) will be a

sufficient condition for the discrete MFG system to have at most a solution,
Φh being local or not.

If Φ is a local operator, i.e. Φ[m](x) = F (m(x)), F being a continuous function from
R+ to R, then the discrete version of Φ is naturally given by (Φh[m])i,j = F (mi,j).
In this case, the operator Φh is continuous on the set of nonnegative grid functions.
If Φ is a nonlocal operator, then we assume that the discrete operator Φh has the
following additional properties:
(Φh3) There exists a constant C independent of h such that for all grid function

m ∈ Kh,

‖Φh[m]‖∞ ≤ C (2.7)

and

|(Φh[m])i,j − (Φh[m])k,`| ≤ CdT(xi,j , xk,`) (2.8)

where dT(x, y) is the distance between the two points x and y in the torus
T2.

(Φh4) Define K as the set of probability densities, i.e. nonnegative integrable
functions m on T2 such that

∫
T2 m(x)dx = 1. For a grid function mh ∈ Kh,

let Jhmh be the piecewise bilinear interpolation of mh at the grid nodes:
it is clear that Jhmh ∈ K. There exists a continuous and bounded function
ω : R+ → R+ such that ω(0) = 0 and for all m ∈ K, for all sequences
(mh)h, mh ∈ Kh,

‖Φ[m]− Φh[mh] ‖L∞(T2
h) ≤ ω

(
‖m− Jhmh‖L1(T2)

)
. (2.9)

Let Ihm be the grid function whose value at xi,j is

1
h2

∫
|x−xi,j |∞≤h/2

m(x)dx.

It is clear that if m ∈ K then Ihm ∈ Kh and that (2.9) implies that

lim
h→0

sup
m∈K

‖Φ[m]− Φh[Ihm] ‖L∞(T2
h) = 0. (2.10)

For example, if Φ[m] is defined as the solution w of the equation ∆2w + w = m in
T2, (∆2 being the bilaplacian), then one can define Φh[mh] as the solution wh of
∆2
hwh + wh = mh in T2

h. It is possible to check that all the above properties are
true. Another example is the following: if ζ is a nonnegative regularizing kernel,
Φ[m] = ζ?(ζ?m) (? stands for the convolution) and Φh[mh] = ζ?ζ?Jhmh (assuming
that the convolution can be computed exactly). The monotonicity assumptions on
Φ and Φh are natural even for non local operators, in situations where a given agent
has access to some global and partial information on the density around and has
aversion to large densities.

Discrete Bellman equation. The discrete version of the Bellman equation is
obtained by applying a semi-implicit Euler scheme to (1.1),

un+1
i,j − uni,j

∆t
− ν(∆hu

n+1)i,j + g(xi,j , [Dhu
n+1]i,j) = (Φh[mn])i,j , (2.11)

for all points in T2
h and all n, 0 ≤ n < NT , where all the discrete operators have

been introduced above. Given (mn)n=0,...,NT−1, (2.11) and the initial condition
u0
i,j = u0(xi,j) for all (i, j) completely characterizes (un)0≤n≤NT

.
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Discrete Fokker-Planck equation. In order to approximate equation (1.2), it is
convenient to consider its weak formulation which involves in particular the term∫

T2
div
(
m
∂H

∂p
(·,∇u)

)
(x)w(x) dx.

By periodicity,∫
T2

div
(
m
∂H

∂p
(·,∇u)

)
(x)w(x) dx = −

∫
T2
m(x)

∂H

∂p
(x,∇u(x)) · ∇w(x) dx

holds for any test function w. The right hand side in the identity above will be
approximated by

−h2
∑
i,j

mi,j∇qg(xi,j , [Dhu]i,j) · [Dhw]i,j = h2
∑
i,j

Ti,j(u,m)wi,j ,

where the transport operator T is defined as follows:

Ti,j(u,m) =

1
h



 mi,j
∂g

∂q1
(xi,j , [Dhu]i,j)−mi−1,j

∂g

∂q1
(xi−1,j , [Dhu]i−1,j)

+mi+1,j
∂g

∂q2
(xi+1,j , [Dhu]i+1,j)−mi,j

∂g

∂q2
(xi,j , [Dhu]i,j)


+ mi,j

∂g

∂q3
(xi,j , [Dhu]i,j)−mi,j−1

∂g

∂q3
(xi,j−1, [Dhu]i,j−1)

+mi,j+1
∂g

∂q4
(xi,j+1, [Dhu]i,j+1)−mi,j

∂g

∂q4
(xi,j , [Dhu]i,j)




.

(2.12)

The discrete version of equation (1.2) is chosen as follows:

mn+1
i,j −mn

i,j

∆t
+ ν(∆hm

n)i,j + Ti,j(un+1,mn) = 0. (2.13)

This scheme is implicit w.r.t. to m and explicit w.r.t. u because the considered
Fokker-Planck equation is backward. Given u this is a system of linear equations
for m. It is easy to see that if mn satisfies (2.13) for 0 ≤ n < NT and if mNT ∈ Kh,
then mn ∈ Kh for all n, 0 ≤ n < NT .

Remark 2. An important property of T is that the operator m 7→
(
−ν(∆hm)i,j−

Ti,j(u,m)
)
i,j

is the adjoint of the linearized version of the operator u 7→
(
−ν(∆hu)i,j+

g(xi,j , [Dhu]i,j)
)
i,j

.
This property implies that the structure of (1.1)-(1.2) is preserved in the discrete
version (2.11)-(2.13). In particular, it implies the fundamental identity given in
§ 3.3 and then the uniqueness result stated in Theorem 2.2 below.

Summary. The fully discrete scheme for system (1.1),(1.2),(1.3) is therefore the
following: for all 0 ≤ i, j < Nh and 0 ≤ n < NT{

un+1
i,j −un

i,j

∆t − ν(∆hu
n+1)i,j + g(xi,j , [Dhu

n+1]i,j) = (Φh[mn])i,j ,
mn+1

i,j −mn
i,j

∆t + ν(∆hm
n)i,j + Ti,j(un+1,mn) = 0,

(2.14)

with the initial and terminal conditions

u0
i,j = u0(xi,j), mNT

i,j =
1
h2

∫
|x−xi,j |∞≤h/2

mT (x)dx, 0 ≤ i, j < Nh. (2.15)
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The following theorem was proved in [2] (using essentially a Brouwer fixed point
argument and estimates on the solutions of the discrete Bellman equation):

Theorem 2.1. Assume that (g1)–(g3) and (Φh1) hold, that u0 is a continuous
function on T2 and that mT ∈ K: then (2.14)–(2.15) has a solution such that
mn ∈ Kh, ∀n.
If furthermore

• (Φh3) holds
• there exists a constant C such that∣∣∣∣∂g∂x (x, (q1, q2, q3, q4))

∣∣∣∣ ≤ C(1+|q1|+|q2|+|q3|+|q4|) ∀x ∈ T2, ∀q1, q2, q3, q4

• u0 is Lipschitz continuous
then max0≤n≤NT

(
‖un‖∞ + ‖Dhu

n‖∞
)
≤ c for a constant c independent of h and

∆t.
Remark 3. Theorem 2.1 states in particular that mn ∈ Kh for all n: this means

that the finite method preserves the positivity and the total mass of the density m.
This is of course an essential feature of the discrete scheme.

Remark 4. Note that the technical condition on ∂g
∂x is automatically true if g

is given by (2.3)-(2.4) and H is C1.
Remark 5. A priori estimates in the case when Φ is a local operator will be

given in § 5.1. Since (2.14)-(2.15) has exactly the same structure as the continuous
problem (1.1)-(1.3), uniqueness has been obtained in [2] with the same arguments
as in [20]:

Theorem 2.2. Assume that (g1)–(g4) and (Φh1)-(Φh2) hold, then (2.14)–
(2.15) has a unique solution.

Remark 6. Efficient algorithms for solving system (2.14)-(2.15) require special
efforts, essentially because of the forward-backward structure already discussed in
§1. We refer to [2] and [4] for the description of possible algorithms and numerical
results.

3. Basic facts for numerical Hamiltonians of the form (2.3)-(2.4). We
focus on numerical Hamiltonians in the form (2.3)-(2.4) but obviously, what follows
holds for g(x, q) = H(x) + cG(q−1 , q

+
2 , q

−
3 , q

+
4 ), where G is given by (2.4) and c is a

positive constant.
We use the following notations: for q ∈ R4, |q| is the Euclidean norm given by

|q| =
√∑4

i=1 q
2
i , and |q|∞ is the max norm, |q|∞ = maxi=1,...,4 |qi|.

For a sufficiently regular function ψ : R4 → R, p 7→ ψ(p), ψp(p) ∈ R4 (resp.
ψpp(p) ∈ R4×4) stands for the gradient of ψ (resp. the Hessian of ψ). For a
sufficiently regular function ψ : T2 × R4 → R, (x, p) 7→ ψ(x, p) ∈ R, ψp(x, p) ∈ R4

is the gradient of p 7→ ψ(x, p) and ψpp(x, p) ∈ R4×4 is the Hessian of p 7→ ψ(x, p).
Let us define the map Θ : R4 → R4

+ by

p = Θ(q) ⇔


p1 = q−1 ,
p2 = q+2 ,
p3 = q−3 ,
p4 = q+4 .

(3.1)

3.1. Basic lemmas. The following lemmas about g and G will be useful.
Their proofs are given in Appendix A.

Lemma 3.1.

1. (a) For all p ∈ (R+)4, Gp(p) = β|p|β−2p and

Gpp(p) = β|p|β−2I4 + β(β − 2)|p|β−4p⊗ p. (3.2)
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(b) If β ≥ 2, then Gpp(p) − β|p|β−2I4 is a positive semi-definite matrix,
which may be written

Gpp(p) ≥ β|p|β−2I4. (3.3)

(c) If 1 < β < 2, then

Gpp(p) ≥ β(β − 1)|p|β−2I4. (3.4)

2. For all q, q̃ ∈ R4,

g(x, q̃)− g(x, q)− gq(x, q) · (q̃ − q) ≥ G(p̃)−G(p)−Gp(p) · (p̃− p), (3.5)

where p = Θ(q), p̃ = Θ(q̃) and Θ is defined in (3.1).
Lemma 3.2.
1. (a) If β ≥ 2, then for all q, q̃ ∈ R4,

g(x, q̃)− g(x, q)− gq(x, q) · (q̃ − q) ≥ 1
β − 1

max(|p|β−2, |p̃|β−2)|p− p̃|2 (3.6)

≥ |p− p̃|β

2β−2(β − 1)
, (3.7)

where p = Θ(q), p̃ = Θ(q̃) and Θ is defined in (3.1).

1. (b) If 1 < β < 2, then for all q, q̃ ∈ R4 such that Θ(q) + Θ(q̃) 6= 0,

g(x, q̃)− g(x, q)− gq(x, q) · (q̃− q) ≥ 2β−3β(β− 1) min(|p|β−2
∞ , |p̃|β−2

∞ )|p− p̃|2, (3.8)

where p = Θ(q), p̃ = Θ(q̃).

2. If β ≥ 2, there exists a positive constant c such that for all q, q̃, r ∈ R4,
for all η > 0,

|(gq(x, q̃)− gq(x, q)) · r| ≤ max(|p|β−2, |p̃|β−2)
(
c

η
|p− p̃|2 + η|r|2

)
, (3.9)

where p = Θ(q), p̃ = Θ(q̃).

3.2. A nonlinear functional G(M,U, Ũ). Let us define the nonlinear func-
tional G by

G(M,U, Ũ) =
NT∑
n=1

∑
i,j

mn−1
i,j Rni,j , (3.10)

where M = (mn)0≤n≤NT
, U = (un)0≤n≤NT

, Ũ = (ũn)0≤n≤NT
, and mn, un and ũn

are grid functions, i.e. for example mm = (mn
i,j)0≤i,j<Nh

, and where Rni,j is defined
by

Rni,j = g(xi,j , [Dũn]i,j)− g(xi,j , [Dun]i,j)− gq(xi,j , [Dun]i,j) · ([Dũn]i,j − [Dun]i,j).
(3.11)

Under Assumption (g4), it is clear that if M ≥ 0 (meaning that mn is a nonnegative
grid function for all n, 0 ≤ n ≤ NT ), then G(M,U, Ũ) ≥ 0. If g is of the form (2.3)-
(2.4), we have a more precise estimate:

Lemma 3.3. If M ≥ 0 in the sense defined above and if g is of the form
(2.3)-(2.4) with β ≥ 2, then

G(M,U, Ũ) ≥ 1
β − 1

NT∑
n=1

∑
i,j

mn−1
i,j max(|pni,j |β−2, |p̃ni,j |β−2)|pni,j − p̃ni,j |2

≥ 1
2β−2(β − 1)

NT∑
n=1

∑
i,j

mn−1
i,j |pni,j − p̃ni,j |β .

(3.12)
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where pni,j and p̃ni,j are the four dimensional vectors

pni,j =
((
D+

1 u
n)i,j

)−
,
(
(D+

1 u
n)i−1,j

)+
,
(
(D+

2 u
n)i,j

)−
,
(
(D+

2 u
n)i,j−1

)+)
,

p̃ni,j =
((
D+

1 ũ
n)i,j

)−
,
(
(D+

1 ũ
n)i−1,j

)+
,
(
(D+

2 ũ
n)i,j

)−
,
(
(D+

2 ũ
n)i,j−1

)+)
.

(3.13)

Furthermore, if M is bounded from below by m, which means that mn
i,j ≥ m for all

n, i, j, then

G(M,U, Ũ) ≥ m

22β−3(β − 1)

NT∑
n=1

∑
i,j

∣∣∣[Dũn]i,j − [Dun]i,j
∣∣∣β . (3.14)

Proof. We deduce (3.12) from (3.6) and (3.7). If M is bounded from below by
m > 0, we deduce that

G(M,U, Ũ) ≥ m

2β−2(β − 1)

NT∑
n=1

∑
i,j

|pni,j − p̃ni,j |β

≥ m

2β−2(β − 1)

NT∑
n=1

∑
i,j

4∑
k=1

|(pni,j)k − (p̃ni,j)k|β .

Since for each 0 ≤ i, j < Nh, each 1 ≤ k ≤ 4, the quantity
∣∣∣([Dũn]i,j)k −

([Dun]i,j)k
∣∣∣β appears at least once in the sum above, we deduce that

G(M,U, Ũ) ≥ m

2β−1(β − 1)

NT∑
n=1

∑
i,j

4∑
k=1

∣∣∣([Dũn]i,j)k − ([Dun]i,j)k
∣∣∣β

≥ m

22β−3(β − 1)

NT∑
n=1

∑
i,j

∣∣∣[Dũn]i,j − [Dun]i,j
∣∣∣β

where the second inequality comes from the fact that for four positive numbers
(ak)k=1,...,4

∑4
k=1 a

β
k ≥

1
4β/2−1 (

∑4
k=1 a

2
k)
β/2.

Remark 7. The same kind of argument shows that if 1 < β < 2, and mn
i,j ≥ m,

then

G(M, 0, U) ≥ 2β−3β(β − 1)m
NT∑
n=1

∑
i,j

|pni,j |β−2
∞ |pni,j |2 ≥ 2β−3β(β − 1)m

NT∑
n=1

∑
i,j

|pni,j |β

≥ 22β−5β(β − 1)m
NT∑
n=1

∑
i,j

4∑
k=1

|(pni,j)k|β

≥ 22β−6β(β − 1)m
NT∑
n=1

∑
i,j

4∑
k=1

|([Dun]i,j)k|β

≥ 22β−6β(β − 1)m
NT∑
n=1

∑
i,j

|[Dun]i,j |β ,

where pni,j is given by (3.13).

3.3. A fundamental identity . In this paragraph, we discuss a key identity
which leads to the stability of the finite difference scheme under additional assump-
tions.
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Since the arguments below are similar to those used for studying the system of
partial differential equations (1.1)-(1.2), let us first sketch them in the continu-
ous context: consider a solution (u,m) of (1.1)-(1.2), and a solution (ũ, m̃) of the
perturbed system in (0, T )× T2

∂ũ

∂t
(t, x)− ν∆ũ(t, x) +H(x,∇ũ(t, x)) = Φ[m̃(t, ·)](x) + a(t, x), (3.15)

∂m̃

∂t
(t, x) + ν∆m̃(t, x) + div

(
m̃(t, ·)∂H

∂p
(·,∇ũ(t, ·))

)
(x) = b(t, x), (3.16)

where a and b are L∞ functions. By
1. subtracting (3.15) to (1.1), multiplying the result by (m − m̃), and inte-

grating on (0, T )× T2

2. subtracting (3.16) to (1.2), multiplying the result by (u−ũ), and integrating
on (0, T )× T2

3. subtracting the two identities obtained in the first two steps and performing
suitable integrations by parts taking advantage of the periodicity,

one gets the following important identity:∫ T

0

∫
T2
m(t, x)R(t, x) +

∫ T

0

∫
T2
m̃(t, x)R̃(t, x)

+
∫ T

0

∫
T2

(Φ[m]− Φ[m̃])(m(t, x)− m̃(t, x))

+
∫

T2
(u(0, x)− ũ(0, x))(m(0, x)− m̃(0, x))

−
∫

T2
(u(T, x)− ũ(T, x))(m(T, x)− m̃(T, x))

=
∫ T

0

∫
T2
a(t, x)(m(t, x)− m̃(t, x)) +

∫ T

0

∫
T2
b(t, x)(u(t, x)− ũ(t, x)).

where

R(t, x) = H(x,∇u(t, x))−H(x,∇ũ(t, x))− ∂H

∂p
(x,∇u(t, x)) · ∇(u(t, x)− ũ(t, x)),

R̃(t, x) = H(x,∇ũ(t, x))−H(x,∇u(t, x))− ∂H

∂p
(x,∇ũ(t, x)) · ∇(ũ(t, x)− u(t, x)).

The same arguments can be used at the discrete level: consider a perturbed system:
ũn+1

i,j −ũn
i,j

∆t − ν(∆hũ
n+1)i,j + g(xi,j , [Dhũ

n+1]i,j) = (Φh[m̃n])i,j + ani,j ,
m̃n+1

i,j −m̃n
i,j

∆t + ν(∆hm̃
n)i,j + Ti,j(ũn+1, m̃n) = bni,j .

(3.17)

Multiplying the first equations in (3.17) and (2.14) by mn
i,j − m̃n

i,j and subtracting,
then summing the results for all n = 0, . . . , NT − 1 and all (i, j), we obtain

NT−1∑
n=0

1
∆t

((un+1 − ũn+1)− (un − ũn), (mn − m̃n))2

−
NT−1∑
n=0

ν(∆h(un+1 − ũn+1),mn − m̃n)2

+
NT−1∑
n=0

∑
i,j

(g(xi,j , [Dhu
n+1]i,j)− g(xi,j , [Dhũ

n+1]i,j))(mn
i,j − m̃n

i,j)

=
NT−1∑
n=0

(Φh[mn]− Φh[m̃n],mn − m̃n)2 −
NT−1∑
n=0

(an,mn − m̃n)2,

(3.18)
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where (X,Y )2 =
∑
i,j Xi,jYi,j . Similarly, subtracting the second equation in (3.17)

from the second equation in (2.13), multiplying the result by un+1
i,j − ũn+1

i,j and
summing for all n = 0, . . . , NT − 1 and all (i, j) leads to

NT−1∑
n=0

1
∆t

((mn+1 −mn)− (m̃n+1 − m̃n), (un+1 − ũn+1))2

+ ν((mn − m̃n),∆h(un+1 − ũn+1))2

−
NT−1∑
n=0

∑
i,j

mn
i,j [Dh(un+1 − ũn+1)]i,j · gq

(
xi,j , [Dhu

n+1]i,j
)

+
NT−1∑
n=0

∑
i,j

m̃n
i,j [Dh(un+1 − ũn+1)]i,j · gq

(
xi,j , [Dhũ

n+1]i,j
)
=−

NT∑
n=1

(bn−1, un − ũn)2.

(3.19)

Adding (3.18) and (3.19) leads to the fundamental identity

− 1
∆t

(mNT − m̃NT , uNT − ũNT )2 +
1

∆t
(m0 − m̃0, u0 − ũ0)2

+ G(M,U, Ũ) + G(M̃, Ũ , U) +
NT−1∑
n=0

(Φh[mn]− Φh[m̃n],mn − m̃n)2

=
NT−1∑
n=0

(an,mn − m̃n)2 +
NT∑
n=1

(bn−1, un − ũn)2

(3.20)

where M = (mn)0≤n≤NT
, M̃ = (m̃n)0≤n≤NT

, U = (un)0≤n≤NT
, Ũ = (ũn)0≤n≤NT

.
Note that under assumptions (g4) and (Φh2), the second line of (3.20) is made
of three nonnegative terms. This is the key observation leading to uniqueness for
(2.14)-(2.15), but it may also lead to a priori estimates or stability estimates under
additional assumptions including for example the assumptions of Lemma 3.3.

4. Study of the convergence in the case when Φ is a nonlocal smooth-
ing operator. Hereafter the Hamiltonian is of the form (1.7). In all the following
convergence results, we assume that system (1.1)-(1.3) has a unique classical solu-
tion. This is always the case if Φ is monotone in the sense of (1.5) and continuously
maps the set of probability measures on T2 (endowed with the weak * topology) to
a bounded subset of Lip(T2), the Lipschitz functions on T2, and for example maps
continuously Ck,α(T2) to Ck+1,α(T2), for all k ∈ N and 0 ≤ α < 1.
We summarize the assumptions made in § 4 as follows:

Standing assumptions (in Section 4).
• The Hamiltonian is of the form (1.7) and the function x → H(x) is C1 on

T2

• The functions u0 and mT are smooth, and mT ∈ K is bounded from below
by a positive number

• The operator Φ is monotone in the sense of (1.5), nonlocal and smoothing,
so that there is a unique classical solution (u,m) of (1.1)-(1.3) such that
m > 0

• The numerical Hamiltonian given by (2.3)-(2.4) and (Φh1), (Φh2), (Φh3),
and (Φh4) hold for the numerical cost function Φh.

Remark 8. The assumption on the monotonicity of Φ will be made in all the
convergence theorems that follow. Without such an assumption, one may only expect
the convergence of subsequences; the techniques of proofs would differ much from
the ones proposed below, the main difficulty being to prove compactness in order to
pass to the limit in the nonlinearities.
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4.1. The case when β ≥ 2.
Theorem 4.1. With the standing assumptions stated above, we choose β ≥ 2.

Let uh (resp. mh) be the piecewise trilinear function in C([0, T ] × T2) obtained by
interpolating the values uni,j (resp mn

i,j) at the nodes of the space-time grid. The
functions uh converge uniformly and in Lβ(0, T ;W 1,β(T2)) to u as h and ∆t tend
to 0. The functions mh converge to m in C0([0, T ];L2(T2)) ∩ L2(0, T ;H1(T2)) as
h and ∆t tend to 0.

Proof. Note that mh(t, ·) ∈ K for any t ∈ [0, T ].
Hereafter, we use the following notations:

1. ũn = (ũni,j) is the grid function defined by ũni,j = u(tn, xi,j), where u is
defined by (1.1)-(1.3)

2. Ũ = (ũn)0≤n≤NT

3. m̃n = Ih(m(tn, ·)) with the notation introduced in § 2 and m defined by
(1.1)-(1.3). This means that m̃n

i,j =
∫
|x−xi,j |∞<h/2m(tn, x)dx

4. M̃ = (m̃n)0≤n≤NT

5. U = (un)0≤n≤NT
and M = (mn)0≤n≤NT

where (un,mn)n is the solution
of (2.14)-(2.15)

The grid functions ũn and m̃n satisfy (3.17) where ani,j and bni,j are consistency
errors. From (2.10), the consistency of the discrete scheme and since (u,m) is a
classical solution of (1.1)-(1.3), we know that max0≤n<NT

(‖an‖L∞(T2
h)+‖bn‖L∞(T2

h))
goes to zero as h and ∆t go to zero.

Remark 9. In order to give more precise information on the rate of conver-
gence of an to 0, we would need to make further assumptions on Φh. In any case,
the convergence to 0 of max0≤n<NT

(‖an‖L∞(T2
h) + ‖bn‖L∞(T2

h)) is not better than
linear, because the discrete scheme for H(x,∇u) is first order.

Strategy. The proof is done in three steps:
1. in the first step, we prove the convergence to zero of a discrete semi-norm of

the error on u, more precisely that limh,∆t→0 h
2∆t

∑NT

n=1

∑
i,j

∣∣∣[Dhũ
n]i,j −

[Dhu
n]i,j

∣∣∣β = 0. For that, we essentially use the fundamental identity (3.20)
and the fact that the function m in (1.1)-(1.3) is bounded from below by a
positive constant.

2. The second step consists proving the convergence of mh to m by working
only on the discrete Fokker-Planck equations and taking advantage of the
results obtained in the first step.

3. The third step consists of focusing on the discrete Bellman equation and
deducing the convergence of uh to u from the results of the second step.

Step 1: convergence to zero of a discrete semi-norm of the error on u. As a
consequence of the previous observations, the fundamental identity (3.20) holds,
and from (2.15), can be written as follows:

h2∆tG(M,M, Ũ) + h2∆tG(M̃, Ũ , U) + h2∆t
NT−1∑
n=0

(Φh[mn]− Φh[m̃n],mn − m̃n)2

=h2∆t
NT−1∑
n=0

(an,mn − m̃n)2 + h2∆t
NT∑
n=1

(bn−1, un − ũn)2.

(4.1)

The a priori estimate on the discrete Lipschitz norm of un given at the end of
Theorem 2.1 implies that limh,∆t→0 h

2 maxn |(bn−1, un − ũn)2| = 0. From the fact
that mn ∈ Kh, we also get that limh,∆t→0 h

2 maxn |(an,mn − m̃n)2| = 0. We can
13



then use (3.12) to deduce that

∆t h2
NT−1∑
n=0

∑
i,j

m̃n
i,j max

(
|pn+1
i,j |β−2, |p̃n+1

i,j |β−2
)
|pn+1
i,j − p̃n+1

i,j |2 = o(1),

∆t h2
NT−1∑
n=0

∑
i,j

mn
i,j max

(
|pn+1
i,j |β−2, |p̃n+1

i,j |β−2
)
|pn+1
i,j − p̃n+1

i,j |2 = o(1),

(4.2)

where pni,j and p̃ni,j are given by (3.13). Here and in all the remaining part of the
paper, o(1) stands for a quantity that tends to zero as the parameters h and ∆t tend
to zero, see Remark 9. Since m̃n

i,j is bounded from below by a positive constant, we
also deduce from (3.14) that

h2∆t
NT∑
n=1

∑
i,j

∣∣∣[Dhũ
n]i,j − [Dhu

n]i,j
∣∣∣β = o(1). (4.3)

Step 2: convergence of mh to m. We define the grid function e` by e` = m` −
m̃`. Subtracting the second equation in (3.17) from the second equation in (2.14),
multiplying the result by e`i,j and summing for all ` = 0, . . . , n−1 and all (i, j) leads
to

h2
n−1∑
`=0

(e`+1 − e`, e`)2 + ∆t h2
n−1∑
`=0

ν(∆he
`, e`)2

−∆t h2
n−1∑
`=0

∑
i,j

[Dhe
`]i,j ·

(
m`
i,jgq(xi,j , [Dhu

`+1]i,j)− m̃`
i,jgq(xi,j , [Dhũ

`+1]`+1
i,j )

)
=− h2∆t

n−1∑
`=0

(b`, e`)2.

This implies that

∆t h2
n−1∑
`=0

(
e`+1 − e`

∆t
, e`)2 + ν(∆he

`, e`)2−
∑
i,j

e`i,j [Dhe
`]i,j · gq(xi,j , [Dhu

`+1]i,j)


= −h2∆t

n−1∑
`=0

(b`, e`)2

−∆t h2
n−1∑
`=0

∑
i,j

m̃`
i,j [Dhe

`]i,j · (gq(xi,j , [Dhũ
`+1]i,j)− gq(xi,j , [Dhu

`+1]i,j)).

(4.4)

It is clear that

h2∆t

∣∣∣∣∣
n−1∑
`=0

(b`, e`)2

∣∣∣∣∣ = o(1)

(
h2∆t

n−1∑
`=0

‖e`‖22

) 1
2

.

From (3.9), we know that there exists an absolute constant c such that for all η > 0,∣∣∣m̃`
i,j [Dhe

`]i,j · (gq(xi,j , [Dhũ
`+1]i,j)− gq(xi,j , [Dhu

`+1]i,j)
∣∣∣

≤ m̃`
i,j max(|p`+1

i,j |
β−2, |p̃`+1

i,j |
β−2)

(
c

η
|p`+1
i,j − p̃`+1

i,j |
2 + η|[Dhe

`]i,j |
2

)
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where p`+1
i,j , p̃

`+1
i,j ∈ (R+)4 are given by (3.13). Using the L∞ bound on [Dhu

`+1]
uniform w.r.t. `, h and ∆t given in Theorem 2.1, we obtain that there exists a
constant c such that for all η > 0,∣∣∣m̃`

i,j [Dhe
`]i,j · (gq(xi,j , [Dhũ

`+1]i,j)− gq(xi,j , [Dhu
`+1]i,j)

∣∣∣
≤m̃`

i,j

(
c

η

∣∣p`+1
i,j − p̃`+1

i,j

∣∣β + η|[Dhe
`]i,j |

2

)
≤m̃`

i,j

(
c

η

∣∣[Dhu
`+1]i,j − [Dhũ

`+1]i,j
∣∣β + η|[Dhe

`]i,j |
2

)
.

(4.5)

We shall also use the standard estimate:∥∥[Dhe
`]
∥∥2

2
≤ −C(∆he

`, e`)2, (4.6)

for a positive constant C independent of h. Finally, from (4.4), a very classical
argument making use of (4.5), (4.6) and (4.3), the L∞ bound on [Dhu

`+1] uniform
w.r.t. `, h and ∆t, and the fact that h‖eNT ‖2 = o(1), leads to the estimate:

max
0≤`<NT

h2‖e`‖22 + ∆t h2
NT−1∑
`=0

∥∥[Dhe
`]
∥∥2

2
= o(1). (4.7)

We easily deduce from (4.7) the claim on the convergence of mh to m.
Step 3: convergence of uh to u. We have found that max0≤`<NT

h2‖m` −
Ih(m(t`, ·))‖22 = o(1). From (Φh4), this implies that

un+1
i,j − uni,j

∆t
− ν(∆hu

n+1)i,j + g(xi,j , [Dhu
n+1]i,j) = (Φ[m(tn+1, ·)])(xi,j) + o(1).

The uniform convergence of the piecewise linear functions uh (defined by interpo-
lating the values uni,j) to u is obtained from classical results on the approximation
of Bellman equations by consistent and monotone schemes: one may proceed by
induction on n and at each step use comparison arguments for un+1 and ũn+1,
thanks to the monotonicity of g, see for example [2], proof of Theorem 8. No rela-
tion between h and ∆t is needed because the scheme is implicit w.r.t. u. From this
and (4.3), we also deduce the convergence of uh to u in Lβ(0, T ;W 1,β(T2)).

Remark 10. In the present case, additional assumptions on the order of the
discrete scheme should lead to error estimates. We will not discuss this matter.

4.2. The case when 1 < β < 2.

Theorem 4.2. With the standing assumptions stated at the beginning of § 4,
we choose β such that 1 < β < 2.
Let uh (resp. mh) be the piecewise trilinear function in C([0, T ] × T2) obtained by
interpolating the values uni,j (resp mn

i,j) at the nodes of the space-time grid. The
functions uh converge uniformly and in L2(0, T ;W 1,2(T2)) to u as h and ∆t tend
to 0. The functions mh converge to m in L2((0, T )× T2) as h and ∆t tend to 0.

Proof.
Strategy. The proof is organized in three steps
1. The first step consists of proving the convergence to zero of a discrete semi-

norm of the error on u thanks to the fundamental identity (4.1)
2. In the present case, it is no longer possible to use (3.9); hence, the conver-

gence of mh to m will not be obtained by subtracting the discrete Fokker-
Planck equations in (2.14) and in (3.17) from each other. Instead, Step 2
is devoted to a priori estimates on mh
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3. The third step consists of showing the convergence of mh to m by using
compactness properties stemming from the above mentioned a priori esti-
mates and again the fundamental identity (4.1). The convergence of uh
follows.

Step 1: convergence to zero of a discrete semi-norm of the error on u. We start
from (4.1) where a and b are the same consistency errors (with the same bounds)
as in the previous paragraph; using (3.8), this implies that

∆t h2
NT−1∑
`=0

∑
i,j

m̃`
i,j1{p`+1

i,j +p̃`+1
i,j 6=0}min

(
|p`+1
i,j |

β−2
∞ , |p̃`+1

i,j |
β−2
∞
)
|p`+1
i,j − p̃`+1

i,j |
2 = o(1),

(4.8)

where p`+1
i,j , p̃

`+1
i,j ∈ (R+)4 are given by (3.13). From the a priori estimates on∥∥[Du`+1]

∥∥
∞ and ‖[Dũ`+1]‖∞, the inequalities 1 < β < 2 and the bound from below

on m, there exists a positive constant c such that

m̃`
i,j min

(
|p`+1
i,j |

β−2
∞ , |p̃`+1

i,j |
β−2
∞
)
≥ c.

Hence

∆t h2
NT−1∑
`=0

∑
i,j

|p`+1
i,j − p̃`+1

i,j |
2 = o(1). (4.9)

It is easy to see from the periodicity that (4.9) implies

∆t h2
NT−1∑
`=0

∑
i,j

∣∣[Dhu
`+1]i,j − [Dhũ

`+1]i,j
∣∣2 = o(1). (4.10)

Step 2: a priori estimates on mh. Multiplying the second equation in (2.14) by
mn
i,j , summing with respect to the indices i and j, and using the identity z(z−y) =

1
2 (z2 − y2 + (z − y)2), we obtain that

1
2
(
‖mn‖22 − ‖mn+1‖22 + ‖mn −mn+1‖22

)
+ ν∆t‖∇hm

n‖22

=−∆t
∑
i,j

mn
i,jgq(xi,j , [Dhu

n+1]i,j) · [Dhm
n]i,j .

Using the continuity of gq and the a priori bound on ‖Dhu
n+1‖L∞(T2

h) leads to the
existence of a positive constant c (which depends on ν and on the uniform bound
on ‖Dhu

n+1‖L∞(T2
h)) such that

‖mn‖22 + ν∆t‖∇hm
n‖22 ≤ ‖mn+1‖22 + c∆t‖mn‖22.

A discrete Gronwall estimate then leads to the existence of a positive constant C
such that

max
n
‖mn‖22 + ∆t

NT−1∑
n=0

‖[Dhm
n]‖22 ≤ C‖mNT ‖22. (4.11)

Similarly, from (2.14), we see that for all grid function (ri,j) on Th,
NT−1∑
n=0

∑
i,j

rni,j
mn+1
i,j −mn

i,j

∆t

=ν
NT−1∑
n=0

∑
i,j

(∇hm
n)i,j · (∇hr

n)i,j +
NT−1∑
n=0

∑
i,j

mn
i,jgq(xi,j , [Dhu

n+1]i,j) · [Dhr
n]i,j .

(4.12)
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From the a priori bound on ‖Dhu
n+1‖L∞(T2

h) and (4.11), we infer that

sup
(rn)n

∑NT−1
n=0

∑
i,j r

n
i,j

mn+1
i,j −mn

i,j

∆t√∑NT−1
n=0

∑
i,j |[Dhrn]i,j |2

≤ C.

Step 3: convergence of mh and uh. From (4.11), we see that the family of
functions (mh) is bounded in L2(0, T ;H1(T2)). Moreover, from (4.12) and the
a priori bound on ‖Dhu

n+1‖L∞(T2
h), we can use the same arguments as in e.g.

[10] pages 855-858 and prove that the family of functions (mh) has the following
property: there exists a constant C such that

‖mh(·−τ, ·)−mh(·, ·)‖2L2((τ,T )×T2) ≤ Cτh2∆t
NT−1∑
n=0

∑
i,j

|[Dhm
n]i,j |2 +

∑
i,j

(mn
i,j)

2

 ,

(4.13)
for all τ ∈ (0, T ). Since the right hand side is bounded by Cτh2‖mNT ‖22, Kol-
mogorov’s theorem (see e.g. [6], [11], [10] page 833) implies that the family of
functions (mh) is relatively compact in L2((0, T ) × T2): we can extract a subse-
quence of parameters h and ∆t tending to 0 such that mh converges to m̄ strongly
in L2((0, T )× T2), and (4.13) holds for m̄.
Therefore, from (Φh4),

lim
h,∆t→0

∆t
NT∑
n=0

‖Φ[m̄(tn, ·)]− Φh[mn]‖2L∞(T2
h) = 0.

On the other hand, from (4.1), we see that

∆t h2
NT−1∑
n=0

(Φh[mn]− Φh[m̃n],mn − m̃n)2 = o(1).

Then, using (2.10), we deduce from the previous two formulas that

lim
∆t→0

∆t
NT∑
n=0

∫
T2

h

(Φ[m(tn, ·)](x)− Φ[m̄(tn, ·)](x)) (m(tn, x)− m̄(tn, x))dx = 0,

which implies that∫ T

0

∫
T2

h

(Φ[m(t, ·)](x)− Φ[m̄(t, ·)](x)) (m(t, x)− m̄(t, x))dxdt = 0,

The monotonicity of Φ, see (1.5), then implies that m = m̄. From the uniqueness of
the limit m̄, we have proven that the whole family mh converges to m in L2((0, T )×
T2) as h and ∆t go to zero.
We conclude as in Step 3 of the proof of Theorem 4.1 for the convergence of uh to
u in C0[0, T ]× T2) and in L2(0, T ;W 1,2(T2)).

5. Study of the convergence in the case when Φ is a local operator.

5.1. A priori estimates for (2.14)-(2.15) with local operators Φh. We
have a result similar to Theorem 2.7 in [21]:

Lemma 5.1. Assume that 0 ≤ mT (x) ≤ m̄T and that u0 is a continuous
function. If g is given by (2.3)-(2.4), (Φh[m])i,j = F (mi,j), where
(F1) F is a C0 function defined on [0,∞)
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(F2) there exist three constants δ > 0 and γ > 1 and C1 ≥ 0 such that

mF (m) ≥ δ|F (m)|γ − C1, ∀m ≥ 0,

then there exists two constants c and C > 0 such that
• uni,j ≥ c, for all n, i and j
•

h2∆t
NT∑
n=1

∑
i,j

∣∣∣[Dhu
n]i,j

∣∣∣β + h2∆t
NT−1∑
n=0

∑
i,j

∣∣F (mn
i,j)
∣∣γ ≤ C (5.1)

•

max
0≤n≤NT

h2
∑
i,j

|uni,j | ≤ C (5.2)

• Finally, let us call Zn the sum zn = h2
∑
i,j u

n
i,j and zh the piecewise linear

function obtained by interpolating the values zn at the points (tn): the family
of functions (zh) is bounded in W 1,1(0, T ) by a constant independent of h
and ∆t.

Proof. From the two assumptions on F , we deduce that F ≡ infm∈R+ F (m) is a
real number and that F = minm≥0 F (m). Note that F = F (0) if F is nondecreasing.
A standard comparison argument shows that

uni,j ≥ min
x∈T2

u0(x) +
(
F −max

x∈T2
H(x)

)
tn ≥ min

x∈T2
u0(x)− T

(
F −max

x∈T2
H(x)

)−
,

so uni,j is bounded from below by a constant independent of h and ∆t.
Consider ũni,j = n∆tF (m̄T ) and m̃n

i,j = m̄T for all i, j, n. We have{
ũn+1

i,j −ũn
i,j

∆t − ν(∆hũ
n+1)i,j + g(xi,j , [Dhũ

n+1]i,j) = F (m̄T ) +H(xi,j),
m̃n+1

i,j −m̃n
i,j

∆t + ν(∆hm̃
n)i,j + Ti,j(ũn+1, m̃n) = 0.

Identity (3.20) becomes

h2∆t

G(M,U, Ũ) + G(M̃, Ũ , U) +
NT−1∑
n=0

∑
i,j

(F (mn
i,j)− F (m̄T ))(mn

i,j − m̄T )


=h2∆t

NT−1∑
n=0

∑
i,j

H(xi,j)(mn
i,j − m̃n

i,j)

+ h2(mNT − m̄T , u
NT − T F (m̄T ))2 − h2(m0 − m̄T , u

0)2.
(5.3)

Note that

G(M,U, Ũ) = G(M,U, 0) and G(M̃, Ũ , U) = G(M̃, 0, U),

because ũni,j does not depend on i, j. On the other hand,
1. Since the function H is bounded, and mn is a discrete probability density,

there exists a constant C such that∣∣∣∣∣∣h2∆t
NT−1∑
n=0

∑
i,j

H(xi,j)(mn
i,j − m̃n

i,j)

∣∣∣∣∣∣ ≤ C.
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2. Since mNT − m̄T is nonpositive with a bounded mass, and since un is
bounded from below by a constant, there exists a constant C such that

h2(mNT − m̄T , u
NT − T F (m̄T ))2 ≤ C.

3. Since u0 is continuous on T2 and m0 is a discrete probability density, there
exists a constant C such that

−h2(m0 − m̄T , u
0)2 ≤ C.

4. Finally, we know that

(F (mn
i,j)− F (m̄T ))(mn

i,j − m̄T )

≥δ
∣∣F (mn

i,j

∣∣γ − C1 − m̄TF (mn
i,j)−mn

i,jF (m̄T ) + m̄TF (m̄T ).

Moreover, since γ > 1, there exists two constants c = δ
2 and C such that

δ
∣∣F (mn

i,j)
∣∣γ − m̄TF (mn

i,j) ≥ c
∣∣F (mn

i,j)
∣∣γ − C. Since mn ∈ Kh, summing

yields that for a possibly different constant C,

h2
∑
i,j

(F (mn
i,j)− F (m̄T ))(mn

i,j − m̄T ) ≥ ch2
∑
i,j

∣∣F (mn
i,j)
∣∣γ − C.

In the case β ≥ 2, we get (5.1) from (5.3), from (3.14) and from the four points
above. In the case 1 < β < 2, we get (5.1) from (5.3), from Remark 7 and from the
four points above.
Finally, summing the first equation in (2.14) for all i, j, 0 ≤ ` < n one gets that

h2
∑
i,j

uni,j + h2∆t
q−1∑
`=0

∑
i,j

g(xi,j , [Dhu
`+1]i,j) = h2∆t

n−1∑
`=0

∑
i,j

F (m`
i,j) + h2

∑
i,j

u0
i,j .

Using (5.1), we get that there exists a constant C such that

h2
∑
i,j

uni,j ≤ C,

and since uni,j is bounded from below by a constant, we get (5.2).
Finally, let us estimate zn = h2

∑
i,j u

n
i,j ; summing the first equations in (2.14) for

all i, j, we obtain that

zn+1 − zn

∆t
= −h2

∑
i,j

(
g(xi,j , [Dhu

n+1]i,j) + F (mn
i,j)
)
.

The a priori estimate (5.1) implies that ∆t
∑NT−1
n=0 | z

n+1−zn

∆t | is bounded by a con-
stant. This implies that the piecewise linear function zh obtained by interpolating
the values zn at the points (tn) is bounded in W 1,1(0, T ) by a constant independent
of h and ∆t.

5.2. A convergence theorem. The case when Φ is a local operator, i.e.
Φ[m](x) = F (m(x)) brings additional difficulties, because there is no a priori Lip-
schitz estimates on uh: such estimates were used several times in the proofs of
Theorems 4.1 and 4.2.
For simplicity, we are going to make the assumption that the continuous problem
has a classical solution: existence of a classical solution can be true for local op-
erators Φ: for example, it has been proved in [9] that if β = 2, and F is C1 and
bounded from below, and if the functions u0 and mT are C2 then there is a classical
solution.
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Standing assumptions (in § 5.2 and § 5.3).
• The Hamiltonian is of the form (1.7) and the function x → H(x) is C1 on

T2

• The functions u0 and mT are smooth, and mT ∈ K is bounded from below
by a positive number

• (F1) and (F2) hold and there exist three positive constants δ, η1 > 0 and
0 < η2 < 1 such that F ′(m) ≥ δmin(mη1 ,m−η2)

• The numerical Hamiltonian is given by (2.3)-(2.4)
Theorem 5.2. We make the standing assumptions stated above and we assume

furthermore that there is a unique classical solution (u,m) of (1.1)-(1.3) such that
m > 0.
Let uh (resp. mh) be the piecewise trilinear function in C([0, T ] × T2) obtained by
interpolating the values uni,j (resp mn

i,j) at the nodes of the space-time grid. The
functions uh converge in Lβ(0, T ;W 1,β(T2)) to u as h and ∆t tend to 0. The
functions mh converge to m in L2−η2((0, T )× T2) as h and ∆t go to 0.

Proof. Call m̄ = maxm(t, x) and 0 < m = minm(t, x).
Strategy. The proof is organized in three steps
1. The first step consists of proving (4.3). This will more tricky if 1 < β < 2.
2. The second step consists of proving the convergence of mh to m by taking

advantage on the assumptions on F and F ′.
3. The third step consists of proving the convergence of uh to u, by passing

to the limit in the Bellman equation: in particular, Vitali’s theorem will be
used for passing to the limit in the nonlinear term F (m).

Step 1: convergence to zero of a discrete semi-norm of the error on u. We start
from (4.1) where a and b are the same consistency errors (with the same bounds)
as in § 4. From Lemma 5.1, the a priori bound (5.2) holds. This implies that
limh,∆t→0 h

2 maxn |(bn−1, un − ũn)2| = 0. From the fact that mn ∈ Kh, we also get
that limh,∆t→0 h

2 maxn |(an,mn − m̃n)2| = 0.
Therefore, if β ≥ 2, we obtain (4.2) and (4.3).
If 1 < β < 2, we are going to prove that (4.3) also holds: we have

∆t h2
NT−1∑
`=0

∑
i,j

m̃`
i,j1p`+1

i,j +p̃`+1
i,j 6=0 min

(
|p`+1
i,j |

β−2
∞ , |p̃`+1

i,j |
β−2
∞
)
|p`+1
i,j − p̃`+1

i,j |
2 = o(1),

where p`+1
i,j , p̃

`+1
i,j ∈ (R+)4 are given by (3.13). Let us define for brevity

V `+1
i,j = 2β−3β(β − 1)1p`+1

i,j +p̃`+1
i,j 6=0 min

(
|p`+1
i,j |

β−2
∞ , |p̃`+1

i,j |
β−2
∞
)
|p`+1
i,j − p̃`+1

i,j |
2.

Assume that p̃`+1
i,j 6= 0. We have

V `+1
i,j ≥ 2β−3β(β − 1) min(|p`+1

i,j |
β−2, |p̃`+1

i,j |
β−2)|p`+1

i,j − p̃`+1
i,j |

2.

• If |p`+1
i,j | ≤ |p̃`+1

i,j |, then

V `+1
i,j ≥ 2β−3β(β − 1)|p̃`+1

i,j |
β−2|p`+1

i,j − p̃`+1
i,j |

2.

• If |p̃`+1
i,j | ≤ |p`+1

i,j | and |p`+1
i,j − p̃`+1

i,j | ≤ |p̃`+1
i,j |/2, then

V `+1
i,j ≥ 2β−3β(β − 1)|p`+1

i,j |
β−2|p`+1

i,j − p̃`+1
i,j |

2

≥ 2β−3β(β − 1)(3|p̃`+1
i,j |/2)β−2|p`+1

i,j − p̃`+1
i,j |

2

=
3β−2

2
β(β − 1)|p̃`+1

i,j |
β−2|p`+1

i,j − p̃`+1
i,j |

2.
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• If |p̃`+1
i,j | ≤ |p`+1

i,j | and |p`+1
i,j − p̃`+1

i,j | ≥ |p̃`+1
i,j |/2, then

V `+1
i,j ≥ 2β−3β(β − 1)|p`+1

i,j |
β−2|p`+1

i,j − p̃`+1
i,j |

2

≥ 2β−3β(β − 1)(|p`+1
i,j − p̃`+1

i,j |+ |p̃`+1
i,j |)

β−2|p`+1
i,j − p̃`+1

i,j |
2

≥ 2β−3β(β − 1)(3|p`+1
i,j − p̃`+1

i,j |)
β−2|p`+1

i,j − p̃`+1
i,j |

2

=
6β−2

2
β(β − 1)|p`+1

i,j − p̃`+1
i,j |

β .

If p̃`+1
i,j = 0 and p`+1

i,j 6= 0, then V `+1
i,j ≥ 2β−3β(β − 1)|p`+1

i,j |β .
From the observation above, and since m̃`

i,j ≥ m,

∆t h2
NT−1∑
`=0

∑
i,j


1{|p`+1

i,j |≤|p̃
`+1
i,j |}

|p̃`+1
i,j |

β−2|p`+1
i,j − p̃`+1

i,j |
2

+1{|p`+1
i,j |≥|p̃

`+1
i,j |}

1{|p`+1
i,j −p̃

`+1
i,j |≤|p̃

`+1
i,j |/2}

|p̃`+1
i,j |

β−2|p`+1
i,j − p̃`+1

i,j |
2

+1{|p`+1
i,j |≥|p̃

`+1
i,j |}

1{|p`+1
i,j −p̃

`+1
i,j |≥|p̃

`+1
i,j |/2}

|p`+1
i,j − p̃`+1

i,j |
β .


= o(1).

Furthermore, looking at the definition of p̃`+1
i,j in (3.13), we see that |p̃`+1

i,j | is smaller
than an absolute constant times the C1 norm of u (recall that (u,m) is the classical
solution of (1.1)-(1.3)). Hence, since 1 < β < 2, |p̃`+1

i,j |β−2 is bounded from below
by a constant independent of h, ∆t, i, j, `.
Thus

∆t h2
NT−1∑
`=0

∑
i,j


1{|p`+1

i,j |≤|p̃
`+1
i,j |}

|p`+1
i,j − p̃`+1

i,j |
2

+1{|p`+1
i,j |≥|p̃

`+1
i,j |}

1{|p`+1
i,j −p̃

`+1
i,j |≤|p̃

`+1
i,j |/2}

|p`+1
i,j − p̃`+1

i,j |
2

+1{|p`+1
i,j |≥|p̃

`+1
i,j |}

1{|p`+1
i,j −p̃

`+1
i,j |≥|p̃

`+1
i,j |/2}

|p`+1
i,j − p̃`+1

i,j |
β .

 = o(1).

Using a Hölder inequality, we deduce that

h2∆t
NT∑
`=1

∑
i,j

∣∣∣p`+1
i,j − p̃`+1

i,j

∣∣∣β = o(1),

and finally (4.3).
Step 2: convergence of mh to m. We also obtain from (4.1) that

h2∆t
NT−1∑
n=0

∑
i,j

(F (mn
i,j)− F (m̃n

i,j)(m
n
i,j − m̃n

i,j) = o(1). (5.4)

We split the sum w.r.t. (i, j) in the left hand side of (5.4) into

Sn1 =
∑
i,j

((mn
i,j − m̃n

i,j)
−)2

∫ 1

0

F ′(m̃n
i,j + t(mn

i,j − m̃n
i,j))dt,

Sn2 =
∑
i,j

((mn
i,j − m̃n

i,j)
+)2

∫ 1

0

F ′(m̃n
i,j + t(mn

i,j − m̃n
i,j))dt.

Call m̄ = maxm(t, x) and m = minm(t, x) > 0; there exists a positive number c
depending on m and m̄ but independent of h and ∆t, and (i, j, n) such that

Sn1 ≥ c
∑
i,j

((mn
i,j − m̃n

i,j)
−)2

∫ 1

0

(m̃n
i,j + t(mn

i,j − m̃n
i,j))

η1dt

=
c

η1 + 1

∑
i,j

((mn
i,j − m̃n

i,j)
−)((m̃n

i,j)
η1+1 − (mn

i,j)
η1+1)

≥ c

η1 + 1

∑
i,j

((mn
i,j − m̃n

i,j)
−)2(m̃n

i,j)
η1 .
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The latter inequality comes from the nondecreasing character of the function χ :
[0, y] 7→ R, χ(z) = yη1+1−zη1+1

y−z . Thus, χ(z) ≥ χ(0) = yη1 . Hence, there exists a
constant c depending on the bounds on the density m solution of (1.1)-(1.3) but
not on h and ∆t, and (i, j, n) such that

Sn1 ≥ c
∑
i,j

((mn
i,j − m̃n

i,j)
−)2.

On the other hand

Sn2 ≥ c
∑
i,j

((mn
i,j − m̃n

i,j)
+)2

∫ 1

0

(m̃n
i,j + t(mn

i,j − m̃n
i,j))

−η2dt

=
c

1− η2

∑
i,j

((mn
i,j − m̃n

i,j)
+)((mn

i,j)
1−η2 − (m̃n

i,j)
1−η2)

≥ c
∑
i,j

((mn
i,j − m̃n

i,j)
+)2(mn

i,j)
−η2 .

But there exists a constant c such that for all y ∈ [m, m̄]: if z ≥ y + 1

(z − y)2z−η2 ≥ (z − y)2−η2 inf
z≥y+1

(z − y)η2

zη2
≥ c(z − y)2−η2 ,

and if y ≤ z ≤ y + 1,

(z − y)2z−η2 ≥ c(z − y)2.

Therefore there exists a constant c such that

Sn1 + Sn2

≥c

∑
i,j

(mn
i,j − m̃n

i,j)
21{mn

i,j≤m̃n
i,j+1} +

∑
i,j

(mn
i,j − m̃n

i,j)
2−η21{mn

i,j≥m̃n
i,j+1}

 .

Then (5.4) implies that

lim
h,∆t→0

h2∆t
NT−1∑
n=0


∑
i,j

(mn
i,j − m̃n

i,j)
21{mn

i,j≤m̃n
i,j+1}

+
∑
i,j

(mn
i,j − m̃n

i,j)
2−η21{mn

i,j≥m̃n
i,j+1}

 = 0.

Then, a Hölder inequality leads to

lim
h,∆t→0

h2∆t
NT−1∑
n=0

∑
i,j

|mn
i,j − m̃n

i,j |2−η2 = 0.

Step 3: convergence of uh to u. From the previous two steps, up to an extraction
of a sequence, mh → m in L2−η2((0, T )×T2) and almost everywhere in (0, T )×T2,
∇uh converges to ∇u strongly in Lβ((0, T ) × T2). Moreover, from the last point
in Lemma 5.1, the sequence of piecewise linear functions (zh) on [0, T ] obtained by
interpolating the values zn = h2

∑
i,j u

n
i,j at the points (tn) is bounded inW 1,1(0, T ),

so up to a further extraction of a subsequence, it converges to some function z in
Lβ(0, T ). As a result, there exists a function ψ of the variable t such that uh → u+ψ
in Lβ(0, T ;W 1,β(T2)). We want to prove that ψ = 0.
From the a priori estimate (5.1), the sequence (F (mh)) is bounded in Lγ((0, T )×T2)
for some γ > 1, which implies that it is uniformly integrable on (0, T )×T2. On the
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other hand, F (mh) converges almost everywhere to F (m). Therefore, from Vitali’s
theorem, see e.g. [24] , F (mh) converges to F (m) in L1((0, T ) × T2), (in fact, it
is also possible to show that F (mh) converges to F (m) in Lq((0, T ) × T2) for all
q ∈ [1, γ)).
It is then possible to pass to the limit in the discrete Bellman equation, which yields
that ∂ψ

∂t = 0 in the sense of distributions in (0, T ). Hence ψ is a constant.
We are left with proving that ψ is indeed 0. For that, we split ∂uh

∂t into the sum
µh + ηh, where

• µh|t∈(tn,tn+1] is constant w.r.t. t and piecewise linear w.r.t. x, and takes
the value ν(∆hu

n+1)i,j at the node ξi,j
• ηh is the remainder, see (2.11). This term is constructed by interpolating

the values F (mn
i,j)− g(xi,j , [Dhu

n+1]i,j) at the grid nodes.
From the observations above, (ηh) converges in L1((0, T ) × T2), (because of the
strong convergence of ∇uh and of F (mh)). On the other hand, from (4.3), it is not
difficult to see that (µh) is a Cauchy sequence in Lβ(0, T ; (W s,β/(β−1)(T2))′) for s
large enough, (here (W s,β/(β−1)(T2))′ is the topological dual of W s,β/(β−1)(T2)).
Hence, (∂uh

∂t ) converges in L1(0, T ; (W s,β/(β−1)(T2))′). Therefore, uh converges in
C0([0, T ]; (W s,β/(β−1)(T2))′); since (uh(t = 0)) converges to u0, we see that ψ = 0.
This implies that the extracted sequence uh converges to u in Lβ(0, T ;W 1,β(T2)).
Since the limit is unique, the whole family (uh) converges to u in Lβ(0, T ;W 1,β(T2))
as h and ∆t go to 0.

5.3. The stationary case. The following steady state version of (1.1)-(1.3)
arises when mean field games with infinite horizon are considered (ergodic problem):

−ν∆u(x) +H(x,∇u(x)) + λ = Φ[m(·)](x), in T2, (5.5)

−ν∆m(x)− div
(
m
∂H

∂p
(·,∇u)

)
(x) = 0, in T2, (5.6)∫

T2
m = 1 and m ≥ 0 in T2. (5.7)

The unknowns in (5.5)-(5.7) are the density m, the function u and the scalar λ.
The scalar λ is the limit of the ergodic costs of infinite horizon Nash equilibria with
N agents when N tends to ∞, see [19, 21]. Clearly, if (u,m, λ) solves (5.5)-(5.7),
then for all real number c 6= 0, (u+c,m, λ) is another solution. Hence, it is possible
to impose an additional normalization on u, for example

∫
T2 u = 0.

It can be proved that, if (F2) holds with γ > 2 (2 is the space dimension) and F is
nondecreasing, then (5.5- (5.7)) has a classical solution for any β > 1, by using the
weak Bernstein method studied in [22].
We give the counterpart of Theorem 5.2 in the stationary case. We omit the proof
because it is quite similar to that of Theorem 5.2.

Theorem 5.3. Let us make the standing assumptions stated at the beginning
of § 5.2 and the further assumption that there is unique classical solution (u,m, λ)
of (5.5)-(5.7) such that m > 0 and

∫
T2 u(x)dx = 0.

Let uh (resp. mh) be the piecewise bilinear function in C(T2) obtained by interpo-
lating the values ui,j (resp mi,j) at the nodes of T2

h, where ((ui,j), (mi,j), λh) is the
unique solution of the following system:
for all 0 ≤ i, j < Nh, mi,j ≥ 0,

−ν(∆hu)i,j + g(xi,j , [Dhu]i,j) + λh = F (mi,j),
−ν(∆hm)i,j − Ti,j(u,m) = 0,
h2
∑
i,j ui,j = 0, h2

∑
i,jmi,j = 1.

(5.8)

As h goes to 0, the functions uh converge in W 1,β(T2) to u, the functions mh

converge to m in L2−η2(T2), and λh tends to λ.
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Appendix A. Proofs of some technical lemmas.
Proof of Lemma 3.1 . We focus on point 2, since point 1 is obtained by straight-

forward calculus.
For all r ∈ R4, we have

gq(x, q) · r = Gp(p) · (−1q1<0r1, 1q2>0r2,−1q3<0r3, 1q4>0r4)
= β|p|β−2 (−p1r1 + p2r2 − p3r3 + p4r4)

Hence,

−gq(x, q) · (q̃ − q)
= −Gp(p) ·

(
−1q1<0(q̃1 − q1), 1q2>0(q̃2 − q2),−1q3<0(q̃3 − q3), 1q4>0(q̃4 − q4)

)
= −β|p|β−2

(
−p1(q̃1 − q1) + p2(q̃2 − q2)− p3(q̃3 − q3) + p4(q̃4 − q4)

)
.

But

−p1(q̃1 − q1) = p1(p̃1 − p1)− p1q̃
+
1 ≤ p1(p̃1 − p1),

p2(q̃2 − q2) = p2(p̃2 − p2)− p2q̃
−
2 ≤ p2(p̃2 − p2),

−p3(q̃3 − q3) = p3(p̃3 − p3)− p3q̃
+
3 ≤ p3(p̃3 − p3),

p4(q̃4 − q4) = p4(p̃4 − p4)− p4q̃
−
4 ≤ p4(p̃4 − p4).

Therefore

−gq(x, q) · (q̃ − q) ≥ −β|p|β−2p · (p̃− p) = −Gp(p) · (p̃− p), (A.1)

and (3.5) follows immediately.

Proof of Lemma 3.2.
1.(a) If β ≥ 2, then

g(x, q̃)− g(x, q)− gq(x, q) · (q̃ − q)
≥ G(p̃)−G(p)−Gp(p) · (p̃− p)

=
∫ 1

0

(1− s)Gpp(sp̃+ (1− s)p)(p̃− p) · (p̃− p)ds

≥ β|p− p̃|2
∫ 1

0

(1− s)|sp̃+ (1− s)p|β−2ds,

where the first (resp. second) inequality comes from from point 2 (resp. point 1) in
Lemma 3.1. Hence,

g(x, q̃)− g(x, q)− gq(x, q) · (q̃ − q) ≥ β|p|β−2|p− p̃|2
∫ 1

0

(1− s)β−1ds

= |p|β−2|p− p̃|2.

On the other hand,

g(x, q̃)− g(x, q)− gq(x, q) · (q̃ − q) ≥ β|p̃|β−2|p− p̃|2
∫ 1

0

(1− s)sβ−2ds

=
1

β − 1
|p̃|β−2|p− p̃|2.

The last two estimates yield (3.6) because 1 ≥ 1
β−1 , then (3.7).

1.(b) If 1 < β < 2 and p+ p̃ 6= 0, then

g(x, q̃)− g(x, q)− gq(x, q) · (q̃ − q)

≥
∫ 1

0

(1− s)Gpp(sp̃+ (1− s)p)(p̃− p) · (p̃− p)ds

≥ β(β − 1)|p− p̃|2
∫ 1

0

(1− s)|sp̃+ (1− s)p|β−2ds,
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where the first (resp. second) inequality comes from point 2 (resp. point 1) in
Lemma 3.1. But |sp̃ + (1 − s)p| ≤ 2 max(|p|∞, |p̃|∞) and since β < 2, |sp̃ + (1 −
s)p|β−2 ≥ 2β−2 min(|p|β−2

∞ , |p̃|β−2
∞ ). Hence,

g(x, q̃)− g(x, q)− gq(x, q) · (q̃ − q) ≥ 2β−2β(β − 1) min(|p|β−2
∞ , |p̃|β−2

∞ )
∫ 1

0

(1− s)ds,

which yields (3.8).

2. We have that

(gq(x, q̃)− gq(x, q)) · r
=β
(
|p̃|β−2 (−p̃1r1 + p̃2r2 − p̃3r3 + p̃4r4)− |p|β−2 (−p1r1 + p2r2 − p3r3 + p4r4)

)
.

Call ` the function defined on (R+)4 by

`(p) = β|p|β−2p · Ξ r,

where Ξ = Diag(−1, 1,−1, 1) stands for the diagonal matrix in R4×4 whose diagonal
is (−1, 1,−1, 1). We have

(gq(x, q̃)− gq(x, q)) · r = `(p̃)− `(p)=
∫ 1

0

`p(sp̃+ (1− s)p) · (p̃− p)ds if p 6= −p̃,

(gq(x, q̃)− gq(x, q)) · r = 0 if p = −p̃.

But

`p(p) = β(β − 2)|p|β−4 (p · Ξ r) p+ β|p|β−2Ξ r, ∀p 6= 0.

Hence, if p+ p̃ 6= 0,

(gq(x, q̃)− gq(x, q)) · r

= β(β − 2)
∫ 1

0

|sp̃+ (1− s)p|β−4
(
(sp̃+ (1− s)p) · Ξ r

)(
(sp̃+ (1− s)p) · (p̃− p)

)
+β
∫ 1

0

|sp̃+ (1− s)p|β−2
(
(p̃− p) · Ξ r

)
ds.

(A.2)
Call I (respectively II) the first (respectively second) integral in (A.2). It is clear
that

|I| ≤ |p− p̃||r|
∫ 1

0

|sp̃+ (1− s)p|β−2ds ≤ max(|p|β−2, |p̃|β−2)|p− p̃||r|.

We also have

|II| ≤ max(|p|β−2, |p̃|β−2)|p− p̃||r|,

and (3.9) follows from the last two estimates.
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