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Riesz potentials of Radon measures associated to

reflection groups

Léonard GALLARDO,∗ Chaabane REJEB† and Mohamed SIFI‡

Abstract

For a root system R on Rd and a nonnegative multiplicity function k on R, we
consider the heat kernel pk(t, x, y) associated to the Dunkl-Laplacian operator ∆k.
For β ∈]0, d+ 2γ[, where γ = 1

2

∑
α∈R k(α), we study the ∆k-Riesz kernel of index β

defined by Rk,β(x, y) =
1

Γ(β/2)

∫ +∞
0

t
β
2 −1pk(t, x, y)dt and the corresponding ∆k-Riesz

potential Ik,β [µ] of a Radon measure µ on Rd. According to the values of β, we
study the ∆k-superharmonicity of these functions and we give some applications like
the ∆k-Riesz measure of Ik,β [µ], the uniqueness principle and a pointwise Hedberg’s
inequality.

MSC (2010) primary: 31B05, 31B10, 31C45, 47B34; secondary: 28C05, 43A32, 46F10,
51F15.

Key words: Reflection groups, Dunkl-Laplace operator, Dunkl heat kernel, Generalized volume
mean operator, Dunkl subharmonic functions, Riesz kernel and potentials, Hedberg’s inequality.

1 Introduction

Let R be a normalized root system in Rd. That is, for every α ∈ R, ∥α∥2 = 2, R ∩ Rα =
{±α} and σα(R) = R, where σα is the reflection with respect to the hyperplane Hα

orthogonal to α (see [15] and [17]). We fix k ≥ 0 a multiplicity function (i.e. k : R →
[0,+∞[ invariant under the action of the Coxeter-Weyl group W associated to R) and we
consider the associated Dunkl-Laplacian operator ∆k given by

∆kf(x) = ∆f(x) + 2
∑
α∈R+

k(α)

(
⟨∇f(x), α⟩

⟨x, α⟩
− f(x)− f(σα(x)

⟨x, α⟩2

)
, f ∈ C2(Rd), (1.1)
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with R+ a positive subsystem (see [7]).
Acting on C∞(Rd), it is related to the classical Laplacian operator ∆ by means of the
so-called Dunkl intertwining operator Vk (see [6], [7], [30]) as follows:

∆kVk = Vk∆. (1.2)

In [23], M. Rösler has proved that for any x ∈ Rd, there exists a compactly supported
probability measure µx on Rd (which we call Rösler’s measure at point x) such that

∀ f ∈ C∞(Rd), Vk(f)(x) =

∫
Rd

f(y)dµx(y), (1.3)

with
supp µx ⊂ C(x) = co{gx, g ∈W} (1.4)

(the convex hull of the orbit of x under the group W ). We note that, according to [9], the
support of µx contains the point x and it is W -invariant under the hypothesis that the
multiplicity function is positive.

Let pk(t, x, y) (t > 0, x, y ∈ Rd) be the heat kernel of the Dunkl Laplacian ∆k which
is given by (see [21] and [25])

pk(t, x, y) :=
1

(2t)d/2+γck
e−(∥x∥2+∥y∥2)/4tEk(

x√
2t
,
y√
2t
), (1.5)

where
Ek(x, y) = Vk(e

⟨.,y⟩)(x) (x, y ∈ Rd) (1.6)

is the Dunkl kernel (see [5] and [7]), ck is the Macdonald-Mehta constant (see [19]) given
by

ck :=

∫
Rd

e−
∥x∥2

2 ωk(x)dx, (1.7)

and ωk is the Dunkl weight function

ωk(x) =
∏

α∈R+

| ⟨α, x⟩ |2k(α) (1.8)

which is homogeneous of degree 2γ.
It is also known (see [21]) that for all fixed x ∈ Rd, the function pk(t, x, .) solves the Dunkl
heat equation

(∆k − ∂t)pk(t, x, .) = 0. (1.9)

Let γ =
∑

α∈R+
k(α) and suppose that d + 2γ > 2. For β ∈]0, d + 2γ[, we define the

∆k-Riesz kernel of index β as follows

Rk,β(x, y) :=
1

Γ(β/2)

∫ +∞

0
t
β
2
−1pk(t, x, y)dt.

We note that when β = 2, we obtain the Dunkl-Newton kernel which has been introduced
and studied in [10].
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Let x ∈ Rd, x ̸= 0, be fixed andW.x be itsW -orbit. If y /∈W.x, Rk,β(x, y) is finite. But
when y ∈W.x, it seams hard, except in the case y = x, to decide in general if Rk,β(x, y) is
finite or infinite. These difficulties are illustrated by the particular case of the root system
of type A1 × A1 × · · · × A1 (m times, 1 ≤ m ≤ d), where we manage to give a complete
description of the singularities of the function Rk,β(x, .).
The aim of this paper is the study, when d+ 2γ > 2, of the ∆k-Riesz kernel Rk,β and the
corresponding potential

Ik,β [µ](x) =

∫
Rd

Rk,β(x, y)dµ(y)

of a signed Radon measure µ on Rd.
In particular, we will study the sub-or-superharmonicity of these functions in the sense of
the Dunkl-Laplace operator and we will describe explicitly their ∆k-Riesz measures. This
notion of subharmonicity, which generalizes the classical one1 has been introduced and
studied in some details in [10]. More precisely, let Ω be a W -invariant open subset of Rd.
A function u : Ω −→ [−∞,+∞[ is called ∆k-subharmonic (D-subharmonic) on Ω if
• u is upper semi-continuous (u.s.c.) on Ω,
• u is not identically −∞ on each connected component of Ω,
• it satisfies the sub-mean volume property: for every closed ball B(x, r) ⊂ Ω, we have

u(x) ≤M r
B(u)(x) :=

1

mk[B(0, r)]

∫
Rd

u(y)hk(r, x, y)ωk(y)dy, (1.10)

where mk is the measure ωk(x)dx and hk(r, x, y) is a kernel of the form

hk(r, x, y) :=

∫
Rd

1[0,r](
√

∥x∥2 + ∥y∥2 − 2 ⟨x, z⟩)dµy(z) (1.11)

with µy Rösler’s measure at point y. The function y 7→ hk(r, x, y) is a generalized translate
of the indicator function 1B(0,r) of the ball B(0, r) called harmonic kernel, introduced and
studied in [8] and which properties will be recalled in the next section. Moreover the
harmonic kernel is a crucial tool to get quite explicit expressions of the ∆k-Riesz kernel
(see section 3).
Naturally, a function u is D-superharmonic on Ω if −u is D-subharmonic on Ω.

Finally, we study some applications. The main one is the following version of the
uniqueness principle: if µ and ν are finite and nonnegative Radon measures on Rd and if
Ik,β [µ] = Ik,β [ν] a.e. on Rd , then µ = ν. We also prove a pointwise Hedberg’s inequality
in the sense of the operator ∆k and we deduce Lp-boundedness properties of the ∆k-Riesz
potentials.

2 Generalities in Dunkl Theory

In order to help the reader, we have collected in this section some basics from Dunkl theory
which will be used in the sequel.

1see for example [2],[12],[14] and [18].
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Notations: Let us introduce the following functional spaces which are present throughout
the paper:
• Ω a W -invariant open subset of Rd.
• Lp

k(Ω) (resp. Lp
k,loc(Ω)), 1 ≤ p < +∞ the space of measurable functions f : Ω −→ C

such that ∥f∥p
Lp
k(Ω)

:=
∫
Ω |f(x)|pωk(x)dx < +∞ (resp.

∫
K |f(x)|pωk(x)dx < +∞ for any

compact set K ⊂ Ω).
• L∞

k (Ω) the space of measurable and essentially bounded functions on Ω.
• When Ω = Rd, the norm of the space Lp

k(R
d), 1 ≤ p ≤ +∞, will be denoted ∥.∥k,p

instead of ∥.∥Lp
k(Rd).

• D(Ω) the space of C∞-functions on Ω with compact support.
• D′(Ω) the space of distributions on Ω (i.e. the topological dual of D(Ω) carrying the
Fréchet topology).
• S(Rd) the Schwartz space of C∞-functions on Rd which are rapidly decreasing together
with their derivatives.
• S ′(Rd) the space of tempered distributions.

2.1 The Dunkl transform

The Dunkl transform of a function f ∈ L1
k(Rd) is defined by (see [16] and [25])

Fk(f)(λ) :=

∫
Rd

f(x)Ek(−iλ, x)ωk(x)dx, λ ∈ Rd, (2.1)

where Ek(x, y) is the Dunkl kernel (1.6) which is analytically extendable to Cd × Cd and
satisfies the following properties (see [5], [7], [16])

1. for all x, y ∈ Rd, we have
|Ek(−ix, y)| ≤ 1. (2.2)

2. for all a ∈ C, x, y ∈ Cd and all g ∈W , we have

Ek(ax, y) = Ek(x, ay), Ek(x, y) = Ek(y, x) and Ek(gx, gy) = Ek(x, y).

It is well known (see [16]) that the Dunkl transform Fk is an isomorphism of S(Rd) onto
itself and its inverse is given by

F−1
k (f)(x) = c−2

k

∫
Rd

f(λ)Ek(ix, λ)ωk(λ)dλ, x ∈ Rd, (2.3)

where ck is the constant given by (1.7).
We note that for f, g ∈ S(Rd) the following relation holds∫

Rd

Fk(f)(x)g(x)ωk(x)dx =

∫
Rd

f(x)Fk(g)(x)ωk(x)dx. (2.4)

Moreover, the transformation c−1
k Fk extends uniquely to an isometric isomorphism of

L2
k(Rd) (Plancherel theorem, see [16]).
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We will also need the Dunkl transform Fk(S) of a tempered distribution S ∈ S ′(Rd)
which is the distribution defined by

⟨Fk(S), ϕ⟩ := ⟨S,Fk(ϕ)⟩, ϕ ∈ S(Rd).

It is known that Fk is a topological isomorphism of S ′(Rd) onto itself (see [31]).
Note that if µ is a bounded Radon measure on Rd, µ ∈ S ′(Rd) and its distributional Dunkl
transform can be identified to the continuous function ξ 7→

∫
Rd Ek(−ix, ξ)dµ(x)ωk(ξ). In

the literature, the function

Fk(µ) : ξ 7→
∫
Rd

Ek(−ix, ξ)dµ(x) (2.5)

is called the Dunkl transform of the measure µ. This transformation is injective on the
space of bounded Radon measures on Rd (see [22]).
We recall also that the Dunkl-Laplace operator ∆k leaves the spaces D′(Rd) and S ′(Rd)
invariant where the ∆k-action on S in D′(Rd)) (resp. in S ′(Rd)) is defined as in the
classical case by

⟨∆kS, ϕ⟩ = ⟨S,∆kϕ⟩, ϕ ∈ D(Rd) (resp. ϕ ∈ S(Rd)). (2.6)

2.2 Dunkl’s translation operators and heat kernel properties

• The Dunkl translation operators τx, x ∈ Rd, are defined on C∞(Rd) by (see [31])

∀ y ∈ Rd, τxf(y) =

∫
Rd

Vk ◦ Tz ◦ V −1
k (f)(y)dµx(z), (2.7)

where Tx is the classical translation operator given by Txf(y) = f(x+ y). The operators
τx, x ∈ Rd, satisfy the following properties:

1) For all x ∈ Rd, the operator τx is continuous from C∞(Rd) into itself.

2) For all f ∈ C∞(Rd) and all x, y ∈ Rd, we have

τxf(0) = f(x), τxf(y) = τyf(x).

3) The Dunkl-Laplace operator ∆k commutes with the Dunkl translations, i.e.

τx(∆kf) = ∆k(τxf), x ∈ Rd, f ∈ C∞(Rd).

4) If f ∈ C∞(Rd) is radial, M. Rösler ([26]) has proved the useful formula

∀ x ∈ Rd, τxf(y) =

∫
Rd

f̃(
√

∥x∥2 + ∥y∥2 + 2 ⟨x, z⟩)dµy(z), (2.8)

where f̃ is the profile of f and µy is the measure defined by (1.3).
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In the particular case when f ∈ S(Rd), τxf ∈ S(Rd) and using the Dunkl transform we
have (see [31]):

τxf(y) = F−1
k [Ek(ix, .)Fk(f)](y) = c−2

k

∫
Rd

Fk(f)(λ)Ek(ix, λ)Ek(iy, λ)ωk(λ)dλ, y ∈ Rd.

• Using (2.8), the Dunkl heat kernel can also be written

pk(t, x, y) =
1

(2t)d/2+γck
τ−x

(
e−

∥.∥2
4t

)
(y) (2.9)

=
1

(2t)d/2+γck

∫
Rd

e−
1
4t(∥x∥

2+∥y∥2−2 ⟨x,z⟩)dµy(z). (2.10)

For later use, we record also the following properties of the heat kernel (see [21] and [25])

1. The Dunkl heat kernel is symmetric in x and y i.e. pk(t, x, y) = pk(t, y, x), t > 0.

2. For every t > 0 and x ∈ Rd, we have

∥pk(t, x, .)∥k,1 =
∫
Rd

pk(t, x, y)ωk(y)dy = 1. (2.11)

3. For every t > 0 and x, y ∈ Rd,

pk(t, x, y) = F−1
k

(
Ek(−ix, .)e−t∥.∥2)(y) (2.12)

= c−2
k

∫
Rd

e−t∥ξ∥2Ek(−ix, ξ)Ek(iy, ξ)ωk(ξ)dξ. (2.13)

4. For every t > 0, the following inequality holds

∀ x, y ∈ Rd, pk(t, x, y) ≤
1

(2t)d/2+γck
e−

1
4t

ming∈W ∥x−gy∥2 . (2.14)

5. For all t, s > 0, the Dunkl heat kernel satisfies the semi-group property

∀ x, y ∈ Rd, pk(t+ s, x, y) =

∫
Rd

pk(t, x, z)pk(s, y, z)ωk(z)dz. (2.15)

2.3 The harmonic kernel and ∆k-subharmonic functions

For r > 0 and x, y ∈ Rd, let hk(r, x, y) be the harmonic kernel defined by (1.11). In
the classical case (i.e. k = 0), we have µy = δy (the Dirac measure at y) and then
h0(r, x, y) = 1[0,r](∥x − y∥) = 1B(x,r)(y). This implies, in particular, that the Dunkl-
volume operator defined by (1.10) generalizes the usual one.
The harmonic kernel has the following properties (see [8]):

1) For all r > 0 and x, y ∈ Rd, 0 ≤ hk(r, x, y) ≤ 1.
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2) For all fixed x, y ∈ Rd, the function r 7−→ hk(r, x, y) is right-continuous and nonde-
creasing.

3) Let r > 0 and x ∈ Rd. If k(α) > 0 for every α ∈ R, then

supp hk(r, x, . ) = BW (x, r) := ∪g∈WB(gx, r)

and if the function k vanishes somewhere then

B(x, r) ⊂ supp hk(r, x, . ) ⊂ BW (x, r)

(see [8] and [9]).

4) For all r > 0 and x, y ∈ Rd, we have

hk(r, x, y) = hk(r, y, x). (2.16)

5) Let r > 0 and x, y ∈ Rd. Then, for all g ∈W , we have

hk(r, gx, gy) = hk(r, x, y) and hk(r, gx, y) = hk(r, x, g
−1y). (2.17)

6) For all r > 0 and x ∈ Rd, we have

∥hk(r, x, .)∥k,1 :=
∫
Rd

hk(r, x, y)ωk(y)dy = mk(B(0, r)) =
dkr

d+2γ

d+ 2γ
, (2.18)

where we recall that dmk(y) = ωk(y)dy and dk is the constant

dk =

∫
Sd−1

ωk(ξ)dσ(ξ) =
ck

2d/2+γ−1Γ(d/2 + γ)
. (2.19)

Here dσ(ξ) is the surface measure of the unit sphere Sd−1 of Rd.

Finally, we recall that
• a function u of class C2 on Ω is D-subharmonic in the sense of (1.10) if and only if
∆ku ≥ 0 on Ω (see [10]).
• if u is D-subharmonic on Ω, then uωk ∈ L1

loc(Ω) (that is u ∈ L1
k,loc(Ω)) and its distribu-

tional Dunkl-Laplacian ∆k(uωk) is a nonnegative distribution on Ω in the sense that for
any nonnegative function ϕ ∈ D(Ω) we have

⟨∆k(uωk), ϕ⟩ := ⟨uωk,∆kϕ⟩ =
∫
Rd

u(x)∆kϕ(x)ωk(x)dx ≥ 0. (2.20)

The nonnegative distribution ∆k(uωk) is then a nonnegative Radon measure on Ω called
the ∆k-Riesz measure of the D-subharmonic function u (see [10]). In particular, if u ∈
C2(Ω) its ∆k-Riesz measure is equal to ∆ku(x)ωk(x)dx.
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3 The ∆k-Riesz kernel

In this section, we will study some properties of the ∆k-Riesz kernel. Recalling that for
x, y ∈ Rd and 0 < β < d+ 2γ, the ∆k-Riesz kernel is defined by

Rk,β(x, y) :=
1

Γ(β/2)

∫ +∞

0
t
β
2
−1pk(t, x, y)dt. (3.1)

Remark 3.1 1) Since the Dunkl heat kernel is positive, we have 0 < Rk,β(x, y) ≤ +∞
for all x, y ∈ Rd.

2) Let x ∈ Rd be fixed. From (2.14), we can see that if y /∈ Rd\W.x, then for any

β ∈] − ∞, d + 2γ[ the function t 7→ t
β
2
−1pk(t, x, y) is integrable on ]0,+∞[. Thus, using

the properties of the Gamma function, the function y 7→ 1
Γ(β/2)

∫ +∞
0 t

β
2
−1pk(t, x, y)dt is

well defined on Rd \W.x whenever β ∈]−∞, d+2γ[\− 2N. In this case, we will continue
denoting it y 7→ Rk,β(x, y).

In the following result, we will show that the ∆k-Riesz kernel can be expressed in terms
of the harmonic kernel. This new formula will be a crucial tool in the sequel of the paper.

Proposition 3.1 For every x, y ∈ Rd, we have

Rk,β(x, y) = κ

∫
Rd

(
∥x∥2 + ∥y∥2 − 2 ⟨x, z⟩

)β−(d+2γ)
2

dµy(z) (3.2)

=
κ

d+ 2γ − β

∫ +∞

0
tβ−d−2γhk(t, x, y)

dt

t
, (3.3)

where

κ = κ(d, γ, β) =
21−βΓ(d+2γ−β

2 )

dkΓ(β/2)Γ(d/2 + γ)
=

2
d
2
+γ−βΓ(d+2γ−β

2 )

ckΓ(β/2)
, (3.4)

ck and dk being the constants given by (1.7) and (2.19) respectively.

Proof: Using the change of variables 1/4t↔ t, the relation (2.10) can be rewritten

Rk,β(x, y) =
2

d
2
+γ−β

Γ(β/2)ck

∫ +∞

0
t
d+2γ−β

2
−1

∫
Rd

e−t(∥x∥2+∥y∥2−2 ⟨x,z⟩)dµx(z)dt.

Now, by Fubuni’s theorem and the identity

∀ a ≥ 0, ∀ θ > 0, a−θ/2 =
1

Γ(θ/2)

∫ +∞

0
s

θ
2
−1e−sads
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(notice that if we take a = 0, the both terms are equal +∞), we deduce that (3.2) holds.
• Let us now prove (3.3). Starting from (3.2) and applying again Fubini’s theorem, we get

Rk,β(x, y) = κ

∫
Rd

(
∥x∥2 + ∥y∥2 − 2 ⟨x, z⟩

)β−(d+2γ)
2

dµy(z)

=
κ

d+ 2γ − β

∫
Rd

∫ +∞

√
∥x∥2+∥y∥2−2 ⟨x,z⟩

tβ−d−2γ dt

t
dµy(z)

=
κ

d+ 2γ − β

∫ +∞

0
tβ−d−2γ

(∫
Rd

1[0,t](
√

∥x∥2 + ∥y∥2 − 2 ⟨x, z⟩)dµy(z)
)
dt

t

=
κ

d+ 2γ − β

∫ +∞

0
tβ−d−2γhk(t, x, y)

dt

t
.

This gives the desired relation. �

Example 3.1 1) When k = 0, as µy = δy we have R0,β(x, y) = κ(d, 0, β)∥x− y∥β−d the
classical Riesz kernel (see [18]).

2) Since µ0 = δ0, for any choice of the Coxeter-Weyl group and of a nonnegative multi-
plicity function, we have Rk,β(x, 0) = κ(d, γ, β)∥x∥β−d−2γ.

3) We consider Rd (d ≥ 1) with the root system Rm := {±e1, . . . ,±em}, where m is a
fixed integer in {1, . . . , d} and (ej)1≤j≤d is the canonical basis of Rd. For ξ ∈ Rd, we will
denote ξ = (ξ(m), ξ′) ∈ Rm × Rd−m.
We note that the Coxeter-Weyl group is W = Zm

2 and the Zm
2 -orbit of a point ξ ∈ Rd is

as follows

Zm
2 .ξ :=

{
ε.ξ := (ε1ξ1, . . . , εmξm, ξ

′), ε = (εi)1≤i≤m ∈ {±1}m
}
.

The multiplicity function can be represented by the m-multidimensional parameter k =
(k1, . . . , km) with kj = k(ej) > 0. Moreover, the Rösler measure is of the form µy =
µ(y(m),y′) = µy1 ⊗ · · · ⊗ µym ⊗ δy′ with µyi the Z2-Rösler measure at point yi. If yi = 0, we
know that µ0 = δ0 and if yi ̸= 0, we have

⟨µyi , f⟩ :=
∫ 1

−1
f(tyi)ϕki(t)dt, f ∈ C(R),

where ϕki is the Z2-Dunkl density function of parameter ki given by (see [5] or [25] p.104)

ϕki(t) :=
Γ(ki + 1/2)√

πΓ(ki)
(1− t)ki−1(1 + t)ki1[−1,1](t). (3.5)

In this case, the ∆k-Riesz kernel is of the form

Rk,β(x, y) = κ

∫
[−1,1]m

(
∥x(m)∥2 + ∥y(m)∥2 − 2

m∑
j=1

tjxjyj + ∥x′ − y′∥2
)β−d−2γ

2

×
m∏
i=1

ϕki(ti)dt1 . . . dtm. (3.6)
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Proposition 3.2 Suppose that γ > 0. Let 0 < β < d+ 2γ and x, y ∈ Rd.

1) If y /∈W.x, then Rk,β(x, y) < +∞.

2) Assume that x ∈ Rd\
∪

α∈RHα. Then Rk,β(x, x) = +∞ if and only if d ≥ β.

3) If x ∈
∪

α∈RHα and β ≤ d, then Rk,β(x, x) = +∞.

Proof: At first we note that

∀ x, y ∈ Rd, ∀ t > 0, t
β
2
−1pk(t, x, y) ≤ Ct

β−d−2γ
2

−1

Hence, as β < d + 2γ, the function t 7→ t
β
2
−1pk(t, x, y) is integrable on [1,+∞[ for every

x, y ∈ Rd.

1) We obtain the result by using (2.14).

2) Fix x ∈ Rd such that x is not in any hyperplane Hα, α ∈ R (i.e. x lives in a Weyl
chamber). We will use the following short-time asymptotic result of the Dunkl type heat
kernel which has been established in ([24], Corollary 2): Let C be a fixed Weyl chamber.
If x, y ∈ C, then

pk(t, x, y) ∼t→0

(
ωk(x)ωk(y)

)−1/2
(4πt)−d/2e−

∥x−y∥2
4t . (3.7)

Taking y = x, we deduce that the function t 7→ t
β
2
−1pk(t, x, x) is not integrable near 0 if

and only if d ≥ β.

3) Let x ∈ Hα for some α ∈ R. One can see that the function ψ : ξ 7−→ Rk,β(ξ, ξ) is

the increasing limit of the sequence of continuous functions ξ 7−→
∫ n
1/n t

β
2
−1pk(t, ξ, ξ)dt.

This implies that ψ is lower semi-continuous on Rd. Consequently, when β ≤ d we have
Rk,β(x, x) = lim infξ→xRk,β(ξ, ξ) = +∞. �

As already mentioned, for g ̸= id, it is much more difficult to see if Rk,β(x, gx) is finite
or infinite. This new phenomena will be illustrated by the following complete characteri-
zation of the singularities of the ∆k-Riesz kernel in the case of the Zm

2 -Coxeter-Weyl group
acting on Rd. More precisely, we have:

Proposition 3.3 Let x ∈ Rd\{0}. Using the same notations of Example 3.1, 3), denoting
Hi the hyperplane orthogonal to ei and recalling ε.x = (ε1x1, . . . , εmxm, x

′) ∈ Zm
2 .x, we

have

1. If x ∈ ∩m
i=1Hi, then x = ε.x and Rk,β(x, x) = +∞.

2. Assume that x /∈ ∩m
i=1Hi. Set A := {i ∈ {1, . . . ,m}, xi ̸= 0} and ε(n).x =

(ε1x1, . . . , εmxm, x
′) the point of Zm

2 -orbit of x such that
∣∣{j ∈ A, εj = 1}

∣∣ = n i.e

the point ε(n).x has exactly n among the nonzero coordinates (xj)j∈A that have not been
changed under the action of Zm

2 . Then,

Rk,β(x, ε
(n).x) = +∞ ⇐⇒ d ≥ 2

(
|A| − n+

∑
j∈A kj − γ

)
+ β. (3.8)
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3. Assume that x /∈ ∪m
i=1Hi. Then,

Rk,β(x, ε
(n).x) = +∞ ⇐⇒ d ≥ 2(m− n) + β. (3.9)

In this case, we have
∑m

n=max(0,⌊m− d
2
+β

2
⌋)
(
m
n

)
singularities living in Rd \

∪m
i=1Hi.

Proof: For abbreviation, we will use the following constants

C1 := 2
β−d−2γ

2 κ, C(k) :=
Γ(k + 1/2)√

πΓ(k)
. (3.10)

From (3.6), it is easy to see that

Rk,β(x, ε.x) = C1

∫
[−1,1]m

( m∑
j=1

(1− εjtj)x
2
j

)β−d−2γ
2

m∏
j=1

ϕkj (tj)⊗
m
j=1 dtj . (3.11)

1) Clearly, from (3.11), the condition x ∈ ∩m
i=1Hi i.e. x

(m) = 0 implies that x = ε.x =
(0, x′) and Rk,β(x, ε.x) = +∞.
2) Suppose that x /∈ ∩m

i=1Hi. Using the notations of the Proposition, Fubini’s theorem
and the fact that ϕkj are probability densities, (3.11) can be written in the following form

Rk,β(x, ε.x) = C1

∫
[−1,1]|A|

(∑
j∈A

(1− εjtj)x
2
j

)β−d−2γ
2

∏
j∈A

ϕkj (tj)⊗j∈A dtj . (3.12)

We will distinguish two cases:
First case |A| = 1. Let i ∈ {1, . . . ,m} such that xi ̸= 0. In this case, using (3.5) and
(3.10), we deduce that (3.12) takes the form

Rk,β(x, ε.x) = C1

∫ 1

−1

(
(1− εis)x

2
i

)β−d−2γ
2

ϕki(s)ds

= C(ki)C1|xi|β−d−2γ

∫ 1

−1
(1− εis)

β−d−2γ
2 (1− s)ki−1(1 + s)kids.

• If εi = 1, then according to our notations, we have n = |A| = 1, ε.x = ε(1).x = x and

Rk,β(x, ε
(1).x) = C(ki)C1|xi|β−d−2γ

∫ 1

−1
(1− s)ki+

β−d−2γ
2

−1(1 + s)kids.

Consequently, Rk,β(x, ε
(1).x) = +∞ if and only if d ≥ β + 2ki − 2γ. Then, the result is

proved in this case.
• When εi = −1, we have n = 0, ε.x = ε(0).x and

Rk,β(x, ε
(0).x) = C(ki)|xi|β−d−2γ

∫ 1

−1
(1 + s)ki+

β−d−2γ
2 (1− s)ki−1ds.

11



Thus, as ki > 0 we have Rk,β(x, ε
(0).x) = +∞ if and only if d ≥ 2(1 + ki − γ) + β.

Second case |A| = r ≥ 2. Using (3.12) and the change of variables tj ↔ 1 − εjtj , we
obtain

Rk,β(x, ε.x) = C1

∫
]0,2[|A|

(∑
j∈A

tjx
2
j

)β−d−2γ
2

∏
j∈A

ϕkj (εj − εjtj)⊗j∈A dtj

= C1

∫
]0,2[|A|∩Br

+ C1

∫
]0,2[|A|\Br

= C1I(x, ε.x) + C1J(x, ε.x),

where Br is the open unit ball in R|A| = Rr.
The singularities of these integrals being at point 0 and thus it is clear that J(x, ε.x) < +∞.
Thus, we need to know when the integral I(x, ε.x) diverges. To do this, we will identify
(tj)j∈A with v = (v1, . . . , vr) ∈ Rr and use the spherical coordinates in Rr:

ρ = ∥v∥, v1 = ρa1, . . . , vr−1 = ρar−1 and vr = ρar,

where

a1 = cos θ1, . . . , ar−1 =

r−2∏
i=1

sin θi cos θr−1, ar =

r−1∏
i=1

sin θi.

Notice that all aj are positive.

I(x, ε.x) =

∫
Sr−1
+

ψ(a(r), x(r))
(∫ 1

0

∏
j∈A

ϕkj (εj − εjajρ)ρ
r+β−d−2γ

2
−1dρ

)
dσr(a

(r)), (3.13)

where Sr−1
+ :=]0, 2[r∩Sr−1, dσr is the surface measure of the unit sphere Sr−1 of Rr,

a(r) = (aj)j∈A, x
(r) = (xj)j∈A and

ψ(a(r), x(r)) :=
(∑

j∈A
ajx

2
j

)β−d−2γ
2

.

We have
ϕkj (εj − εjajρ) = C(kj)(1− εj + εjajρ)

kj−1(1 + εj − εjajρ)
kj .

Hence,

ϕkj (εj − εjajρ) =


C(kj)a

kj−1
j ρkj−1(2− ajρ)

kj , if εj = 1

C(kj)a
kj
j ρ

kj (2− ajρ)
kj−1, if εj = −1.

(3.14)

Define
A1 :=

{
j ∈ A, εj = 1

}
, A2 = A\A1.

According to our notations, we have |A1| = |{j, εj = 1}| = n.
Then, from (3.13), (3.14) and recalling the definition of the vector ε(n).x, we deduce that

I(x, ε(n).x) =

∫
Sr−1
+

ψ(a(r), x(r))
(∫ 1

0
f(a(r), ρ)ρλ+r+β−d−2γ

2
−1dρ

)
dσr(a

(r)), (3.15)
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with
f(a(r), ρ) :=

∏
j∈A1

C(kj)a
kj−1
j (2− ajρ)

kj
∏
j∈A2

C(kj)a
kj
j (2− ajρ)

kj−1.

and
λ :=

∑
j∈A1

(kj − 1) +
∑
j∈A2

kj =
∑
j∈A

kj − n.

The function ρ 7−→ f(a(r), ρ) is continuous and does not vanish on the compact set [0, 1].
So that the singularity in the dρ-integral is only in the term of

ρλ+r+β−d−2γ
2

−1 = ρ(
∑

j∈A kj)−n+r+β−d−2γ
2

−1.

Finally, we conclude that

Rk,β(x, ε
(n).x) = +∞ ⇔ I(x, ε(n).x) = +∞ ⇔ d ≥ 2(|A| − n+

∑
j∈A

kj − γ) + β.

This completes the proof of the assertion 2).
3) When x /∈ ∪m

i=1Hi, we have A = {1, . . . ,m} and then the result is a particular case of
the statement 2). �

Proposition 3.4 The Riesz kernel Rk,β(., .) satisfies the following properties

1) For every x, y ∈ Rd and g ∈W , we have

Rk,β(x, y) = Rk,β(y, x), Rk,β(gx, y) = Rk,β(x, g
−1y). (3.16)

2) Let β, θ > 0 such that β + θ < d + 2γ. Then we have the following generalized Riesz
composition formula∫

Rd

Rk,β(x, z)Rk,θ(y, z)ωk(z)dz = Rk,β+θ(x, y). (3.17)

3) Let x ∈ Rd. Then, for every y ∈ Rd\W.x, we have

κmin
g∈W

(
∥x− gy∥β−d−2γ

)
≤ Rk,β(x, y) ≤ κmax

g∈W

(
∥x− gy∥β−d−2γ

)
(3.18)

4) Let y ∈ Rd. Then, the function x 7→ Rk,β(x, y) is
-lower semi-continuous (l.s.c.) on Rd.
-of class C∞ on Rd\W.x and we have

∂jRk,β(x, y) = (β − d− 2γ)κ

∫
Rd

(xj − zj)
(
∥x∥2 + ∥y∥2 − 2 ⟨x, z⟩

)β−2−d−2γ
2 dµy(z).

(3.19)
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Proof: 1) The result follows from (3.3), (2.16) and (2.17).
2) The result follows from the Fubini’s theorem and the semi-group property of the Dunkl-
heat kernel (2.15).
3) Let y ∈ Rd. From (1.4) for any z ∈ supp µy, we can write z =

∑
g∈W λg(z)gy, where

λg(z) ∈ [0, 1] are such that
∑

g∈W λg(z) = 1. Then, we have

∥x∥2 + ∥y∥2 − 2 ⟨x, z⟩ =
∑
g∈W

λg(z)∥x− gy∥2. (3.20)

As ψ : t 7−→ t
β−d−2γ

2 is a convex function on ]0,+∞[, by (3.20) we have(
∥x∥2 + ∥y∥2 − 2 ⟨x, z⟩

)β−d−2γ
2

=
( ∑

g∈W
λg(z)∥x− gy∥2

)β−d−2γ
2

≤ max
g∈W

(
∥x− gy∥β−d−2γ

)
.

This implies the right inequality. Again by convexity, Jensen’s inequality and (3.20), we
get

Rk,β(x, y) ≥ κ

(∫
Rd

(∥x∥2 + ∥y∥2 − 2 ⟨x, z⟩)dµy(z)
)β−d−2γ

2

≥ κ

∑
g∈W

(∫
Rd

λg(z)dµy(z)

)
∥x− gy∥2


β−d−2γ

2

≥ κ

(
max
g∈W

∥x− gy∥2
)β−d−2γ

2

= κmin
g∈W

(
∥x− gy∥β−(d+2γ)

)
,

where in the last line we have used the fact that ψ is a decreasing function.
4) The function x 7→ Rk,β(x, y) is l.s.c. on Rd as being the increasing limit of the sequence

(fn) of continuous functions defined by fn : x 7→
∫ n
1/n t

β
2
−1pk(t, x, y)dt.

Fix y ∈ Rd. Using the fact that µy is with compact support and the fact that the function

(x, z) 7−→
(
∥x∥2 + ∥y∥2 − 2 ⟨x, z⟩

)β−d−2γ
2

is of class C∞ on Rd\W.y×Rd, we can differentiate under the integral in the relation (3.2)
and we obtain the result. �

In the following result, we study the Lp
k,loc(R

d)-integrability of the function Rk,β(x, .),

for fixed x ∈ Rd.

Proposition 3.5 Let 0 < β < d + 2γ and p ∈ [1, d+2γ
d+2γ−β [. Then, for every R > 0, there

exists a positive constant C = C(R, p, d, γ, β) such that

∀ x ∈ Rd, ∥Rk,β(x, .)∥Lp
k(B(0,R)) ≤ C. (3.21)

In particular, for every x ∈ Rd, Rk,β(x, .) is in Lp
k,loc(R

d).
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Proof: By Jensen’s inequality and (3.2), we have

(Rk,β(x, y))
p ≤ κp

∫
Rd

(
∥x∥2 + ∥y∥2 − 2 ⟨x, z⟩

) p(β−d−2γ)
2 dµy(z).

Using the same idea as in the proof of (3.3), we can write the previous inequality as follows

(Rk,β(x, y))
p ≤ κp

p(d+ 2γ − β)

∫ +∞

0
tp(β−d−2γ)hk(t, x, y)

dt

t

= C1

∫ 1

0
tp(β−d−2γ)hk(t, x, y)

dt

t
+ C1

∫ +∞

1
tp(β−d−2γ)hk(t, x, y)

dt

t

≤ C1

∫ 1

0
tp(β−d−2γ)hk(t, x, y)

dt

t
+

C1

p(d+ 2γ − β)
,

where C1 =
κp

p(d+2γ−β) and we have used the fact that hk(t, x, y) ≤ 1 in the last inequality.

Let then R > 0. From (2.18), Fubini’s theorem and our hypothesis, we deduce that∫
B(0,R)

∫ 1

0
tp(β−d−2γ)hk(t, x, y)

dt

t
ωk(y)dy ≤ dk

d+ 2γ

∫ 1

0
tp(β−d−2γ)td+2γ dt

t
:= C2 < +∞.

This proves the desired inequality where we can take

C =
(
C1C2 +

C1mk[B(0, R)]

p(d+ 2γ − β)

)1/p
.

�

Proposition 3.6 Let 0 < β < d+ 2γ and x0 ∈ Rd. Then, the function Rk,β(x0, .) is

i) D-superharmonic on Rd when β ≥ 2,

ii) D-harmonic on Rd\W.x0 when β = 2,

iii) D-subharmonic on Rd\W.x0 when β ≤ 2

Proof: The case β = 2 (i.e. the case of the Dunkl-Newton kernel) has been done in [10].
So, we will deal with the case β ̸= 2.
i) Suppose that β > 2. We consider the function Sx0,β,r

Sx0,β,r(x) :=
1

Γ(β/2)

∫ +∞

r
t
β
2
−1pk(t, x0, x)dt.

By the monotone convergence theorem, we see that the function Rk,β(x0, .) is the pointwise

increasing limit of the sequence
(
Sx0,β,

1
n

)
n
. Hence, by Proposition 3.3 in [10], it suffices

to prove that for every r > 0, Sx0,β,r is D-superharmonic on Rd. To do this, we have only
to show that Sx0,β,r is of class C2 on Rd and ∆kSx0,β,r ≤ 0 on Rd (see [10], Proposition
4.1).
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The function pk(t, x0, .) is of class C∞ on Rd and we can differentiate under the integral
sign in the relation (2.10) to obtain

∂jpk(t, x0, .)(x) = − 1

2t

1

(2t)
d
2
+γck

∫
Rd

(xj − zj)e
− 1

4t
(∥x∥2+∥x0∥2−2 ⟨x,z⟩)dµx0(z) (3.22)

and

∂i∂jpk(t, x0, .)(x) = −δij
1

2t
pk(t, x0, x)

+
1

4t2
1

(2t)
d
2
+γck

∫
Rd

(xj − zj)(xi − zi)e
− 1

4t
(∥x∥2+∥x0∥2−2 ⟨x,z⟩)dµx0(z), (3.23)

where δij is the Kronecker symbol.
Using the fact that supp µx0 ⊂ B(0, ∥x0∥), we deduce from (3.22) and (3.23) that

|∂jpk(t, x0, .)(x)| ≤
∥x∥+ ∥x0∥
(2t)1+

d
2
+γck

,

|∂i∂jpk(t, x0, .)(x)| ≤
1

(2t)1+
d
2
+γck

+
(∥x∥+ ∥x0∥)2

(2t)2+
d
2
+γck

.

Let R > 0. The previous inequalities and the differentiation theorem under the integral

sign imply that Sx0,β,r is of class C2 on the open ball
◦
B(0, R) and as x 7→ pk(t, x0, x) is a

solution of the Dunkl-heat equation (1.9), we deduce that

∀ x ∈
◦
B(0, R), ∆kSx0,β,r(x) =

1

Γ(β/2)

∫ +∞

r
t
β
2
−1∆k (pk(t, x0, .)) (x)dt

=
1

Γ(β/2)

∫ +∞

r
t
β
2
−1∂tpk(t, x0, x)dt

= − r
β
2
−1

Γ(β/2)
pk(r, x0, x)−

β − 2

2Γ(β/2)

∫ +∞

r
t
β
2
−2pk(t, x0, x)dt < 0.

Therefore, Sx0,β,r is D-superharmonic on
◦
B(0, R). As R > 0 is arbitrary, we conclude that

Sx0,β,r is D-superharmonic on Rd as desired.

iii) Let β ∈]0, 2[. Using (3.22), (3.23) and (3.20), we can see that

|∂jpk(t, x0, .)(x)| ≤
∥x∥+ ∥x0∥
(2t)1+

d
2
+γck

e−
ming∈W (∥x−gx0∥

2)

4t ,

|∂i∂jpk(t, x0, .)(x)| ≤
( 1

(2t)1+
d
2
+γck

+
(∥x∥+ ∥x0∥)2

(2t)2+
d
2
+γck

)
e−

ming∈W (∥x−gx0∥
2)

4t .

Fix an arbitrary open Dunkl ball OW (a,R) := ∪g∈W
◦
B(ga,R) such that its closure is

contained in Rd\W.x0. The previous inequalities imply that we can differentiate with
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respect to x ∈ OW (a,R) under the integral sign in the relation (3.1). Furthermore, using
the heat equation (1.9) and integrating by parts, we obtain

∀ x ∈ OW (a,R), ∆k (Rk,β(x0, .)) (x) =
1

Γ(β/2)

∫ +∞

0
t
β
2
−1∂tpk(t, x0, x)dt

= − β − 2

2Γ(β/2)

∫ +∞

0
t
β
2
−2pk(t, x0, x)dt ≥ 0.

According to Remark 3.1-2), the above relation can be written as

∀ x ∈ OW (a,R), ∆k (Rk,β(x0, .)) (x) = −Rk,β−2(x0, x) ≥ 0. (3.24)

Therefore, the function Rk,β(x0, .) is D-subharmonic on OW (a,R) and so on Rd\W.x0. �

Proposition 3.7 Let β ∈]0, d+2γ[ and x0 ∈ Rd. Then, the function x 7→ Rk,β(x0, x)ωk(x)
defines a tempered distribution and we have

Fk (Rk,β(x0, .)ωk) = Ek(−ix0, .)∥.∥−βωk in S ′(Rd). (3.25)

Proof: Let m ∈ N such that m > d + 2γ. We claim that there exists a constant Cm =
C(d, γ, β,m) > 0 such that

∀ x0 ∈ Rd,

∫
Rd

(1 + ∥x∥2)−mRk,β(x0, x)ωk(x)dx ≤ Cm. (3.26)

From (3.3), we can write

Rk,β(x0, x) =
κ

d+ 2γ − β

(∫ 1

0
tβ−d−2γ−1hk(t, x0, x)dt+

∫ +∞

1
tβ−d−2γ−1hk(t, x0, x)dt

)
:= A(x0, x) + B(x0, x).

• Using Fubini’s theorem and the relation (2.18), for any x0 ∈ Rd we obtain∫
Rd

(1 + ∥x∥2)−mA(x0, x)ωk(x)dx ≤
∫
Rd

A(x0, x)ωk(x)dx

=
κ

d+ 2γ − β

∫ 1

0
tβ−d−2γ−1∥hk(t, x0, .)∥k,1dt

=
dkκ

β(d+ 2γ)(d+ 2γ − β)
:= C1,m.

• Now, using the inequality hk(t, x0, x) ≤ 1, we deduce that

∀ x0 ∈ Rd, B(x0, x) ≤
κ

(d+ 2γ − β)2
.

This relation and the choice of m imply that

∀ x0 ∈ Rd,

∫
Rd

(1 + ∥x∥2)−mB(x0, x)ωk(x)dx ≤ κ

(d+ 2γ − β)2

∫
Rd

(1 + ∥x∥2)−mωk(x)dx

:= C2,m < +∞.
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This proves (3.26) and this implies that the function Rk,β(x0, .)ωk defines a tempered
distribution (see [27], Theorem VII, p. 242).

Let us now prove (3.25). For ϕ ∈ S(Rd), we have

⟨Fk (Rk,β(x0, .)ωk) , ϕ⟩ =
1

Γ(β/2)

∫
Rd

(∫ +∞

0
t
β
2
−1pk(t, x0, x)dt

)
Fk(ϕ)(x)ωk(x)dx.

Multiplying and dividing by (1+ ∥x∥2)m (the integer m is chosen as above) and using the
fact that Fk(ϕ) ∈ S(Rd), we see that we can use Fubini’s theorem in the above relation.
Moreover, from (2.4) and (2.12), we obtain

⟨Fk (Rk,β(x0, .)ωk) , ϕ⟩ =
1

Γ(β/2)

∫ +∞

0
t
β
2
−1

(∫
Rd

Fk(pk(t, x0, .))(x)ϕ(x)ωk(x)dx

)
dt

=
1

Γ(β/2)

∫ +∞

0
t
β
2
−1

(∫
Rd

Ek(−ix0, x)e−t∥x∥2ϕ(x)ωk(x)dx

)
dt.

Applying again Fubini’s theorem, we deduce that

⟨Fk (Rk,β(x0, .)ωk) , ϕ⟩ =
∫
Rd

Ek(−ix0, x)∥x∥−βϕ(x)ωk(x)dx.

This completes the proof. �

Corollary 3.1 For every x0 ∈ Rd, we have

lim
β→0

Rk,β(x0, .)ωk = δx0 in S ′(Rd). (3.27)

Proof: We can see that for every ξ ∈ Rd,

∥ξ∥−β ≤ 1Rd\B(0,1)(ξ) + ∥ξ∥−d−2γ1B(0,1)(ξ).

Consequently, we can use the dominated convergence theorem to obtain from (3.25)

lim
β→0

Fk (Rk,β(x0, .)ωk) = Ek(−ix0, .)ωk = Fk(δx0) in S ′(Rd).

Thus, we deduce the result by using the properties of the Dunkl transform on S ′(Rd). �
From the formula (3.24), we see that the ∆k-Riesz measure related to the D-subharmonic

function Rk,β(x0, .), β < 2, is given by −Rk,β−2(x0, x)ωk(x)dx. In the following result,
we will compute the ∆k-Riesz measure of the D-superharmonic function Rk,β(x0, .) with
β ∈ [2, d+ 2γ[.

Corollary 3.2 Let 2 ≤ β < d + 2γ and x0 ∈ Rd. If m ∈ [1, β/2] be an integer, then the
function x 7→ Rk,β(x0, x) satisfies

(−∆k)
m (Rk,β(x0, .)ωk) =


Rk,β−2m(x0, .)ωk in S ′(Rd) if β > 2m,

δx0 in S ′(Rd) if β = 2m,
(3.28)

where δx0 is the Dirac measure at x0.
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Proof: At first, we remark that if U ∈ S ′(Rd), then

Fk(∆kU) = −∥.∥2Fk(U), (3.29)

as easily follows from the relation ∆kFk(f) = −Fk(∥.∥2f) for all f ∈ S(Rd).
From (3.29) and (3.25), we obtain

Fk

(
(−∆k)

m (Rk,β(x0, .)ωk)
)
= Ek(−ix0, .)∥.∥β−2mωk

=


Fk

(
Rk,β−2m(x0, .)ωk

)
in S ′(Rd) if β > 2m,

Fk(δx0) in S ′(Rd) if β = 2m.

Hence, we deduce the result by the fact that Fk is a topological isomorphism of S ′(Rd)
onto itself. �

Remark 3.2 Let 1 ≤ m < γ + d/2 an integer. Taking x0 = 0 in (3.28), we deduce that
the function S : y 7→ Rk,2m(0, y)ωk(y) = κ∥y∥2m−d−2γωk(y) is the fundamental solution of
the Dunkl-polylaplacian of order m (−∆k)

m i.e. (−∆k)
mS = δ0 in S ′(Rd).

4 Riesz potentials of Radon measures

The sets M(Rd) and M+(Rd) denote respectively the space of signed Radon measures on
Rd and the convex cone of nonnegative Radon measures on Rd.

Definition 4.1 Let µ ∈ M+(Rd) and β ∈]0, d + 2γ[. The β-∆k-Riesz potential of µ is
defined by

Ik,β [µ](x) =

∫
Rd

Rk,β(x, y)dµ(y), x ∈ Rd. (4.1)

Proposition 4.1 Let µ ∈ M+(Rd) and β ∈]0, d+ 2γ[.

1. If µ is bounded, then Ik,β [µ] ∈ Lp
k,loc(R

d) whenever p ∈ [1, d+2γ
d+2γ−β [. In particular,

Ik,β [µ] is finite a.e. in Rd.

2. The following statements are equivalent

i) Ik,β [µ] is finite a.e. in Rd,

ii) the measure µ satisfies ∫
Rd

(1 + ∥y∥)β−d−2γdµ(y) < +∞, (4.2)

iii) Ik,β [µ](x0) < +∞ for some x0 ∈ Rd.

If ii) holds, then Ik,β [µ] ∈ L1
k,loc(Rd).
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Proof: 1) Assume that µ is a probability measure on Rd. Let p as in the proposition and
R > 0. Using respectively (4.1), Jensen’s inequality, Fubini’s theorem, the fact that the
Riesz kernel is symmetric and (3.21), we get∫

B(0,R)
(Ik,β [µ](x))

p (x)ωk(x)dx ≤
∫
B(0,R)

(∫
Rd

(Rk,β(x, y))
p dµ(y)

)
ωk(x)dx

=

∫
Rd

(∫
B(0,R)

(Rk,β(x, y))
p ωk(x)dx

)
dµ(y)

≤ C < +∞,

where C is the constant in (3.21).

2) ii) ⇒ i) Assume that the condition (4.2) holds. We will prove that x 7→ Ik,β [µ](x) is
in L1

k,loc(Rd). Let R > 1. By Fubini’s theorem, we have

AR :=

∫
B(0,R)

Ik,β [µ](x)ωk(x)dx =

∫
Rd

∫
B(0,R)

Rk,β(x, y)ωk(x)dxdµ(y)

=

∫
∥y∥≤2R

∫
B(0,R)

Rk,β(x, y)ωk(x)dxdµ(y) +

∫
∥y∥>2R

∫
B(0,R)

Rk,β(x, y)ωk(x)dxdµ(y)

:= A1,R + A2,R.

Applying the assertion 1) with the finite measure µ|B(0,R), we get A1,R < +∞.
Now, from (3.18) we deduce that

A2,R ≤ κ

∫
∥y∥>2R

∫
B(0,R)

max
g∈W

(
∥x− gy∥β−d−2γ

)
ωk(x)dxdµ(y).

But, for every x ∈ B(0, R) and every y ∈ Rd\B(0, 2R), we have ∥x−gy∥ ≥ ∥y∥−∥x∥ ≥ ∥y∥
2 .

Moreover, as R > 1, we see that ∥y∥ ≥ 1
2(1 + ∥y∥) whenever ∥y∥ ≥ 2R. In other words,

the inequality

max
g∈W

(
∥x− gy∥β−d−2γ

)
≤ 4β−d−2γ(1 + ∥y∥)β−d−2γ

holds for every x ∈ B(0, R) and every y ∈ Rd \ B(0, 2R). Hence, by our hypothesis we
conclude that

A2,R ≤ 4β−d−2γκ mk[B(0, R)]

∫
∥y∥≥2R

(1 + ∥y∥)β−d−2γdµ(y) < +∞

and thus the function x 7→ Ik,β [µ](x)ωk(x) is locally integrable on Rd. In particular,
Ik,β [µ](x) < +∞ a.e. on Rd.

i) ⇒ iii) It is obvious.

iii) ⇒ ii) Let x0 ∈ Rd such that Ik,β [µ](x0) < +∞. From (3.18), we can see that

Ik,β [µ](x0) ≥ κ

∫
Rd

min
g∈W

(
∥x0 − gy∥β−d−2γ

)
dµ(y)

≥ κ

∫
Rd

(∥x0∥+ ∥y∥)β−d−2γdµ(y).
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If ∥x0∥ ≤ 1, we deduce immediately from the previous inequality that (4.2) holds.
If ∥x0∥ > 1, using the fact that

∥x0∥+ ∥y∥ ≤ ∥x0∥(1 + ∥y∥)

and using again the above inequality, we obtain that (4.2) holds.
This finishes the proof. �

Remark 4.1 Let β ∈]0, d+ 2γ[.

• Let µ ∈ M(Rd) and µ = µ+ − µ− its Hahn-Jordan decomposition. If µ+ and µ−

satisfy (4.2), then the ∆k-Riesz potential of µ is well defined almost everywhere by setting
Ik,β [µ](x) = Ik,β [µ

+](x)− Ik,β [µ
−](x). Moreover, the function Ik,β [µ] ∈ L1

k,loc(Rd).

• Let us introduce the following notations

M+
k,β(R

d) :=
{
µ ∈ M+(Rd), µ satisfies (4.2)

}
(4.3)

and
Mk,β(Rd) :=

{
µ = µ+ − µ− ∈ M(Rd), µ+, µ− ∈ M+

k,β(R
d)
}
. (4.4)

We note that if 0 < β1 ≤ β2 < d + 2γ, then M+
k,β2

(Rd) ⊂ M+
k,β1

(Rd) and Mk,β2(Rd) ⊂
Mk,β1(Rd).

• Let β, θ > 0 be such that β + θ < d+ 2γ. Then using the generalized Riesz composition
formula (3.17) and Fubini’s theorem we can see that

∀ µ ∈ M+
k,β+θ(R

d), Ik,β+θ[µ] = Ik,β
[
Ik,θ[µ](y)ωk(y)dy

]
. (4.5)

In the following result we will establish that any measure µ ∈ M+
k,β(R

d) doesn’t charge
the singularities of the function Rk,β(x, .) whenever its β-∆k-Riesz potential valued at x
is finite. More precisely, we have

Proposition 4.2 Let µ ∈ M+
k,β(R

d) and x ∈ Rd such that Ik,β [µ](x) < +∞. Then
µ({gx}) = 0 whenever the point gx, g ∈W , is a singularity of Rk,β(x, .).
In particular, if β ≤ d, the condition Ik,β [µ](x) < +∞ implies that µ({x}) = 0.

Proof: Let g ∈ W such that Rk,β(x, gx) = +∞ and let n ∈ N. Since Rk,β(x, .) is l.s.c. at
gx, there exists r > 0 such that Rk,β(x, y) ≥ n for all y ∈ B(gx, r). This implies that

Ik,β [µ](x) ≥
∫
B(gx,r)

Rk,β(x, y)dµ(y) ≥ nµ(B(gx, r)) ≥ nµ({gx}).

This proves the first part.
Now, since β ≤ d, we know that x is always a singularity of the function Rk,β(x, .). Thus
the second part follows from the first one. �

Now, we establish a boundedness principle for the potential of a compactly supported
measure which generalizes the known result in the classical case (i.e. k = 0) (see [18],
Theorem 1.5).
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Proposition 4.3 Let 0 < β < d+2γ and µ be a compactly supported nonnegative Radon
measure on Rd. If Ik,β [µ] ≤M holds on W.supp µ, then

Ik,β [µ] ≤ 2d+2γ−βM on Rd. (4.6)

Proof: Let x /∈W.supp µ and x0 ∈W.supp µ such that ∥x− x0∥ = dist(x,W.supp µ). We
have

∀ y ∈ supp µ, ∀ g ∈W, ∥x0 − gy∥ ≤ ∥x0 − x∥+ ∥x− gy∥ ≤ 2∥x− gy∥.

Hence, by (3.20) we deduce that

∀ y ∈ supp µ, ∀ z ∈ supp µy, ∥x0∥2 + ∥y∥2 − 2 ⟨x0, z⟩ ≤ 4(∥x∥2 + ∥y∥2 − 2 ⟨x, z⟩).

Now, using (2.10), we obtain

∀ y ∈ supp µ, 4−
d
2
−γpt/4(x, y) ≤ pt(x0, y).

From (3.1), the above inequality implies that

∀ y ∈ supp µ, 2−d−2γ+βRk,β(x, y) ≤ Rk,β(x0, y).

Finally, if we integrate with respect to the measure dµ(y) and use our hypothesis, the
inequality (4.6) follows. �

In the following result, we will study some continuity properties of the β-∆k-Riesz
potentials:

Proposition 4.4 Let β ∈]0, d+ 2γ[ and µ ∈ M+
k,β(R

d) with compact support.

1) The function Ik,β [µ] is lower semi-continuous on Rd and continuous on Rd \W.supp µ.

2) If the restriction of the function Ik,β [µ] on W.supp µ is continuous on W.supp µ, then
Ik,β [µ] is continuous on Rd.

Proof: 1) • Consider the function Fn given by

Fn(x) =
1

Γ(β/2)

∫
supp µ

(∫ n

1/n
t
β
2
−1pk(t, x, y)dt

)
dµ(y).

As t
β
2
−1pk(t, x, y) ≤ 2−

d
2
−γc−1

k t−
β−d−2γ

2
−1, by the continuity theorem under the integral

sign, we see that Fn is continuous on Rd. Moreover, from the monotone convergence the-
orem, we deduce that the function Ik,β [µ] is l.s.c. on Rd as being the pointwise increasing
limit of the sequence (Fn).
• Let us prove the second part of 1). Fix a closed ball B(x0, R) in Rd \W.supp µ and set

η := dist (B(x0, R),W.supp µ) > 0.
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From (2.14), we deduce that

∀(x, y) ∈ B(x0, R)× supp µ, pk(t, x, y) ≤
1

(2t)
d
2
+γck

e−
η2

4t .

Then, writing

Ik,β [µ](x) =
1

Γ(β/2)

∫
supp µ

(∫ +∞

0
t
β
2
−1pk(t, x, y)dt

)
dµ(y)

and using the continuity theorem under the integral sign, it follows that Ik,β [µ] is contin-
uous on B(x0, R). As the ball B(x0, R) is arbitrary, the result follows.

2) Fix x0 ∈ W.supp µ and ε > 0. Let (xn) be a sequence which converges to x0. For
R > 0 (small), set µR := µ|B(x0,R) and νR := µ− µR. In particular, we note that

Ik,β [µ] = Ik,β [µR] + Ik,β [νR].

We have∣∣Ik,β [µ](xn)−Ik,β [µ](x0)∣∣ ≤ Ik,β [µR](xn)+Ik,β [µR](x0)+
∣∣Ik,β [νR](xn)−Ik,β [νR](x0)∣∣. (4.7)

• As x0 /∈W.supp νR, by the assertion 1, the function Ik,β [νR] is continuous at x0. Hence,
there exists N1 ∈ N such that

∀ n ≥ N1,
∣∣Ik,β [νR](xn)− Ik,β [νR](x0)

∣∣ ≤ ε. (4.8)

• For every n, let x′n ∈ K :=W.supp µR =W.
(
supp µ ∩B(x0, R)

)
such that ∥xn − x′n∥ =

dist(xn,K) = inf{∥xn − ξ∥, ξ ∈ K}. As x0 ∈ K, we can see that ∥xn − x0∥ ≥ ∥xn − x′n∥.
This implies that ∥x′n − x0∥ ≤ ∥xn − x′n∥+ ∥xn − x0∥ ≤ 2∥xn − x0∥ and thus x′n −→ x0 as
n→ +∞. Using the inequality (4.6), we deduce that

Ik,β [µR](xn) ≤ 2d+2γ−βIk,β [µR](x
′
n) = 2d+2γ−β

(
Ik,β [µ](x

′
n)− Ik,β [νR](x

′
n)
)
. (4.9)

But, x′n ∈ W.supp µ and the restriction of Ik,β [µ] on W.supp µ is continuous. Thus,
limn→+∞ Ik,β [µ](x

′
n) = Ik,β [µ](x0). Again by continuity of Ik,β [νR] at x0, we also get

limn→+∞ Ik,β [νR](x
′
n) = Ik,β [νR](x0). Therefore, Ik,β [µR](x

′
n) −→ Ik,β [µR](x0) as n →

+∞. Let then N2 ∈ N such that

∀ n ≥ N2, Ik,β [µR](x
′
n) ≤ Ik,β [µR](x0) + ε. (4.10)

Finally from (4.7), (4.8), (4.9) and (4.10), the inequality∣∣Ik,β [µ](xn)− Ik,β [µ](x0)
∣∣ ≤ (

2d+2γ−β + 1
)(
ε+ Ik,β [µR](x0)

)
(4.11)

holds for every n ≥ max(N1, N2) and every R > 0.
But, since x0 ∈W.supp µ and Ik,β [µ] is continuous onW.supp µ, we must have Ik,β [µ](x0) <
+∞. Furthermore, because x0 is a singularity of Rk,β(x0, .), Proposition 4.2 imply that

lim
R→0

Ik,β [µR](x0) = lim
R→0

∫
B(x0,R)

Rk,β(x0, y)dµ(y) = 0. (4.12)

Finally, by the relations (4.11) and (4.12) we deduce that Ik,β [µ] is continuous at x0. �
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Theorem 4.1 Let β ∈]0, d + 2γ[ and µ ∈ M+
k,β(R

d) with compact support. Then, the
function Ik,β [µ] is

i) D-superharmonic on Rd if β ≥ 2,

ii) D-harmonic on Rd \W.supp µ if β = 2,

iii) D-subharmonic on Rd \W.supp µ if β ≤ 2.

We need the following lemma:

Proof of Theorem 4.1: i) Let β > 2. Using Fubini’s theorem and the D-superharmonicty
of the ∆k-Riesz kernel (see Proposition 3.6), we can easily see that Ik,β [µ] satisfies the
super-mean property i.e. for all x ∈ Rd and all r > 0, M r

B (Ik,β [µ]) (x) ≤ Ik,β [µ](x).
Since Ik,β [µ] is l.s.c and finite a.e., we deduce that the function Ik,β [µ] is D-superharmonic
on Rd.

ii) If β = 2, we are in the case of the Dunkl-Newton potential and the result has been
proved in [10].

iii) Let β < 2. From Lemma 4.4, we know that Ik,β [µ] is a continuous function on Rd \
W.supp µ. Furthermore, by Proposition 3.6 and Fubini’s theorem, the sub-mean property
is satisfied by the function Ik,β [µ] on Rd \W.supp µ. Thus, Ik,β [µ] is D-subharmonic on
Rd \W.supp µ. �

Corollary 4.1 Let β ∈ [2, d + 2γ[ . If µ ∈ M+
k,β(R

d), then the function Ik,β [µ] is D-

superharmonic on Rd.

Proof: Let Φn the function defined by Φn(x) =
∫
B(0,n)Rk,β(x, y)dµ(y). From Theorem

4.1, the function Φn is D-superharmonic on Rd. Thus, as Ik,β [µ] is not identically +∞ by
hypothesis, the function Ik,β [µ] is D-superharmonic on Rd as being an increasing pointwise
limit of the sequence (Φn)n of D-superharmonic functions (see [10], Proposition 3.3). �

Proposition 4.5 Let µ ∈ M+
k,β(R

d) with β ∈ [2, d+2γ[ and m ∈ N be such that 1 ≤ m ≤
β/2. Then, the function x 7→ Ik,β [µ](x)ωk(x) satisfies

(−∆k)
m (Ik,β [µ]ωk) =


Ik,β−2m[µ]ωk in D′(Rd) if β > 2m,

µ in D′(Rd) if β = 2m,
. (4.13)

Proof: Let ϕ ∈ D(Rd). We will only prove the result in the case β > 2m and by the same
arguments it can be obtained when β = 2m. We have

⟨(−∆k)
m (Ik,β [µ]ωk) , ϕ⟩ =

∫
Rd

(∫
Rd

Rk,β(x, y)(−∆k)
mϕ(x)ωk(x)dx

)
dµ(y)

=

∫
Rd

(∫
Rd

Rk,β−2m(x, y)ϕ(x)ωk(x)dx
)
dµ(y)

=

∫
Rd

Ik,β−2m[µ](x)ϕ(x)ωk(x)dx,

24



where we have used
-Fubini’s theorem in the first and the last lines (it is possible because Ik,β [µ] ∈ L1

k,loc(Rd)

and by Remark 4.1, Ik,β−2m[µ] is also in L1
k,loc(Rd));

- the fact that the ∆k-Riesz kernel is symmetric and the relation (3.28) in the second line.
�

From the previous proposition, we obtain immediately the uniqueness principle for
∆k-Riesz potential of index 2m:

Corollary 4.2 Let m ∈]0, d2 + γ[ be an integer and µ, ν ∈ M+
k,2m(Rd). If Ik,2m[µ] =

Ik,2m[ν] a.e, then µ = ν.

For an arbitrary index β ∈]0, d+ 2γ[, we have the following version of the uniqueness
principle for finite measures:

Theorem 4.2 Let β ∈]0, d+2γ[ and let µ, ν be two finite and nonnegative Radon measures
on Rd. If Ik,β [µ] = Ik,β [ν] a.e. on Rd, then µ = ν.

We start by the following result

Lemma 4.1 Let µ be a finite and nonnegative Radon measure on Rd. Then, Ik,β [µ]ωk is
a tempered distribution and its distributional Dunkl transform is given by

Fk (Ik,β [µ]ωk) = ∥.∥−βFk(µ)ωk in S ′(Rd). (4.14)

Here, Fk(µ) is the function defined by (2.5).

Proof: Letm > d+2γ an integer and Cm as in (3.26). By Fubini’s theorem, the symmetric
property of the ∆k-Riesz kernel and the relation (3.26), we get∫

Rd

(1 + ∥x∥2)−mIk,β [µ](x)ωk(x)dx =

∫
Rd

(∫
Rd

(1 + ∥x∥2)−mRk,β(x, y)ωk(x)dx
)
dµ(y)

≤ Cmµ(Rd) < +∞.

This shows that Ik,β [µ]ωk ∈ S ′(Rd).
Let ϕ ∈ S(Rd). We have

⟨Fk (Ik,β [µ]ωk) , ϕ⟩ =
∫
Rd

(∫
Rd

Rk,β(x, y)dµ(y)
)
Fk(ϕ)(x)ωk(x)dx

=

∫
Rd

(∫
Rd

Rk,β(x, y)Fk(ϕ)(x)ωk(x)dx
)
µ(y)

=

∫
Rd

(∫
Rd

Ek(−iy, x)∥x∥−βωk(x)ϕ(x)dx
)
dµ(y)

=

∫
Rd

∥x∥−βFk(µ)(x)ωk(x)ϕ(x)dx,

where we have used
-Fubini’s theorem in the first second line: it is possible because Fk(ϕ) ∈ S(Rd) and then
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the function x 7→ (1 + ∥x∥2)mFk(ϕ)(x) is bounded with m the integer chosen as above;
-the relations (3.25) and Rk,β(x, y) = Rk,β(y, x) in the third line;
-the boundedness of the function (x, y) 7→ Ek(iy, x) (see (2.2)), Fubini’s theorem and (2.5)
in the last line. �
Proof of Theorem 4.2: By our hypothesis and Lemma 4.1, we have Ik,β [µ] = Ik,β [ν] in
S ′(Rd). Applying Dunkl transform to the both terms and using the relation (4.14), we
deduce that

∥.∥−βFk(µ)ωk = ∥.∥−βFk(ν)ωk in S ′(Rd).

As the functions ∥.∥−βFk(µ)ωk and ∥.∥−βFk(ν)ωk are locally integrable on Rd, we get

∥.∥−βFk(µ)ωk = ∥.∥−βFk(ν)ωk a.e. on Rd.

Now, by continuity it follows that the functions Fk(µ) and Fk(ν) coincide everywhere
on Rd. Finally, by the injectivity of the Dunkl transform on the space of finite Radon
measures on Rd, we conclude that µ = ν. �

In order to extend the pointwise Hedbreg inequality in Dunkl setting, in the follow-
ing result we give the link between the ∆k-Riesz potential and the volume mean of a
nonnegative Radon measure.

Proposition 4.6 Let µ be a nonnegative Radon measure on Rd. Then, for all β ∈]0, d+
2γ[, we have

Ik,β [µ](x) =
dkκ

(d+ 2γ)(d+ 2γ − β)

∫ +∞

0
tβM t

B(µ)(x)
dt

t
, (4.15)

where

M t
B(µ)(x) :=

1

mk[B(0, t)]

∫
Rd

hk(t, x, y)dµ(y). (4.16)

Proof: The result follows from (3.3), Fubini’s theorem, (2.18) and (4.16). �
In the following result, we will extend the pointwise Hedberg inequality (see [13]). We

recall that the Dunkl-Hardy-Littlewood maximal operator is defined for f ∈ L1
k,loc(Rd) by

(see [28])

Mk(f)(x) = sup
r>0

1

mk[B(0, r)]

∫
Rd

|f(y)|τ−x(1B(0,r))(y)ωk(y)dy, (4.17)

where τ−x(1B(0,r)) denotes the L
2
k(Rd)-function with Dunkl transform

ξ 7→ Ek(−ix, ξ)Fk

(
1B(0,r)

)
(ξ).

According to [20], we have hk(r, x, .) = τ−x(1B(0,r)) a.e. on Rd. Thus, we will take this
remark into account in the formula (4.17) and in the sequel of the paper.

Moreover, when dµ(y) = |f(y)|ωk(y)dy, f ∈ L1
k,loc(Rd), we will use the notation Ik,β [|f |]

instead of Ik,β [|f(y)|ωk(y)dy].
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Theorem 4.3 For 0 < β < d+2γ, 1 ≤ p < d+2γ
β , there exists constants C = C(d, γ, β, p) >

0 such that for any measurable function f and any x ∈ Rd, we have

Ik,β [|f |](x) ≤ C∥f∥
βp

d+2γ

k,p (Mk(f)(x))
1− βp

d+2γ , (4.18)

Proof: For every A > 0, by (4.15) where we take dµ(y) = |f(y)|ωk(y)dy, we can write

Ik,β [|f |](x) = Ik,β [|f |ωk](x) = C

∫ A

0
tβ−1M t

B(|f |)(x)dt+ C

∫ +∞

A
tβ−1M t

B(|f |)(x)dt

:= I1(x) + I2(x).

• Clearly, we see that
I1(x) ≤ CAβMk(f)(x). (4.19)

• We have

I2(x) = C

+∞∑
n=0

∫ 2n+1A

2nA
tβ−d−2γ−1

∫
Rd

|f(y)|hk(t, x, y)ωk(y)dydt

≤ C∥f∥k,p
+∞∑
n=0

∫ 2n+1A

2nA
tβ−d−2γ−1td+2γ(1−1/p)dt

≤ C∥f∥k,p
+∞∑
n=0

(2nA)
β− d+2γ

p ,

where we have used Hölder’s inequality and the relation (2.18) in the second line. There-
fore, we have

I2(x) ≤ CA
β− d+2γ

p ∥f∥k,p. (4.20)

Now, using (4.19), (4.20) and choosing

A = A(x) =

(
∥f∥k,p

Mk(f)(x) + ε

) p
d+2γ

,

we obtain

Ik,β [|f |](x) ≤ C∥f∥
βp

d+2γ

k,p (Mk(f)(x) + ε)
1− βp

d+2γ .

Letting ε −→ 0, we get (4.18). �
Using the Hedberg inequality (4.18), the Lp

k-boundedness properties of the Dunkl-
Hardy-Littlewood maximal function (see [4] or [28]) and following the same proof as in
the classical case (see Theorem 3.1.4 in [1]), we obtain the Sobolev inequality:

Corollary 4.3 Let 0 < β < d+ 2γ, 1 ≤ p < d+2γ
β and p∗ = p(d+2γ)

d+2γ−βp .

1) If p = 1, then Ik,β is of weak type (1, p∗) i.e. there exists a constant C = C(β, d, γ)
such that

∀ λ > 0, ∀ f ∈ L1
k(Rd),

∫
{x: Ik,β [|f |]>λ}

ωk(x)dx ≤ C

(
∥f∥k,1
λ

)p∗

. (4.21)

1) If p > 1, then Ik,β is of strong type (p, p∗) i.e. Ik,β : Lp
k(R

d) −→ Lp∗

k (Rd) is bounded.
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Remark 4.2 The previous result has been obtain in [11] by another proof using interpo-
lation methods and in the particular case when the Coxeter-Weyl group is Zd

2 in [29].
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