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Piecewise closed-loop equilibria in
differential games with regime switching
strategies∗

Ngo Van Long†, Fabien Prieur‡, Mabel Tidball,§ and Klarizze Puzon¶

Abstract

We propose a new methodology exploring piecewise closed-loop equilibrium strategies in dif-
ferential games with regime switching actions. We develop a general game with two players.
Players choose an action that influences the evolution of a state variable, and decide on the
switching time from one regime to another. Compared to the optimal control problem with
regime switching, necessary optimality conditions are modified for the first player to switch.
When choosing her optimal switching strategy, this player considers the impact of her choice
on the other player’s actions and consequently on her own payoffs. In order to determine
the equilibrium timing of regime changes, we derive conditions that help eliminate candidate
equilibrium strategies that do not survive deviations in switching strategies. We then apply
this new methodology to an exhaustible resource extraction game.
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resources
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1 Introduction 2

1 Introduction

Several decision making problems in economics concern the timing of switching between
alternative and consecutive regimes. Regimes may refer to technological and/or insti-
tutional states of the world. For instance, a firm with an initial level of technology may
find it optimal to either adopt a new technology or to stick with the old one (Boucekkine
et al. 2004). Another example is the decision to phase out existing capital controls in
a given economy (Makris, 2001). In all non-trivial problems, switching regime is a de-
cision that involves a trade-off, since adopting a new regime brings with it immediate
costs as well as potential future benefits.

There exists a rich literature that deals with endogenous regime shifts modeled as
random, for instance poisson-type, processes (see van der Ploeg and de Zeeuw, 2014,
and Zemel, 2015, for recent applications to climate change economics). The main
difference with this literature is that inducing a regime change is an additional choice
variable in the hands of the decision maker; not a risky event one has to cope with.
Another distinction is worth doing between two cases: the one where a regime shift
is caused by one’s rival (e.g., the rival makes a lumpy investment, such as adopting
a new harvesting technology), and the one where it is induced by nature itself (e.g.,
when the carbon stock exceeds a critical threshold level). The focus of our paper is
on the former case. The latter case (a natural threshold level) has been investigated
by Tahvonen and Withagen (1996), in deterministic setting, and Lemoine and Traeger
(2014), in a stochastic environment where the policy maker learns about the threshold
level by observing the system response in each period.

In this article, we depart from this literature as we consider regime switching strate-
gies in differential games. The game theoretic literature involving regime switching
choice is sparse. Early papers on dynamic games of regime change do not involve a
stock variable. In these models, the only relevant state of the system is the identity of
the players who have adopted the new technology. An example is Reinganum (1981)’s
model of technological adoption decisions of two ex ante identical firms. She assumed
that firms adopt pre-commitment (open-loop) strategies. That is, it is as if a firm enters
a binding commitment on its date of technology switch, knowing the adoption date of
the other firm. Reinganum’s primary finding is that, with two ex-ante identical firms
using open-loop strategies, the equilibrium features diffusion: One firm will innovate
first and the other will innovate at a later date. The first player to switch earns higher
profits. Fudenberg and Tirole (1985) revisited Reinganum’s study by using the concept
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1 Introduction 3

of pre-emption equilibrium. Focusing on Markov perfect equilibrium (MPE) as the
solution concept, they noted that the second player to switch may try to preempt its
rival and become the first to adopt. At the preemption equilibrium, the first player to
switch advantage vanishes (see Long, 2010, for a survey of this literature).

A second strand of literature pertains to the strategic interaction of agents in relation
to the dynamics of a given stock. For instance, Tornell (1997) presented a model that
explores the relationship between economic growth and institutional change. Infinitely-
lived agents solve a differential game that drives the changes in property-rights regimes
for the economy’s capital stock, e.g. common property versus private property. It was
shown that a potential equilibrium of the game involves multiple switching between
regimes. However, only the symmetric equilibrium was considered, such that the play-
ers always choose to switch at the same instant. Consequently, the question of the
timing between switching times was not addressed. In addition, even though Tornell
explicitly defined the MPE for the class of differential games with regime switching,
he does not provide a general modeling of switching strategies. One can also mention
the related analysis by Boucekkine et al. (2011). They analyzed the trade-off between
environmental quality and economic performance using a simple two-player differential
game where players may switch to a cleaner but less productive technology. But they
paid attention to the open-loop Nash equilibrium only while our view is that commit-
ment requirements are simply too strong to model switching strategies as open-loop
strategies.

Undoubtedly, accounting for the existence of some sort of feedback effect in players’
switching strategies operating through the state of the system is a challenging task.
In particular, it does not seem straightforward at first glance to extend the standard
definition of markovian rules (whereby strategies precisely depend on the state of the
system) to this specific class of discrete decisions. To our knowledge, there seems to be
no existing study which formally adresses this issue. This is where the first theoretical
contribution of this paper lies. We develop a general differential game with two players
having two kinds of strategies. First, players have to choose at each point in time an
action that influences the evolution of a state variable. Second, they may decide on
the timing of switching between alternative and consecutive regimes that differ both in
terms of the payoff function and the state equation. Ìn this setting, we define a new
equilibrium concept, referred to as the piecewise closed-loop Nash equilibrium (PCNE
hereafter), which is the natural adaptation of the MPE when timing decisions are part
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1 Introduction 4

of the players’ strategy profile. Formally, this boils down to expressing a player’s timing
strategy as a function of the state of the system, which is described by the regime that
is in current operation, and the level of the stock variable at which the player’s regime
switching problem starts.

For any possible timing, we characterize the necessary optimality conditions for
switching times, both for interior and corner solutions. One interesting finding is that,
compared to the necessary conditions characterizing optimal switching in the standard
(one-player) optimal control problem or in game with open-loop information structure,
we find that the necessary optimal switching conditions are substantially modified for
the player who finds it optimal to move first. Indeed, when choosing the optimal date
and level of the state variable for switching, this player must take into account that
(i) her decision will influence the other player’s equilibrium switching strategy in the
subgame that follows, and (ii) the other player’s switching time will impact on her
own welfare. Depending on the particular economic problem at hand, the interaction
through switching times may provide an incentive to either postpone or expedite regime
switching. Another important issue is how to determine the equilibrium switching
sequence in the PCNE. We resolve this issue by providing conditions that help eliminate
candidate switching sequences that do not survive deviations in switching strategies.

The second contribution of the paper is the application of this new game theoretic
material to study a model of management of an exhaustible resource. To date, there
are only a few papers that have studied the relationship between natural resource
exploitation and the timing of technology adoption. Using a finite horizon two-stage
optimal control problem, Amit (1986) explored the case of a petroleum producer who
considers switching from a primary to a secondary recovery process. He observed that a
technological switch occurs if the desired extraction rate is greater than the one that can
be obtained by the natural drive, or when the desired final output is more than what
can be obtained using the primary process. In a recent paper, Valente (2011) analyzed
a two-phase endogenous growth model which concerns a switch from an exhaustible
resource input into a backstop technology. He showed that adoption of new technology
implies a sudden fall in consumption, but an increase in the growth rate.1

We extend this literature by developing a simple differential game of resource ex-
traction with technology adoption. In our setting, two players extract an exhaustible

1 In the same vein, Boucekkine et al. (2013) explored a general control problem with both technolog-
ical and ecological regime switches. They applied it to address the issue of optimal resource extraction
under ecological irreversibility, and with the possibility to adopt a backstop technology.
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2 The general problem 5

resource for consumption purposes. By incurring a lumpy cost, they can adopt a more
efficient extraction technology. So not only do players choose their extractions rates,
they also decide whether to adopt the new technology and when. In the application,
we first explicitly characterize strategies at the PCNE where both players switch to the
new technology in finite time. We especially focus on the specific economic trade-offs
related to the new type of regime switching strategies. Then, we investigate the impact
of these strategies on both the extraction rates and the timing of adoption of new tech-
nologies. Particular emphasis is on the effect of closed-loop strategic interaction on the
first player to switch’s strategy (as compared to the single-agent case). We show that
since adoption of the second player to switch is costly for the first player, the latter
strategically chooses his date of adoption so that he induces the former to postpone her
adoption. Finally, we deal with the issue of what timing should ultimately arise at the
equilibrium by putting forward some conditions under which none of the players have
an incentive to deviate from a specified timing.

The paper is organized as follows. Section 2 presents the details of the general
setup. Section 3 deals with the theory and characterizes optimality conditions specific
to regime switching strategies. In Section 4, we study the resource extraction game to
illustrate how our methodology works in a simple application. Section 5 is devoted to
a discussion of a numerical example and also reviews other potentially interesting and
more involved economic applications of our theory. Finally Section 6 concludes.

2 The general problem

We consider a two-player differential game in which the instantaneous payoff of each
player and the differential equation describing the stock dynamics depend on what
regime the system is in. There are a finite number of regimes, indexed by s, and we
assume that under certain conditions, the players are able to take action (at some cost)
to affect a change of regime. Let S be the set of regimes. For simplicity, we assume that
each player can make a regime switch only once.2 This implies that regime changes
are irreversible, i.e., switching back is not allowed. In this case, there are four possible
regimes and the set S is simply: S ≡ {11, 12, 21, 22}.

We assume that the system is initially in regime 11. Player 1 can take a “regime
2 The assumption is made for convenience. It would be easy to generalize the analysis to situations

where the players can choose any (finite) number of switching dates by emulating Makris (2001)’s
approach (who considers control problems with many switching times) and combining it with ours.
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2 The general problem 6

switching action” to switch the system from regime 11 to regime 21, if the other player
has not made a switch. The first number in any regime index indicates player 1’s moves.
The second refers to player 2. Once the system is in regime 21, only player 2 can take a
regime switching action, and this leads the system to regime 22. From regime 11, player
2 can switch to regime 12 (if player 1 has not made a switch). From regime 12, only
player 1 can make a regime change, and this switches the system to regime 22. If the
system is in regime 11 and both players take regime change action simultaneously, the
regime will be switched to 22. Finally, the system may remain in 11 forever if neither
agent takes a regime change action. Let Si be the subset of S in which player i can
make a regime change. Then S1 = {11, 12} and S2 = {11, 21}.

The state variable x is a continuous function for all t and could be in any space
Rm

+ , 1 ≤ m ≤ M . At each instant, each player chooses an action ui, with ui ∈ Rni ,
1 ≤ ni ≤ Ni < ∞, that affects the evolution of x. To simplify the exposition, we set
m = 1 and ni = n for i = 1, 2. The instantaneous payoff to player i at time t when the
system is in regime s is

F s
i (ui(t), u−i(t), x(t)).

If player i takes a regime change action at time ti ∈ R+, a lumpy cost Ωi(ti, x(ti)) is
incurred. Then, if for example 0 < t1 < t2 <∞, player 1’s total payoff is

ˆ t1

0

F 11
1 (u1, u2, x)e−ρtdt+

ˆ t2

t1

F 21
1 (u1, u2, x)e−ρtdt

+

ˆ ∞

t2

F 22
1 (u1, u2, x)e−ρtdt− Ω1(t1, x(t1)),

with ρ the discount rate. The differential equation describing the evolution of the state
variable x in regime s is

ẋ = f s(u1, u2, x).

Let us now explain what is meant by the expression “strategy profile” in this setting
in which each player has two types of controls. The set of controls is given by Ci =

{ui, ti}. A strategy consists of an action policy, describing the actions undertaken by
each player at every possible state of the system, (x, s) ∈ R+ × S, and a switching rule
that represents the decision to switch for some relevant level of the state variable. Again,
for the sake of exposure, we restrict attention to those strategies that are not time-
dependent. This requires that the function Ωi(ti, x(ti)) takes the form e−ρtiωi(x(ti)).

Player i’s action policy is a mapping Φi from the state space R+ ×S to the set Rn.
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2 The general problem 7

This is the standard definition of feedback rules for continuous controls. This definition
is not directly transposable to switching strategies, which correspond to a specific type
of discrete controls. However, if one wants to introduce a link between these strategies
and the state of the system, then it is possible to proceed as follows.

Suppose player 1 thinks that if player 2 finds herself in regime 21 at date t, with
x(t) (which implies that he switched at an earlier date t1 ≤ t), she will make a switch
at a date t2 ≥ t. Then player 1 should think that the interval of time between his
own switching date t1 and the switching date t2 is a function not of any level of the
stock, but of the value of the stock at which player 1’s regime change takes place, i.e.,
at x(t1) = x1. More generally, we can define the timing strategy of player i, given
that s ∈ Si, as a mapping θi from R+ × S to R+ ∪ {∞}. For instance, from the state
(x1, 21), θ2(x1, 21) is the length of time that must elapse before player 2 takes her regime
switching action, i.e, the duration of regime 21. If θ2(x1, 21) = ∞, then it means that
she does not want to switch at all from regime 21.

One may note that the θis are not markovian in the usual sense as they are not
defined over any possible level of the stock variable. Indeed, modeling timing decisions
as standard feedback strategies is problematic. It implies that the time to go before
the next switch of player i is a function of the stock x(t): θi(x(t), s), for all t ≥ t−i = 0

(t−i is either the initial time or the switching time of the other player). Assume that
the regime switch finally occurs at ti and for a level xi. In order to determine θi, one
needs to know the evolution of x on the interval [t, ti]. But this depends on the action
policies, Φi, of both players, and in particular on that of player −i, which is obviously
not controlled by player i. This in turn means that x cannot be part of player i’s
switching strategy as otherwise it wouldn’t be robust to deviations. Put differently, we
would then face the problem that the rule itself, i.e., the function θi, changes as a result
of a deviation in Φ−i during some interval of time in between t and ti.3

Switching strategies nevertheless feature a dependence on a specific value of the
stock, the one at which each player’s switching problem begins, and for this reason, they
can be labelled as piecewise closed-loop strategies. The corresponding new equilibrium
concept we then introduce is referred to as the piecewise closed-loop (Nash) equilibrium
(see e.g., Davis, 1993, and Haurie and Moresino, 2001, for related works). The key
point is that such a formulation allows us to account for a new kind of feedback effect in
players’ switching strategies channeling through the state of the system. Our approach

3 This is not the same thing as saying that the decision can be revised in response to changes in the
stock variable, induced by a deviation.
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2 The general problem 8

obviously differs from what one would obtain with an open-loop information structure
whereby each player chooses her switching time taking the one of the other as given.
This leads to the following definition.

Definition 1. • A strategy vector of player i (as guessed by player −i) is a pair
ψi ≡ (Φi, θi), i = 1, 2.

• A strategy profile is a pair of strategy vectors, (ψ1, ψ2).

• A strategy profile (ψ∗1, ψ
∗
2) is called a piecewise closed-loop (Nash) equilib-

rium (PCNE), if given that player i uses the strategy vector ψ∗i , the payoff of
player j, starting from any state (x, s) ∈ R+ × S, is maximized by using the
strategy vector ψ∗j , where i, j = 1, 2.

In order to determine a PCNE of this game, a natural way to proceed, for any
particular timing, is to solve (i) the problem corresponding to each subgame in the
action policies, taking as given the switching times (t1, t2),4 and (ii) the switching
problem of each player in the switching rules, for a particular profile of action strategies
(Φ1,Φ2). For that purpose, we shall extend the methodology originally developed by
Tomiyama (1985) and Amit (1986) to solve finite horizon two-stage optimal control
problems (for infinite horizon problems, see Makris, 2001). In order to apply this
methodology, we need to impose:

Assumption 1. The functions F s
i (.) and f s(.), for any s ∈ S, belong to the class C1.

Moreover, the sub-game obtained by restricting the general problem to any regime s
satisfies the Arrow-Kurz sufficiency conditions.

This assumption ensures that our problem is well-behaved and we manipulate smooth
enough functions.

Before going to the theoretical analysis, we would like to emphasize that the topic
of the paper is all about regime switching strategies in differential games. This means
that the core of the analysis is entirely devoted to a presentation of the optimality
conditions associated with these strategies and a discussion on the impact of this new
source of interaction on players’ behaviors. We thus abstract from other issues that
typically arise in differential games, like existence and uniqueness of the equilibrium

4 As illustrated by the decomposition above, if the equilibrium timing is such that 0 5 t1 5 t2 5∞,
then there are three sub-games to be considered, each being associated with a particular regime.
Indeed, for the timing considered, the sequence of regimes is: 11, 21 and 22.
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3 Optimality conditions for switching strategies 9

by assuming that a solution exists and focusing on the novel part of the problem.5

The next section presents the set of necessary optimality conditions that characterize
a PCNE of the differential game with regime switching strategies.

3 Optimality conditions for switching strategies

The analysis is conducted for a particular timing: 0 5 t1 5 t2 5 ∞. Necessary
optimality conditions for the other general timing, 0 5 t2 5 t1 5 ∞, can easily be
derived by symmetry. First, we state and interpret optimality conditions for an interior
solution (a solution with ti positive and finite and t1 6= t2), which allows us to highlight
the impact of the interaction through switching strategies on the solution. Next, we
want to know whether a player has an incentive to deviate from the timing considered.
For that purpose, corner solutions are carefully studied.

3.1 Interior solution

Assume that there exists a solution (u∗1(t), u∗2(t), x∗(t)) to the differential game defined
above and for given (t1, t2). In any regime s, Player i’s present value Hamiltonian, Hs

i =

F s
i (ui,Φ−i(x, s), x)e−ρt + λsif

s(ui,Φ−i(x, s), x) with λsi the co-state variable, evaluated
at this solution is denoted by Hs∗

i and we refer to θ′2 as the derivative w.r.t the state
variable x. Our first theorem states the necessary optimality conditions related to the
switching strategies at the interior solution, if it exists. All the proofs are displayed in
the Appendix A.1.

Theorem 1. The necessary optimality conditions for the existence of a PCNE featuring
the timing 0 < t1 < t2 <∞ are:
• For player 2:

H21∗
2 (t2)− ∂Ω2(t2, x

∗(t2))

∂t2
= H22∗

2 (t2) (1a)

λ21
2 (t2) +

∂Ω2(t2, x
∗(t2))

∂x2

= λ22
2 (t2). (1b)

5 In the literature on differential games, general theorems on existence are not available, except for
linear quadratic games (e.g., Haurie et al., 2012), or some specific class of stochastic capital accumu-
lation games (e.g. Dutta and Sundaram, 1993, and Amir, 1996). Even for linear quadratic games,
uniqueness cannot be guaranteed. See Dockner et al. (1996) for examples of non-uniqueness.
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• For player 1:

H11∗
1 (t1)− ∂Ω1(t1, x

∗(t1))

∂t1
= H21∗

1 (t1)− [H21∗
1 (t2)−H22∗

1 (t2)], (2a)

λ11
1 (t1) +

∂Ω1(t1, x
∗(t1))

∂x1

= λ21
1 (t1) + θ′2(x∗(t1), 21)[H21∗

1 (t2)−H22∗
1 (t2)], . (2b)

To understand these switching conditions for an interior solution, let us focus on
the difference between the optimality conditions of the first player to switch (player 1)
and the second (player 2) for the particular timing considered. Player 2’s conditions
(1) are similar to the ones derived in multi-stage optimal control literature. Condition
(1a) states that it is optimal to switch from the penultimate to the final regime when
the marginal gain of delaying the switch, given by the difference H21∗

2 (.) − H22∗
2 (.),

is equal to the marginal cost of switching, ∂Ω2(t2,x∗(t2))
∂t2

. Condition (1b) equalizes the
marginal benefit from an extra unit of the state variable x(t2) with the corresponding
marginal cost. It basically says that the value of the co-state, when approached from
the intermediate regime, plus the incremental switching cost must just equal the value
of the co-state, approached from the final regime. Hence, as long as a player finds it
optimal to be the second player to switch, her optimality conditions are similar to the
standard switching conditions of an optimal control problem.

The novel part of Theorem 1 stems from the problem faced by the player who opts
to switch first. Indeed, player 1’s optimality conditions are modified (compared to the
single agent framework). The first condition (2a) implies that player 1 cares about
changes in his situation induced by the switch of player 2. Player 1 decides on his
optimal switching time by equalizing the marginal gain of delaying the switch, which is
given by the difference H11∗

1 (.)−H21∗
1 (.) to the marginal switching cost, ∂Ω1(t1,x∗(t1))

∂t1
−

[H21∗
1 (t2) − H22∗

1 (t2)]. The extra-term [H21∗
1 (t2) − H22∗

1 (t2)] is the marginal impact of
player 2’s switch on player 1. So, player 1 anticipates the impact of player 2’s switch on
his payoff. Depending on the nature of the problem, the additional term can either be
positive or negative. The second optimality condition (2b) is also modified. The cost
of a marginal increase in x at t1 now includes an extra-term: θ′2(x∗(t1), 21)[H21∗

1 (t2) −
H22∗

1 (t2)]. This term reflects the fact that player 1 takes into account his influence on
player 2’s timing strategy, through the level of the state variable at the switching time
x∗(t1). Put differently, player 1 knows that modifying x∗(t1) is a means to delay or
accelerate player 2’s regime switching. In sum, the modified switching conditions of
player 1 illustrate the existence of a two-way interaction through switching strategies.
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3 Optimality conditions for switching strategies 11

A couple of comments are in order here. First, in (2), the term θ′2(x∗(t1), 21) may
look like a kind of Stackelberg-leadership consideration: Player 1 knows the function
θ∗′2 (x∗(t1), 21), and hence he knows that when he chooses t1 and the level x∗(t1) he is
indirectly influencing t2. But this is not really Stackelberg leadership in a global sense.
The situation is just like any standard game tree with sequential moves. If a player
moves first, he knows how the second player to switch will move at each subgame that
follows, and therefore he will take that into account in choosing which subgame he is
going to induce.

Second, the methodology used here relies extensively on the tools developed by
the multi-stage control theory. Beyond the difference in terms of optimality conditions
discussed above, there is another crucial difference between a three-stage optimal control
problem and our three-stage differential game. Indeed in the former problem, the two
regime switches are triggered by a single agent and each is associated with optimality
conditions similar to (1). Put differently, a single agent would choose two different
switching instants t1, t2 ∈ (0,∞) and the corresponding optimal values for the state
variable x∗(t1) and x∗(t2). In the game version and for the timing considered here,
player 1 – who is supposed to switch first – has no such optimality conditions at player
2’ switching time t2. He’s neither the one that has to choose the switching time. Nor,
can he optimally adjust the level of the state variable at this instant. Similarly, there
are no optimality conditions for player 2 at t1, the instant when player 1 solves his own
switching problem (see, for more details, pages 33-36 of the Appendix A.1). However,
as mentioned just above, for this particular sequence of moves, player 1 can indirectly
influence player 2’s switching decision whereas player 2 cannot.

3.2 Corner solutions

Still for the same timing, we now examine the conditions for one player to choose a
corner strategy.

Theorem 2. 1. Suppose player 1 switches at some instant t1 ∈ (0,∞).

• Necessary conditions for player 2 to choose a corner solution with immediate
switching, i.e., t2 = t1 (instead of t2 > t1) are (1b), and

H21∗
2 (t2)− ∂Ω2(t2, x

∗(t2))

∂t2
≤ H22∗

2 (t2) if t1 = t2 (3)
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3 Optimality conditions for switching strategies 12

2. Suppose player 2’s switching problem has an interior solution t2.

• Necessary conditions for player 1 to choose a corner solution with immediate
switching 0 = t1 are (2b), and

H11∗
1 (t1)− ∂Ω1(t1, x

∗(t1))

∂t1
≤ H21∗

1 (t1)− [H21∗
1 (t2)−H22∗

1 (t2)] if 0 = t1 < t2 (4)

• Necessary conditions for player 1 to choose a corner solution of the never switch-
ing type t1 = t2 are (2b), and

H11∗
1 (t1)− ∂Ω1(t1, x

∗(t1))

∂t1
≥ H21∗

1 (t1)− [H21∗
1 (t2)−H22∗

1 (t2)] if t1 = t2 (5)

The corner solution t1 = 0 and corresponding necessary conditions have already
been discussed in literature. For t1 = 0, it must be the case that player 1 wants to
escape from regime 11 as soon as possible. According to condition (4), this happens
when a delay in switching yields a marginal gain that is not greater than the marginal
loss of foregoing for an instant the benefit of the new regime. Of further interest is the
interpretation of players’ “corner solutions” t1 = t2. Quotes are needed because those
solutions actually correspond to artificial situations where the timing is (pre)specified
(here t1 5 t2). The conditions for them to occur deserve much attention since they
provide a clear way to check if a candidate equilibrium in switching strategies is robust
to deviations. As an illustration, consider player 1’s problem. Conditional on player
1 being the first to make a switch and on player 2 being the second, we can derive a
necessary condition for t1 to be at the corner t1 = t2. If this condition (5) is satisfied,
which means that at t2 a delay in switching yields a marginal gain that is at least as
high as the marginal loss of foregoing for an instant the benefit of the new regime, then
we suspect that, when we remove the artificial requirement that t1 5 t2, there will be
an incentive for player 1 to choose to make a regime switch in second place. In such
a case, a candidate solution with t1 5 t2 does not survive the incentive for player 1
to deviate from it. In other words, condition (5) is necessary for the timing not to be
robust to deviations in player 1’s switching strategy. The same reasoning applies to
player 2’s corner solution t2 = t1.

Of course, the timing is not fixed in our differential game with regime switching
strategies and the most important task is precisely to determine what will be the timing
at the equilibrium, or under which conditions a particular timing will occur. The
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4 A resource extraction game with technology adoption 13

analysis of situations where one player may have an incentive to deviate is of crucial
importance to address this non-trivial issue. Indeed, it should allow us to understand
which timing, between 0 5 t1 < t2 5 ∞ and 0 5 t2 < t1 5 ∞, is consistent with the
PCNE requirement.

Let us conclude this section with a brief overview of the other possible combinations
between t1 and t2. First, note that there is no counterpart to the necessary conditions
(3)-(5) for the corner solution t2 =∞ (see the discussion in Makris, 2001, page 1941).
However, the inequality

H21∗
2 (t2)− ∂Ω2(t2, x

∗(t2))

∂t2
> H22∗

2 (t2) for all t1 ≤ t2 <∞ (6)

is sufficient to establish that player 2 will never find it optimal to switch regime. Next,
it is highly unlikely that heterogeneous players decide on the same switching time. So,
generically, we do not expect the timing 0 < t1 = t2 <∞ to be a PCNE candidate when
players have different costs or preferences. But, it is quite easy to derive the optimality
conditions if that timing is an equilibrium outcome for some non-generic cases.6

The next section is devoted to an application of the theory to an exhaustible resource
problem. Our purpose is to illustrate how the reasoning above works in a simple example
from which we can extract analytical results.

4 A resource extraction game with technology adoption

We consider a differential game of extraction of a non-renewable resource. In the related
literature (for extensive surveys on dynamic games in resource economics, refer to Long,
2010, 2011), it is generally argued that the presence of rivalry among multiple agents
tends to result in inefficient outcomes, e.g. overextraction of natural resources. Another
common feature of the frameworks developed in this literature is the assumption that
players cannot adopt new technology that will improve their extraction efficiency. It

6 Suppose that it is optimal for the two players to switch at the same date t1 = t2 ∈ (0,∞), for the
same level of the state x∗(t) = x∗(t1) = x∗(t2), then the following conditions must hold, for i = 1, 2:

H11∗
i (t)− ∂Ωi(t,x

∗(t))
∂ti

= H22∗
i (t)

λ11
i (t) + ∂Ωi(t,x

∗(t))
∂xi

= λ22
i (t).

(7)

Finally, conditions corresponding to the cases t1 = t2 = 0 and t1 = t2 =∞ can easily be derived from
the material presented above.
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4 A resource extraction game with technology adoption 14

is usually assumed that consumption is a fixed fraction of the extraction level. In this
section, we relax this assumption and consider the possibility of technological adoption
among players. That is, players not only choose their consumption, but they also decide
when to adopt the more efficient extraction technology. This consideration represents
another contribution of this paper.

Our resource extraction game comprises I = 2 players. Let ui(t) denote the con-
sumption rate of player i, i = 1, 2, at time t ≥ 0. Meanwhile, let ei(t) be player i’s
extraction rate from the resource at time t ≥ 0. Extraction is converted into con-
sumption according to the following technology: γiui(t) = ei(t), where γ−1

i is a positive
number that reflects a player’s degree of efficiency in transforming the extracted natural
resource into a consumption good.

Two production technologies, described only by the parameter γi, are available to
player i from t = 0. Because players’ technological menus may differ, one needs to
introduce a specific index for the player’s actual technology. It is assumed that player
1 starts with technology l = 1 and has to decide: (i) whether he switches to technology
l = 2, and (ii) when. The state of technology of the other player, 2, is labelled as k and
a technological regime is represented by s = lk, with l, k = 1, 2. For each player i, the
ranking between the parameters satisfies: γ1

i > γ2
i , which means that the second new

technology is more efficient than the old one. A possible indicator of technological gain
for player i from adoption is the ratio γ2i

γ1i
∈ (0, 1), such that the smaller is the ratio, the

higher is the gain.
Let x(t) be the stock of the exhaustible resource, with the initial stock x0 given. As

in section 2, t1 and t2 are the switching times. Suppose 0 < t1 < t2, then the evolution
of the stock is given by the following differential equation:

ẋ =





−γ1
1u1 − γ1

2u2 if t ∈ [0, t1)

−γ2
1u1 − γ1

2u2 if t ∈ [t1, t2)

−γ2
1u1 − γ2

2u2 if t ∈ [t2,∞)

At the switching time, if any, player i incurs a cost that is defined in terms of the
level of the state variable at which the adoption occurs, x(ti) = xi. Let ωi(x(ti)) be this
cost, with ω′i(.) ≥ 0. It takes the form: ωi(xi) = χi + βixi, where χi ≥ 0, βi ≥ 0, and
χi is the fixed cost related to technology investment. These may include initial outlay
for machinery, etc. On the other hand, βi represents the sensitivity of adoption cost to
the level of the exhaustible resource at the instant of switch. Our assumption implies
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4 A resource extraction game with technology adoption 15

that the cost of adopting new technology is increasing in xi. This assumption conveys
the idea that the lower the level of the (remaining) stock of resource, the lower the
cost of adopting the new technology. It could reflect the fact that scientific progress on
installation of resource-saving technology is continually made as the scarcity becomes
more acute. The direct switching cost is discounted at rate ρ. As seen from the initial
period, if a switch occurs at ti, the discounted cost amounts to e−ρtiωi(xi) (this is our
Ωi(ti, x(ti)) of Section 2). Finally, each player’s gross utility function depends on her
consumption only and takes the logarithmic form: F (ui, u−i, x) = ln(ui).

Hereafter, our aim is to apply the methodology developed in Section 3 to this simple
problem. We start by explicitly characterizing both extraction and switching strategies
at the PCNE with 0 < t1 < t2 < ∞. Then, in the wake of the discussion following
Theorem 1, we illustrate the impact of strategic interaction on the decision to adopt the
new technology. Finally, we present the conditions under which neither the players want
to deviate from the timing considered, nor they have an incentive to adopt a corner
strategy. Note that in the subsequent analysis, we pay attention only to the class of
linear feedback strategies for extraction rates.7 Moreover, we shall denote x∗(ti) = x∗i ,
the level of the stock of resource at which player i decides to switch at the PCNE and
call it the switching point. All the proofs are relegated in Appendix B.

4.1 PCNE with 0 < t1 < t2 <∞
The general game – defined as a sequence of three subgames 11, then 21, and finally
22 – is solved backward. Let us put aside the issue of the existence of the PCNE for
the moment (this analysis is postponed to the very end of Section 4.3), and focus on
its characteristics assuming that it exists. In the remainder of the analysis, we need to
define the function ζ(x1;x∗2) as follows

ζ(x1;x∗2) = 1− e−ρθ2(x1,21)

2
ln(1− ρβ2x

∗
2)− β1(Γ(x∗2) + ρx1). (8)

For the problem to be well-defined, hereafter we assume that ζ(x0;x∗2) > 0. In or-
der to avoid unnecessary discussion on technical grounds, we also require that x0 <

7 To echo footnote 6, it is well-known that there may exist other feedback, non-linear, equilibria
in linear-quadratic games (see Dutta and Sundaram, 1993). If we are aware that different types of
extraction strategies may lead to a different timing at the PCNE, assessing the issue of uniqueness is
beyond the scope of the paper.
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4 A resource extraction game with technology adoption 16

min {(ρβ1)−1, (ρβ2)−1}.8 Then we can establish that:

Proposition 1. The PCNE with 0 < t1 < t2 <∞ has the following features:

• In regime 22: extraction rates are given by

γ2
1Φ1(x, 22) = γ2

2Φ2(x, 22) = ρx. (9)

• In regime 21: extraction rates are defined by

γ2
1Φ1(x, 21) = γ1

2Φ2(x, 21) = Γ(x∗2) + ρx with Γ(x∗2) =
ρ2β2(x∗2)2

1− β2ρx∗2
. (10)

There exists a unique switching point, x∗2, for player 2, that solves

ρω2(x∗2) = ln(1− β2ρx
∗
2)− ln

(
γ2

2

γ1
2

)
. (11)

The time-to-go (before switching) strategy is t2 − t1 = θ2(x∗1, 21), with

θ2(x∗1, 21) =
1

2ρ
ln

[
(1− ρβ2x

∗
2)
x∗1
x∗2

+ ρβ2x
∗
2

]
=

1

2ρ
ln

[
Φi(x

∗
1, 21)

Φi(x∗2, 21)

]
. (12)

• In regime 11: extraction strategies satisfy

γ1
1Φ1(x, 11) = γ1

2Φ2(x, 11) = Λ(x∗1, x
∗
2) + ρx,

with Λ(x∗1, x
∗
2) =

Γ(x∗2)+ρx∗1[1−ζ(x∗1;x∗2)]

ζ(x∗1;x∗2)
,

The level of the stock for switching x∗1 is uniquely defined by

ρω1(x∗1) = e−ρθ2(x∗1,21) ln (1− ρβ2x
∗
2) + ln[ζ(x∗1;x∗2)]− ln

(
γ2

1

γ1
1

)
. (13)

With (x∗1, x
∗
2) being determined above, the switching time t1 = θ1(x0, 11) is

θ1(x0, 11) =
1

2ρ
ln

(
Λ(x∗1, x

∗
2) + ρx0

Λ(x∗1, x
∗
2) + ρx∗1

)
=

1

2ρ
ln

[
Φi(x0, 11)

Φi(x∗1, 11)

]
.

Let us start with the analysis of extraction strategies. One immediately observes
that, in each regime, the two players have the same extraction rates, but generally

8 These technical conditions are not central in the upcoming economic analysis.
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4 A resource extraction game with technology adoption 17

not the same consumption rates. This feature is due to the logarithmic utility. From
equations (9) and (10), we see that if β2 > 0, then the adoption of the new technology by
player 2 translates into a downward jump in the extraction rate at time t2. Intuitively,
with the new technology, one needs less resource to produce a given amount of the
consumption good. The impact of player 2’s adoption on her own consumption from
time t2 onward must be positive (for otherwise, she would not make the switch).

Even more interesting is the fact that it is unsure whether the downward adjustment
in extraction also occurs at player 1’s switching date. Indeed, the movement of the
extraction rate at t1 depends on whether ζ(x∗1;x∗2) ≶ 1,9 which is unclear in general.
This emphasizes the impact of the interaction via switching strategies on extraction
strategies. Player 1 knows that he will be worse off after player 2’s adoption because
he will bear the decrease in extraction rates while being unable to compensate it by
changing his own technology, as it is fixed after time t1. This may induce him to
compensate this future anticipated costly event by increasing the extraction rate at t1.

As an illustration, we can take a numerical example,10 for which the extraction rate
actually increases at the date of adoption of player 1. As depicted in Figure 1, the
upward jump in the extraction rate allows player 1 to substantially increase the rate of
consumption at t1 in the anticipation of future bad times.

As to the switching strategies, the combination of the optimality conditions dis-
played in Theorem 1 ((1) for player 2, and (2) for player 1) yields conditions (11) and
(13) in the application. According to (11), for instance, player 2 chooses the switch-
ing point x∗2 that equalizes the net marginal gain of adoption (RHS) to the (constant
value) direct marginal switching cost, ρω2(x∗2) (LHS). The gain from adoption is mea-
sured in terms of increased consumption rates; it is given by the difference between the
direct marginal gain from adoption, − ln

(
γ22
γ12

)
, and the downward adjustment of the

extraction rate, represented by ln(1− ρβ2x
∗
2) < 0.11

9 This expression provides information on the magnitude and direction of the adjustment of extrac-
tion – and player 2’s consumption since she keeps using the same technology – occurring at the instant
of the transition from regime 11 to regime 21.

10 We use the following set of parameters: x0 = 1500, β1 = 0.001, β2 = 0.01, χ1 = 1, χ2 = 10,
γ1

1 = 2, γ2
1 = 1.715, γ1

2 = 2, γ2
2 = 1, ρ = 0.04. For these parameter values, technological gain from

adoption is larger for player 2 than for player 1; but adoption costs are much higher for the former.
There exists a unique PCNE, in linear feedback rules for extraction, at which player 1 switches first,
then followed by player 2, switching times and points being given by: (t1, x

∗
1) = (9.548, 678.332) and

(t2, x
∗
2) = (16.847, 352.686).

11 This is evaluated in utility terms. The same logic is at work for player 1 except that the adjustment
of the extraction rate at his switching time is given by ln[ζ(x∗1;x

∗
2)] and he also has to take into account

the change in extraction at player 2’s adoption time, once discounted appropriately.
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4 A resource extraction game with technology adoption 18

Fig. 1: Evolution of extraction (left) and consumption (right) rates at the PCNE

Moreover, equation (12) confirms that player 2’s time-to-go before switching is de-
fined in terms of player 1’s switching point, x∗1, the discount rate and some parameters
characterizing regime 21, that players leave, and regime 22, that players reach. Hence,
player 1 is able to affect player 2’s switching strategy and will take this influence into
account in the first period problem. Note also that the optimal switching date of player
2 is increasing in x∗1. The larger the resource stock at which player 1 decides to switch,
the later the adoption of player 2. In other words, switching rapidly for player 1 tends
to delay the adoption time of player 2.

This naturally leads us to the next Section that deals with the analysis of the impact
of the interaction through switching strategies on the timing of technology adoption.

4.2 Impact of the interaction through switching strategies

From the analysis of Section 3.1, player 1’s optimality conditions for switching can be
written as (by substitution of the functional forms in conditions (2) of Theorem 1):

ln
[
u11∗1 (t1)

u21∗1 (t1)

]
= −ρω1(x∗1) + e−ρθ2(x∗1,21) ln

[
u22∗1 (t2)

u21∗1 (t2)

]

[γ2
1u

21∗
1 (t1)]

−1 − [γ1
1u

11∗
1 (t1)]

−1
= ω′1(x∗1) + θ′2(x∗1, 21)e−ρθ2(x∗1,21) ln

[
u22∗1 (t2)

u21∗1 (t2)

] (14)

Compared to the single-agent problem, both conditions are modified. The LHS of
the first equation in (14) reflects the marginal gain from extending the horizon of the
first regime. If there exists 0 < t1 < t2 then this marginal gain must be equal to the
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4 A resource extraction game with technology adoption 19

marginal cost of switching at t1. Now, the marginal switching cost (RHS) is augmented
(in absolute magnitude) by the extra-term e−ρθ2(x∗1,21) ln[

u22∗1 (t2)

u21∗1 (t2)
]. Player 1 anticipates

that his switching decision will be followed by the switch (in finite time too) of the
second player and that player 2’s switch will be costly to him. So, it means that player
1’s marginal cost of switching at time t1 is higher than it would be in the absence of
player 2. Other things equal (x1 constant), this would imply that the switch should
occur at a later date, i.e., player 1, when interacting with player 2, has an incentive to
postpone adoption.

The second equation in (14) equalizes the marginal benefit from an extra unit of
the state variable x1 (LHS) with the corresponding marginal cost (RHS). This cost is
lower in the game than in the control problem because, from (12), θ′2(x∗1, 21) > 0 and we
know that ln[

u22∗1 (t2)

u21∗1 (t2)
] < 0. Indeed, changing x1 marginally yields an additional benefit

here. Other things equal (t1 constant), it allows player 1 to induce player 2 to delay
the instant of her switch. The impact of player 2’s switch will then be felt less acutely
because of discounting. This in turn implies that player 1’s adoption should occur at a
higher x∗1. This second effect tends to make it worthwhile for player 1 to adopt at an
earlier date (because the trajectory of x is monotone non-increasing).

In summary, as a result of the interaction with player 2, player 1 has an incentive to
delay the adoption of the new technology (first-order effect corresponding to the first
condition in (14)). It does not mean, however, that he will not adopt before player
2. According to the second condition in (14), the sooner the adoption of player 1, the
lower the negative impact of player 2’s adoption on his welfare (second-order effect).

To conclude this analysis, a striking result can be obtained by focusing on the
special case where ω1(.) ≡ 0: Player 1’s switching cost is identically zero, so that it
is independent of the stock of resource. In this case, if there were no game-theoretic
considerations, we know that the solution of the optimal control problem would be
t1 = 0: Player 1 would adopt the new technology instantaneously because it is more
efficient than the old one. Conclusions are very different in our game setting. It
is optimal for player 1 to switch at a strictly positive date t1 because, by delaying
adoption, player 1 affects player 2’s decision in such a way that the cost imposed by her
adoption is dampened. In the same vein, from the numerical example, we obtain that
if player 1 was the only one allowed to switch technology, then he would adopt at an
earlier date than when he has to adapt to player 2’s adoption (t′1 = 0.805 < t1 = 9.548).

Let us now turn to the last part of the application, whose purpose is to examine
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the conditions under which the timing under scrutiny is robust to deviations in players’
switching strategies, and players do not opt for corner strategies.

4.3 Incentives to deviate from the specified timing

As outlined in Section 3.2, a player may find the timing 0 5 t1 < t2 5∞ non-optimal.
For instance, guessing that player 1 will switch at t1(<∞), player 2 may prefer switching
at a date no later than t1, i.e., deviate from the specified timing. As far as non-optimal
timing are concerned, it can be shown that

Proposition 2. Suppose player 1 adopts the new technology at t1. If player 2 wants to
deviate from the timing 0 5 t1 < t2 5∞, then it must hold that

ρω2(x∗1) ≤ ln(1− ρβ2x
∗
1)− ln

(
γ2

2

γ1
2

)
. (15)

Given that player 2’s adoption takes place at t2, player 1 has an incentive to deviate
only if:

ρω1(x∗2) ≥ ln[ζ(x∗2;x∗2)] + ln(1− ρβ2x
∗
2)− ln

(
γ2

1

γ1
1

)
. (16)

For an interpretation, it is enough to consider player 2’s necessary condition, given
by equation (15) and to draw a parallel with the corresponding condition for a interior
solution (11). The question is when would player 2 find it optimal to skip regime 21
and directly go to regime 22, given that player 1 has adopted at date 0 < t1 < ∞?
It turns out that what matters to player 2, when she contemplates the opportunity to
adopt right after player 1’s adoption, is still the balance between the marginal gain and
cost of adoption, now evaluated at player 1’s switching point. So according to (15),
player 2 wants to deviate from the timing t1 5 t2 when the net marginal benefit from
switching (RHS) outweighs the direct marginal switching cost (LHS), as soon as player
1 has adopted and for a switching point x∗1.

As mentioned in the discussion following Theorem 2, necessary conditions for the
timing not to be robust to deviations are derived from the analysis of hypothetical cor-
ner solutions where the switching time of one player is assumed to be given.12 But
switching times are not given in the game setting since they are part of players’ strate-
gies. In particular, when looking at player 2’s problem, condition (15), whose standard

12 For instance, condition (15) is obtained when considering t2 → t1, for t1 given; this is the limit of
the optimality condition (11) for x∗2 → x∗1, when one replaces the equality with inequality “≤”.
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4 A resource extraction game with technology adoption 21

interpretation in a single-agent framework would be that player 2 is willing to adopt
immediately at t1, actually characterizes the situation where she has an incentive to de-
viate from the considered timing, i.e., to adopt before player 1. A symmetric reasoning
applies to player 1.

As the whole analysis has been conducted for the timing 0 5 t1 < t2 5 ∞, one
logically expects that we can set out conditions under which the timing is indeed robust
to deviations. This is done by imposing, for i = 1, 2:

ρω2(x∗i ) + ln

(
γ2

2

γ1
2

)
> ρω1(x∗i ) + ln

(
γ2

1

γ1
1

)
, (17a)

ζ(x∗i ;x
∗
i ) > 1, (17b)

which are sufficient for the opposite of condition (15) and (16) hold. Condition (17a) is
especially intuitive as it requires the first player to adopt be also the one who faces the
lowest net adoption cost, ρωi(x∗i )+ln

(
γ2i
γ1i

)
, regardless of the switching point considered.

Before ending the analysis, it is worth considering the other situations where the
PCNE associated with timing 0 5 t1 < t2 5 ∞ may exhibit a true corner structure
with, for example, player 1 adopting immediately at t1 = 0, or player 2 never adopting
(t2 =∞). Our results, that are obtained by applying the conditions (3)-(5) of Theorem
2 and (6) to the resource game, can be summarized in the following proposition.

Proposition 3. • Assume that player 1’s switching problem has an interior solu-
tion t1. A sufficient condition for player 2 to choose the “never switching strategy,”
so that 0 < t1 < t2 =∞, is that

ρω2(0) + ln

(
γ2

2

γ1
2

)
≥ 0. (18)

• Assume that player 2’s switching problem has an interior solution t2. A necessary
condition for player 1 to switch immediately at the beginning, so that 0 = t1 <

t2 <∞ is

ρω1(x0) + ln

(
γ2

1

γ1
1

)
≤ e−ρθ2(x0,21) ln(1− β2ρx

∗
2) + ln[ζ(x0;x∗2)]. (19)

• A combination of immediate and never switching 0 = t1 < t2 =∞ may arise only
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if (18) and

ρω1(x0) + ln

(
γ2

1

γ1
1

)
≤ 0, (20)

hold.

Conditions for a corner solution also have very simple interpretations. For instance,
according to condition (18), player 2 never finds it worthwhile to adopt the new tech-
nology if the fixed cost of adoption ρω2(0), weighted by the rate of time preference, is
larger than the direct gain from switching even when the resource gets close to exhaus-
tion (in our setting, the stock of resource is asymptotically exhausted). In the same
vein, for a player to be willing to adopt the new technology immediately it must hold
that the switching cost at the initial resource level is lower than the gain from adoption.
In the latter case, the particular tradeoff is influenced by the other player’s switching
decision to switch in finite time (19) or to keep the old technology forever (20).13

Since we have been interested so far in the analysis of the interior solution, we finally
have to impose conditions that allow us to disregard corner solutions. This we can do
by assuming that

ρω2(0) + ln
(
γ22
γ12

)
< 0,

ρω1(x0) + ln
(
γ21
γ11

)
> max

{
0, e−ρθ2(x0,21) ln(1− β2ρx

∗
2) + ln[ζ(x0;x∗2)]

}
.

(21)

The last important thing to note is that conditions (17) and (21) are also sufficient to
conclude that the PCNE with 0 < t1 < t2 <∞, discussed in Section 4.1, indeed exists.

5 Discussion

5.1 Further insights from numerical analysis

It is worth assessing the impact of technology adoption in the resource game. For
that purpose, we can compare the PCNE with 0 < t1 < t2 < ∞ with the benchmark
situation in which none of the players can take a regime change decision. In this case,
there also exists a unique PCNE, which mimics the corner solution with t1 = t2 = ∞.

13 There are three cases left: (i) Players might wish to adopt their new technology at the same date
and for the same stock of resource. Or, (ii) they might both prefer switching instantaneously; or (iii)
on the contrary they might prefer sticking to the first technology forever. If there is heterogeneity in
switching costs, case (i) cannot be an equilibrium outcome. The conditions for having the two other
possibilities can easily be derived from Proposition 3 (see the Appendix B.4).
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But one should keep in mind that, for the parameter values chosen (see footnote 12),
this benchmark cannot arise as an equilibrium outcome in the game with two players
having a switching decision.

The comparison between the PCNE with technology adoption and the one without
allows to highlight the impact of the interaction through switching strategies on the
extraction and consumption rates. As depicted in Figure 2 (left), the opportunity to
adopt a new – more efficient – technology tends to ramp up extraction due to higher
extraction rates in regime 11 and 21, followed by lower extraction rates in 22. Indeed,
the slightly faster pace of exhaustion of the resource (see Figure 2, right) implies that the
extraction rate must be lower in the last regime (in both cases, the common extraction
rate is equal to ρx). Overall, as depicted in Figure 2 (center), players’ consumption
rates are higher than the ones they will enjoyed in the absence of adoption of better
technologies.

Fig. 2: Extraction and consumption rates at the PCNE with and without adoption

Propositions 1-3 have emphasized the role of technology parameters on one hand,
and cost parameters on the other hand, in the determination of the equilibrium timing.
We can further benefit from the numerical example by performing a brief comparative
statics exercise. Changing for instance the technology parameters in the numerical
example (the baseline scenario being given in footnote 12) has the following conse-
quences. Increasing γ2

1 slightly (γ2′
1 = 1.72 > γ2

1 = 1.715) makes technology adoption
less rushed for player 1 as the technological gain is smaller. So adoption by player 1
occurs later and for a lower stock of resource (t′1 = 11.093 > t1 = 9.548). This in
turn implies that adoption by player 2 is slightly delayed due to strategic interaction
(t′2 = 16.913 > t2 = 16.847). A larger increase in γ2

1 (γ2′
1 = 1.75 > γ2

1 = 1.715) has
a stronger impact on the equilibrium because player 1 now wants to deviate from the



V
er

si
on

 p
os

tp
rin

t

Comment citer ce document :
Long, N. V., Prieur, F., Tidball, M., Puzon, K. (2017). Piecewise closed-loop equilibria in

differential games with regime switching strategies. Journal of Economic Dynamics and Control, à
paraître, à paraître.  DOI : 10.1016/j.jedc.2017.01.008

ACCEPTED MANUSCRIPT

ACCEPTED M
ANUSCRIP

T

5 Discussion 24

timing t1 < t2 by switching in second position. On the contrary, a sufficient decrease in
γ2

1 (γ2′
1 = 1.6 < γ2

1 = 1.715) means that technology adoption is even more worthwhile
and gives player 1 the incentive to adopt a corner strategy by choosing t′1 = 0. In the
same vein, a rise in γ2

2 (γ2′
2 = 1.2 > γ2

2 = 1), which means that switching technology is
less beneficial to player 2, tends to postpone her adoption (t′2 = 29.241 > t2 = 16.847).
At the same time, and in accordance with player 2’s adjustment, player 1’s adoption
occurs earlier and for a higher stock of the resource (t′1 = 1.811 > t1 = 9.548). Another
interesting feature is that as player 2’s adoption is now less harmful to player 1 (the
downward jump in extraction is smaller and t2 larger), he no longer has to compensate
this future costly event by increasing the extraction rate at his own date of adoption
(see the discussion in Section 4.1). Thus, extraction rates jump down at both switching
times. Finally, if player 2’ gain from adoption becomes higher because of a smaller γ2

2

(γ2′
2 = 0.8 < γ2

2 = 1), then we obtain that none of the players find the timing optimal
anymore. Both want to switch positions and allow player 2 to move first.

5.2 Other potential applications of the methodology

In the present analysis, we have chosen the simplest economic problem on purpose as
we wanted to illustrate how the methodology works in an application. However, our
contribution can be useful for researchers working in various fields of the economic
analysis. It provides economists with a powerful tool to assess any situation where the
decision maker can take some “discrete” decisions, as opposed to standard continuous
controls, that affect his/her situation and, since we do not live in an isolated world, the
situation of other decision makers surrounding him/her. This may include much more
involved economic problems such as the following ones.14

Our methodology can first be applied to extended versions of recent papers in re-
source economics, like Jaakola (2012) (or Gerlagh and Liski, 2011). Jaakola considers
the dynamic and strategic interaction between an oil exporter, who owns an exhaustible
polluting resource, and an oil importer who invests in R&D to make a backstop technol-
ogy cheaper. In this paper, one of the players, the oil importer, has a regime switching
or timing decision as he/she chooses the instant when to switch to the backstop (so
the date of economic exhaustion of the resource).15 In order for this general problem

14 A richer list of relevant applications and more institution-oriented examples can be found in
Boucekkine et al. (2013).

15 Note that Jaakola mostly focuses on the open-loop Nash equilibrium while we believe that com-
mitment requirements are simply too strong to model switching strategies as open-loop strategies.
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to provide an interesting application of our theory, we would have to assign a regime
switching decision to the other player. It is well-known that a major weakness of oil
exporting economies is the lack of economic diversification, which notably makes them
vulnerable to the volatilities of prices (Arezki et al., 2011). One option would then
be to assume that the oil-exporter can also decide, given the threat of a switch to the
backstop by the other player, when to engage in a process of diversification. Still on
natural resources management by oligopolies, another interesting analysis is the one
of the impact of oil discovery on the oligopoly equilibrium (Benchekroun and Long,
2006). The problem would consist in defining oil discovery as a timing strategy, players
being able to increase theirs stocks at some date ti by paying a lumpy exploration cost
defined over the actual stocks of resources of all players. This would also contribute
to the literature on the trade-offs between exploration and extraction, which usually
disentangles those issues by assuming that an oil producer chooses its exploration effort
at the initial date and then its extraction path (the problem being solved backward,
see Gaudet and Lasserre, 1988, and more recently, Daubanes and Lasserre, 2015).

The second class of applications of our theory has to do with the dynamics of
institutions in resource-rich economies. For instance, Boucekkine et al. (2016) analyze
the dynamic and strategic interaction between an autocratic elite and the citizens. In
their setting, there is an initial regime during which the elite control all the resources
and take all the decisions. The citizens can only take a regime change decision by
choosing the date of a costly revolution against the elite, which leads the system to a
more democratic regime. A natural extension of this work may consist in allowing the
elite to have a switching strategy too. In line with this paper, the elite may be able
to revise their redistribution and/or repression policy at some point in time, when the
threat of revolution becomes serious. A related but different topic is the one dealing
with conflicts related to natural resources. Van der Ploeg (2016) develops a differential
game in which a resource extraction problem is coupled with a contest for the control
of the resource by rival groups. He adopts the traditional way of modeling conflict by
using a contest success function (see Tullock, 1980). His approach basically boils down
to disentangling the problem of choosing the fighting efforts – which becomes static
and whose resolution gives the symmetric equilibrium in these efforts at each date –
from the problem of choosing extraction rates – which is in essence a dynamic one. An
alternative approach would be to assume that rival groups can decide the date when to
trigger (at some cost) a conflict against the others to expropriate them or increase the
share of the stock of resource it controls. This is actually very much in line with Tornell
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(1997)’s game in which players can change the system of property rights defined over a
resource.

One last particularly interesting application is related to climate change. Following
the climate negotiations in Paris (COP21, Dec. 2015), one may consider the situation
of different countries, or groups of countries (North versus South typically) that may
be initially out of a binding international agreement (like the Kyoto Protocol) but
may decide to join it, or remain out forever, by balancing the costs and benefits of
each alternative. And it goes without saying that the timing decision of each group
(when to reach the agreement) has strong repercussions on the other groups through
the impact on the concentration of GHG, or the penalties (trade barriers) that might
be imposed to groups that prefer to remain out and then run the risk of being accused
of environmental dumping.

6 Conclusion

This paper develops a general two-player differential game with regime switching strate-
gies. The interaction between players is assumed to be governed by two kinds of strate-
gies. At each point in time, they have to choose an action that influences the evolution
of a state variable. In addition, they may decide on the switching time between alter-
native and consecutive regimes. We pay attention to the piecewise closed-loop Nash
equilibrium: the switching strategy is defined as a function of the state of the system.
Compared to the standard optimal control problem with regime switching, necessary
optimality conditions are modified only for the first player to switch. When choosing
the switching strategy, this player must take into account that (i) his decision will
influence the other player’s strategy, and (ii) the other player’s switch will affect his
welfare. Furthermore, we have exhibited and interpreted the conditions characterizing
the timing at the piecewise closed-loop equilibrium, i.e., the timing that is robust to
deviations in switching strategies.

In the second part of this paper, we applied this new theoretical framework to
solve a game of exhaustible resource extraction with technological regime switching. It
was assumed that, at a given cost, players have the option to adopt a more efficient
extraction technology. We then obtained sufficient conditions guaranteeing that both
players switch in finite time. Moreover, we investigated the impact of this new source of
interaction on the adoption strategy of the first-player-to-switch. There is an interplay
between two conflicting effects. On the one hand, adoption by the second-player-to-
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switch imposes a cost to the one who switches first because it implies a drop in his
future consumption that starts from her adoption time. Thus, the first-player-to-switch
may have an incentive to delay adoption. On the other hand, because of discounting,
delaying the switch of the other player will allow the first-player-to-switch to incur a
lower indirect cost, in present-value terms. This cost-saving effect of delaying is smaller,
the higher is the discount rate. This tends to mitigate the incentive to delay adoption.

Overall, the methodology presented in this paper may pave the way to handle a
wider class of problems in economics. Potential extensions include the analysis of tech-
nology adoption in a climate change game, the consideration of the interaction between
the elites and the citizens in a game of institutional regime changes (Acemoglu and
Robinson, 2006), and the analysis of conflict between rival groups for the management
of natural resources (van der Ploeg and Rohner, 2012). These issues will be addressed
in future research endeavors.
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Appendix

A Theory

A.1 Proof of Theorems 1&2

Let the triplet (u∗1(t), u∗2(t), x∗(t)) be the path followed by each player’s strategy and the
stock variable when players adopt markovian rules for the action strategies, for every
t ∈ [0,+∞). A restriction of this path to [tj−1, tj], which corresponds to a particular
regime say s, j = 1, 2, 3 with t0 = 0 and t3 =∞, continues to characterize the solution
of the subgame with x∗(tj − 1) = xj−1, tj−1 and tj given and with the maximization of
´ tj
tj−1

F s
i (u1, u2, x)e−ρtdt as player i’s objective, i = 1, 2.

The proof proceeds in two steps. We start by constructing the first order variation
of the value function resulting from one player’s small deviation from the equilibrium
path. Hereafter, we shall go through the main steps of the proof because our approach
extensively relies on Amit (1986) and we refer the reader to this paper for more details.
We focus on the timing 0 5 t1 5 t2 5∞, i.e., on the case where player 1 is the first to
switch, followed by player 2. Second, since Amit considers an optimal control problem,
we put forward the specificity of the game setting and provide the corresponding new
necessary conditions for switching. Necessary optimality conditions for the other timing
0 5 t2 5 t1 5∞ can be obtained by symmetry. For notational convenience, we do not
make the dependence of decision rules on the regime explicit. If t1 is player 1 switching
time then from the definition of the switching rule, we have t2 = t1 + θ2(x∗1(t)). The
strategy θ2(x∗1(t1)) is not a feedback rule in the usual sense as it does not depend on
any value of the stock x(t) but only on the level x∗(t1) at which player 2’s switching
problem starts. That is why we introduce the new concept of piecewise deterministic
Nash equilibrium (PCNE), which conveys the idea that there nevertheless exists some
sort of feedback effect in the switching rules that operates through the specific level of
the stock variable, x∗(t1).

Player 1’s payoffs evaluated along the PCNE, the strategies of player 2 being given,
can be written as:

V ∗1 =

´ t1
0
F 11

1 (u∗1,Φ2(x∗), x∗)e−ρtdt+
´ t1+θ2(x∗(t1))

t1
F 21

1 (u∗1,Φ2(x∗), x∗)e−ρtdt

+
´∞
t1+θ2(x∗(t1))

F 22
1 (u∗1,Φ2(x∗), x∗)e−ρtdt− Ω1(t1, x

∗(t1))

Assume that player 1 considers the opportunity to change his switching time by a small
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amount δt1. Let (u1(t), u2(t), x(t)) be the vector of feasible controls and state associated
with this change. Player 1’s switching time becomes t1 + δt1 whereas the one of player
2 (as anticipated by player 1) is now given by t+ δt1 + θ2(x(t)) for t ≥ t1 + δt1. Then,
player 1’s payoffs become:

V1 =

´ t1+δt1
0

F 11
1 (u1,Φ2(x), x)e−ρtdt+

´ t1+δt1+θ2(x(t1+δt1))

t1+δt1
F 21

1 (u1,Φ2(x), x)e−ρtdt

+
´∞
t1+δt1+θ2(x(t1+δt1))

F 22
1 (u1,Φ2(x), x)e−ρtdt− Ω1(t1 + δt1, x(t1 + δt1))

In order to compute the variation, we consider the following decompositions:

ˆ t1+δt1

0

F 11
1 (u1,Φ2(x), x)e−ρtdt =

ˆ t1

0

F 11
1 (u1,Φ2(x), x)e−ρtdt+

ˆ t1+δt1

t1

F 11
1 (u1,Φ2(x), x)e−ρtdt,

ˆ t1+δt1+θ2(x(t1+δt1))

t1+δt1

F 21
1 (u1,Φ2(x), x)e−ρtdt =

ˆ t1+θ2(x∗(t1)

t1

F 21
1 (u1,Φ2(x), x)e−ρtdt

−
ˆ t1+δt1

t1

F 21
1 (u1,Φ2(x), x)e−ρtdt+

ˆ t1+δt1+θ2(x(t1+δt1))

t1+θ2(x∗(t1)

F 21
1 (u1,Φ2(x), x)e−ρtdt,

and
ˆ ∞

t1+δt1+θ2(x(t1+δt1))

F 22
1 (u1,Φ2(x), x)e−ρtdt =

ˆ ∞

t1+θ2(x∗(t1)

F 22
1 (u1,Φ2(x), x)e−ρtdt−

ˆ t1+δt1+θ2(x(t1+δt1))

t1+θ2(x∗(t1)

F 22
1 (u1,Φ2(x), x)e−ρtdt.

Rearranging the terms and introducing the notations F s
1 (u1,Φ2(x), x) = Gs

1(u1, x),
Gs∗

1 = Gs
1(u∗1, x

∗), f s(u1,Φ2(x), x) = gs(u1, x), and gs∗ = gs(u∗1, x
∗), the variation of

player 1’s payoffs δV1 = V1 − V ∗1 is equal to:

´ t1
0

{
[G11

1 (u1, x)e−ρt + λ11
1 g

11(u1, x)]− [G11
1 (u∗1, x

∗)e−ρt + λ11
1 g

11(u∗1, x
∗)]− λ11

1 ḣ
11
}
dt

+
´ t1+θ2(x∗(t1))

t1

{
[G21

1 (u1, x)e−ρt + λ21
1 g

21(u1, x)]− [G21
1 (u∗1, x

∗)e−ρt + λ21
1 g

21(u∗1, x
∗)]− λ21

1 ḣ
21
}
dt

+
´∞
t1+θ2(x∗(t1))

{
[G22

1 (u1, x)e−ρt + λ22
1 g

22(u1, x)]− [G22
1 (u∗1, x

∗)e−ρt + λ22
1 g

22(u∗1, x
∗)]− λ22

1 ḣ
22
}
dt

+
´ t1+δt1
t1

[G11
1 (u1, x)−G21

1 (u1, x)] e−ρtdt+
´ t1+δt1+θ2(x(t1+δt1))

t1+θ2(x∗(t1))
[G21

1 (u1, x)−G22
1 (u1, x)] e−ρtdt

−Ω1(t1 + δt1, x(t1 + δt1)) + Ω1(t1, x
∗(t1))
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where we have added to the integrand of the first three lines the term λs1(gs(u1, x) −
ẋ)− λs1(gs(u∗1, x

∗)− ẋ∗), for any differentiable functions λs1, s = 11, 21, 22, and defined,
in any regime s, the deviation hs as hs = x− x∗.

Integrating by parts the terms
´

−λs1ḣsdt and using appropriate boundary – includ-
ing the initial and the transversality – conditions yield: δV1 =

´ t1
0

{
[H11

1 (t, u1, x)−H11∗
1 (t)] + λ̇11

1 h
11
}
dt+

´ t1+θ2(x∗(t1))

t1

{
[H21

1 (t, u1, x)−H21∗
1 (t)] + λ̇21

1 h
21
}
dt

+
´∞
t1+θ2(x∗(t1))

{
[H22

1 (t, u1, x)−H22∗
1 (t)] + λ̇11

1 h
11
}
dt+

´ t1+δt1
t1

[G11
1 (u1, x)−G21

1 (u1, x)] e−ρtdt

+
´ t1+δt1+θ2(x(t1+δt1))

t1+θ2(x∗(t1))
[G21

1 (u1, x)−G22
1 (u1, x)] e−ρtdt− Ω1(t1 + δt1, x(t1 + δt1)) + Ω1(t1, x

∗(t1))

−λ11
1 (t1)h11(t1) + λ21

1 (t1)h21(t1)− λ21
1 (t2)h21(t2) + λ22

1 (t2)h22(t2)

(22)
where t2 = t1 + θ2(x∗(t1)), Hs

1(t, u1, x) = Gs
1(u1, x)e−ρt +λs1g

11(u1, x) is regime s Hamil-
tonian and Hs∗

1 (t) is the same Hamiltonian evaluated along the equilibrium trajectory.
Now we want to obtain a linear approximation of δV1. For δt1 close to zero and hs,

δu1 = u1 − u∗1 small, we first compute the following first order Taylor series:

Hs
1(t, u1, x) ' Hs∗

1 (t) +
∂Hs∗

1 (t)

∂u1

δu1 +
∂Hs∗

1 (t)

∂x
hs

and,
´ t1+δt1
t1

[G11
1 (u1, x)−G21

1 (u1, x)] e−ρtdt ' [G11∗
1 −G21∗

1 ] e−ρt1δt1
´ t1+δt1+θ2(x(t1+δt1))

t1+θ2(x∗(t1))
[G21

1 (u1, x)−G22
1 (u1, x)] e−ρtdt '

[G21∗
1 −G22∗

1 ] e−ρ(t1+θ2(x∗(t1)))(δt1 + θ2(x(t1 + δt1))− θ2(x∗(t1)))

Making use of these approximations, (22) can be rewritten as:

´ t1
0

{
∂H11∗

1 (t)

∂u1
δu1 +

[
∂H11∗

1 (t)

∂x
+ λ̇11

1

]
h11
}
dt+

´ t1+θ2(x∗(t1))

t1

{
∂H21∗

1 (t)

∂u1
δu1 +

[
∂H21∗

1 (t)

∂x
+ λ̇21

1

]
h21
}
dt

+
´∞
t1+θ2(x∗(t1))

{
∂H22∗

1 (t)

∂u1
δu1 +

[
∂H22∗

1 (t)

∂x
+ λ̇22

1

]
h22
}
dt+ [G11∗

1 −G21∗
1 ] e−ρt1δt1

+ [G21∗
1 −G22∗

1 ] e−ρ(t1+θ2(x∗(t1))(δt1 + θ2(x(t1 + δt1))− θ2(x∗(t1)))

−Ω1(t1 + δt1, x(t1 + δt1)) + Ω1(t1, x
∗(t1))

−λ11
1 (t1)h11(t1) + λ21

1 (t1)h21(t1)− λ21
1 (t2)h21(t2) + λ22

1 (t2)h22(t2)

(23)
Next we take the linear parts of the following Taylor expansions:

θ2(x(t1 + δt1)) ' θ2(x∗(t1)) + θ′2(x∗(t1))δx1

Ω1(t1 + δt1, x(t1 + δt1)) ' Ω1(t1, x
∗(t1)) + ∂Ω1(t1,x∗(t1))

∂t1
δt1 + ∂Ω1(t1,x∗(t1))

∂x1
δx1
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with δx1 = x(t1 + δt1) − x∗(t1) the difference between the value taken by the state
variable at the new switching time t1 + δt1 and the equilibrium value x∗(t1). Again,
let’s consider the following approximation:

x(t1 + δt1) ' x(t1) + ẋ∗(t1)δt1

where ẋ(t1) has been replaced with ẋ∗(t1), which is possible if x(t1) is close enough to
x∗(t1), i.e., if our functional forms are smooth enough (see Assumption 1). We also
need to use the same difference of state values at player 2’s switching times, δx2 =

x(t1 + δt1 + θ2(x(t1 + δt1))− x∗(t1 + θ2(x∗(t1)), together with:

x(t1 + δt1 + θ2(x(t1 + δt1)) ' x(t1 + θ2(x∗(t1)) + ẋ∗(t1 + θ2(x∗(t1))(δt1 + θ′2(x∗(t1))δx1)

Observing that ẋ∗ in any regime s is equal to gs∗, the deviation hs can be expressed
in terms of the variations δt1, δx1 and δx2:

hs(t1) = δx1 − gs∗δt1 for s = 11, 21,

hs(t2) = δx2 − gs∗(δt1 + θ′2(x∗(t1))δx1) for s = 21, 22.

Putting all these elements together allows us to get the expression of δV1. Assuming
that Pontryagin conditions

∂Hs∗
1 (t)

∂u1
= 0

λ̇s1 = −∂Hs∗
1 (t)

∂x

(24)

are met in every regime s = 11, 21, 22, we obtain:

δV1 =

[
H11∗

1 (t1)−H21∗
1 (t1) +H21∗

1 (t2)−H22∗
1 (t2)− ∂Ω1(t1,x∗(t1))

∂t1

]
δt1

+
[
λ21

1 (t1)− λ11
1 (t1) + θ′2(x∗(t1))(H21∗

1 (t2)−H22∗
1 (t2))− ∂Ω1(t1,x∗(t1))

∂x1

]
δx1

+ [λ22
1 (t2)− λ21

1 (t2)] δx2

(25)

For the trajectory (u∗1(t), u∗2(t), x∗(t)), with switching times t1 and t2, to be optimal
for player 1 we must have δV1 ≤ 0. Then, from (25), we can move a step forward in the
characterization of the necessary optimality conditions by observing that:

If δt1, δx1 and δx2 are completely free and independent variables, then it must hold
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that:
H11∗

1 (t1)− ∂Ω1(t1,x∗(t1))
∂t1

= H21∗
1 (t1)− [H21∗

1 (t2)−H22∗
1 (t2)]

λ11
1 (t1) + ∂Ω1(t1,x∗(t1))

∂x1
= λ21

1 (t1) + θ′2(x∗(t1))[H21∗
1 (t2)−H22∗

1 (t2)]

λ21
1 (t2) = λ22

1 (t2)

(26)

The same methodology can be displayed to analyze player 2’s switching problem.
The analysis is actually simpler when we solve her problem because by definition of
the switching rule, any small deviation δt2 by player 2 from the switching time t2 has
no impact on player 1’s switching strategy when the timing is 0 5 t1 5 t2 5 ∞. This
means that the first subgame still runs from the initial time t0 = 0 to the switching
time t1 = θ1(x0) after a deviation. Player 2 switching problem is very much the same
as an optimal control problem. So we can skip all the technical details and directly
present the expression of the variation δV2 = V2 − V ∗2 :

δV2 =
[
H21∗

2 (t2)−H22∗
2 (t2)− ∂Ω2(t2,x∗(t2))

∂t2

]
δt2

+
[
λ22

2 (t2)− λ21
2 (t2)− ∂Ω2(t2,x∗(t2))

∂x2

]
δx2 + [λ21

2 (t1)− λ11
2 (t1)] δx1.

(27)

The equivalent of conditions (26), for player 2, are then given by:

H21∗
2 (t2)− ∂Ω2(t2,x∗(t2))

∂t2
= H22∗

2 (t2)

λ21
2 (t2) + ∂Ω2(t2,x∗(t2))

∂x2
= λ22

2 (t2)

λ11
2 (t1) = λ21

2 (t1)

(28)

This might seem to be the end of the proof of Theorem 1, (26) and (28) characterizing
the interior solution 0 < t1 < t2. But it is not since we have now to account for the
specificity of the game structure. In particular, we need to understand whether δxj
is a completely free and independent variable for player i, i, j = 1, 2, i 6= j, when
she/he contemplates the impact of a deviation from her/his switching strategy. To show
that δx2 is in fact necessarily equal to 0 from player 1’s perspective, we focus on the
optimization program faced by each player in regime 21 and we work by contradiction
(the same reasoning applies to show that δx1 = 0 for player 2). Assume that we
have solved the subgame corresponding to regime 22 and obtained the value function
Vi(t2, x(t2)), i = 1, 2. Then, working backward, we have the following considerations.

Player 1, guessing that player 2’s strategy is u2 = Φ2(x) (here we do not make the
guess in the switching strategy explicit since it plays no role in the subsequent analysis),
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solves

max
{u1}

ˆ t2

t1

F 21
1 (u1,Φ2(x), x)e−ρtdt+ V1(t2, x(t2))

s.t.
ẋ = f 21(u1,Φ2(x), x)

x(t1) = x1 given and x(t2) = x2 free.

Player 2 also decides when to switch to regime 22 and thus solves:

max
{u2},t2

ˆ t2

t1

F 21
2 (Φ1(x), u2, x)e−ρtdt+ V2(t2, x(t2))− Ω(t2, x(t2))

s.t.
ẋ = f 21(Φ1(x), u2, x)

x(t1) = x1 given and x(t2) = x2 free.

The critical point, in the formulation above, is the assumption that even if it is
player 2 that has to take her regime change decision, x(t2) is considered free by both
players. If it is the case, then from the third condition in (26) and the second in (28),
we must have:

λ21
1 (t2) = λ22

1 (t2)

λ21
2 (t2) + ∂Ω2(t2,x∗(t2))

∂x2
= λ22

2 (t2).
(29)

Now assume that there is a (unique) pair of markovian strategies (Φ1(x),Φ2(x)),
that solves the Pontryagin conditions in any regime. Then, in particular, we have for
i = 1, 2 and s = 21, 22:

∂F s
i (Φ1(x),Φ2(x), x)

∂ui
+
∂f s(Φ1(x),Φ2(x), x)

∂ui
λsi = 0 (30)

As long as the problem is well behaved (functional forms are twice continuously differ-
entiable, i.e., Assumption 1 holds), strategies Φi(x) are continuous functions of x, and
(30) simply defines the costate variable as a continuous function of the state (of course,
the denominator below must be different from 0):

λsi = −
∂F s

i (Φ1(x),Φ2(x),x)

∂ui
∂fs(Φ1(x),Φ2(x),x)

∂ui

≡ Ψs
i (x) (31)

For simplicity assume that functions Ψi(x) are also monotonic (the proof easily
extends to the non-monotonic case), then they are invertible and we obtain a continuous
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relationship linking the two costate variables:

λs2 = Ψs
2((Ψs

1)−1(λs1)) ≡ Πs(λs1) (32)

that holds for s = 21, 22. This implies that

λ21
2 (t2) = Π21(λ21

1 (t2)) and λ22
2 (t2) = Π22(λ22

1 (t2)), (33)

which cannot hold together with switching conditions (29) as long as Π21(.) 6= Π22(.);
this is where the contradiction arises.

In sum, the analysis above shows that in most well-behaved (tractable) differential
games, there exists a (continuous) relationship between players’ co-state variables at
the PCNE and at any instant, including the switching times . Thus, the conditions
involving the co-states in (26) and (28) cannot hold all together because they imply
that one co-state is continuous whereas the other jumps at each switching time. This
means that the variation δx2 in (25) and δx1 in (27) must be set equal to zero, i.e.,
player i deviation δti has no impact of level of the state variable at player j’ switching
time x(tj). Therefore, the necessary conditions for an interior solution 0 < t1 < t2 <∞
reduce to

H11∗
1 (t1)− ∂Ω1(t1,x∗(t1))

∂t1
= H21∗

1 (t1)− [H21∗
1 (t2)−H22∗

1 (t2)]

λ11
1 (t1) + ∂Ω1(t1,x∗(t1))

∂x1
= λ21

1 (t1) + θ′2(x∗(t1))[H21∗
1 (t2)−H22∗

1 (t2)]
(34)

and,
H21∗

2 (t2)− ∂Ω2(t2,x∗(t2))
∂t2

= H22∗
2 (t2)

λ21
2 (t2) + ∂Ω2(t2,x∗(t2))

∂x2
= λ22

2 (t2)
(35)

Now we move to the necessary optimality conditions for corner solutions.
Let us start with player 1’s conditions assuming that player 2 switches at t2 ∈ (0,∞).

If feasible variations are only of the type δt1 ≥ 0, which corresponds to the solution
t1 = 0, then the first necessary condition in (34) is replaced with (the second still holds):

H11∗
1 (t1)− ∂Ω1(t1, x

∗(t1))

∂t1
≤ H21∗

1 (t1)− [H21∗
1 (t2)−H22∗

1 (t2)] if 0 = t1 < t2. (36)

If we rather consider deviations δt1 ≤ 0, which means that we focus on the corner
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solution t1 = t2, then the inequality in (37) has to be reversed, which gives:

H11∗
1 (t1)− ∂Ω1(t1, x

∗(t1))

∂t1
≥ H21∗

1 (t1)− [H21∗
1 (t2)−H22∗

1 (t2)] if t1 = t2. (37)

As for player 2, looking at the corner solution t1 = t2, with the switching time of
player 1 positive and finite t1 ∈ (0,∞), boils down to considering only variations of the
type δt2 ≥ 0. Then, the first condition in (35) becomes (the second one is still valid):

H21∗
2 (t2)− ∂Ω2(t2, x

∗(t2))

∂t2
≤ H22∗

2 (t2) if t1 = t2. (38)

Finally, there is no necessary condition for the corner solution t2 =∞ (see Makris,
2001). However, a sufficient condition for this case is

H21∗
2 (t2)− ∂Ω2(t2, x

∗(t2))

∂t2
> H22∗

2 (t2) (for any t1 ≤ t2 <∞). (39)

This completes the proof of Theorems 1&2.

B Application

We restrict attention to linear feedback strategies: Φj(x, s) = asj + bsjx. In any regime
s, player i’s present value Hamiltonian is given by:

Hs
i = ln(usi )e

−ρt − λsi (γliusi + γkj (asj + bsjx))

The FOCs are:
(usi )

−1e−ρt = γliλ
s
i

λ̇si = γkj b
s
jλ

s
i

ẋ = −γliusi − γkj (asj + bsjx)

(40)

and have to be combined with the appropriate transversality condition, which depends
on whether the regime is terminal, or not. Solving (40), it can easily be checked that
players’ extraction strategies are the same, whatever the regime:

γliΦi(x, s) = γkj Φj(x, s), (41)

and, when regime s is terminal, we obtain: γl1Φ1(x, s) = γk2 Φ2(x, s) = ρx. This property
means that players’ co-state variables are identical. Moreover, (40)-(41) imply that
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regime s Hamiltonian reduces to Hs
i = (ln(usi )− 2)e−ρt.

B.1 Player 2’s switching problem

B.1.1 Interior solution (proof of Proposition 1, first item)

Switching conditions: Assume player 1 has switched at some t1 ∈ (0,∞), for a
switching point x1. Using (40), (41) and noticing that s = 22 is the terminal regime,
conditions (1a) and (1b) of Theorem 1 for an interior solution (t2, x2), are given by

ln(u21
2 (t2)) + ρω2(x2) = ln

(
ρx2

γ2
2

)
(42a)

u21
2 (t2) =

ρx2

γ1
2(1− β2ρx2)

. (42b)

In addition, the consumption strategies in regime 21 are:

γ2
1Φ1(x, 21) = γ1

2Φ2(x, 21) =
ρ2β2(x2)2

1− β2ρx2

+ ρx = Γ(x2) + ρx. (43)

From (40)-(42b) and (43), (42a) can be rewritten as

ρω2(x2) + ln

(
γ2

2

γ1
2

)
= ln(1− β2ρx2). (44)

This equation defines the optimal level for switching, x∗2, which is indeed independent
on the switching time of player 1.

Characterization of the solution: The RHS of (44) is defined for all x2 ∈ [0, (ρβ2)−1),
decreasing in x2 and varying from zero to −∞ as x goes from zero to (ρβ2)−1. The
LHS is strictly negative at x2 = 0 iff ln

(
γ12
γ22

)
> ρω2(0) and, since β2 > 0, it is strictly

increasing in x2. Let’s for simplicity assume that x0 < min{(ρβ1)−1, (ρβ2)−1}. Then,
there exists a unique solution x∗2 in [0, x∗1] iff:

ρω2(0) + ln
(
γ22
γ12

)
< 0

ρω2(x∗1) + ln
(
γ22
γ12

)
> ln(1− ρβ2x

∗
1).

(45)

Replacing consumptions with the expressions given by (43) in the state equation,
and solving the resulting differential equation (with the boundary condition x(t∗1) = x∗1)
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yield the expression of the state variable for any t ∈ [t1, t2]:

x21∗(t) =

[
x∗1 +

ρβ2(x∗2)2

1− β2ρx∗2

]
e−2ρ(t−t1) − ρβ2(x∗2)2

1− β2ρx∗2
.

Evaluating this equation at t2 and solving for θ2 = t2 − t1, one obtains

θ2(x∗1, 21) =
1

2ρ
ln

[
(1− ρβ2x

∗
2)
x∗1
x∗2

+ ρβ2x
∗
2

]
=

1

2ρ
ln

[
Φi(x

∗
1, 21)

Φi(x∗2, 21)

]
, (46)

which gives the time-to-go (before switching) strategy of player 2 as a function of the
equilibrium switching point of player 1, x∗1.

B.1.2 Never switching condition (proof of Proposition 3, first item)

Still assuming that there exists t1 ∈ (0,∞), the sufficient condition (6) for a never
switching solution (t2 =∞) is:

ln[u21
2 (t2)] + ρω2(x2) > ln[u22

2 (t2)] for all t1 ≤ t2 <∞. (47)

From (43) and γ2
2u

22
2 (t) = ρx, this is equivalent to:

ρω2(x2) + ln

(
γ2

2

γ1
2

)
> ln(1− β2ρx2).

for all admissible x2 > 0. Now take the limit of both the LHS and the RHS of this
equation when t2 → ∞. Observing that x2 = x(t2) → 0 (the stock of resource is
exhausted asymptotically), we obtain that the condition

ρω2(0) + ln

(
γ2

2

γ1
2

)
≥ 0 (48)

is sufficient to conclude that player 2 will never adopt. This condition is exactly the
opposite of the first condition in (45).

The analysis of the last artificial corner case (t1 = t2) is postponed to Appendix B.3
because it requires player 1’s switching problem be examined first.
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B.2 Player 1’s switching problem

B.2.1 Interior solution (proof of Proposition 1, second item)

Switching conditions: Suppose that player 2’s regime switching takes place at some
t2 ∈ (0,∞), with x(t∗2) = x∗2. Direct manipulations of (40), (41), (43), (46) yields the
expression of conditions (2a) and (2b) of Theorem 1:

ln(u11
1 (t1)) + ρω1(x1) = ln

(
Γ(x∗2) + ρx1

γ2
1

)
+ e−ρθ2(x1,21) ln(1− ρβ2x

∗
2), (49a)

γ1
1u

11
1 (t1) =

Γ(x∗2) + ρx1

ζ(x1;x∗2)
. (49b)

with Γ(.) defined in (43) and

ζ(x1;x∗2) = 1− e−ρθ2(x1,21)

2
ln(1− ρβ2x

∗
2)− β1(Γ(x∗2) + ρx1). (50)

Solving for the markovian consumption strategies in regime 11, one finds

γ1
1Φ1(x, 11) = γ1

2Φ2(x, 11) = Λ(x1;x∗2)+ρx with Λ(x1;x∗2) =
Γ(x∗2) + ρx1[1− ζ(x1;x∗2)]

ζ(x1;x∗2)
.

Substituting u11
1 (t1) with the expression in (49b), using (44) and γ2

1u
21
1 (t1) = Γ(x∗2)+ρx1,

the optimality condition (49a) can be rewritten as:

ρω1(x1) + ln

(
γ2

1

γ1
1

)
= e−ρθ2(x1,21) ln (1− ρβ2x

∗
2) + ln[ζ(x1;x∗2)]. (51)

Equation (51) defines player 1’s switching point x∗1, which is independent of t2. At the
PCNE, it has to be evaluated for x2, θ2(.) defined by (44) and (46).

Note that there is no reason for player 1’s switching point to be the same when
t2 < ∞ than when t2 = ∞. Indeed, when t2 = ∞, it can be shown that x∗1 solves:
ln
(
γ21
γ11

)
+ ρω1(x∗1) = ln(1− β1ρx

∗
1).

Characterization of the solution: ζ(x1;x∗2) is defined over (x∗2, x0) with ζ ′(x1;x∗2) <

0. Let’s assume that ζ(x0;x∗2) > 0, so that the logarithm of ζ(x1;x∗2) is defined for
all admissible x1. The LHS of (51) is always positive and increases with x1 on the
relevant domain whereas the RHS is non monotone because θ2(.) is increasing in x1.
Therefore, a necessary existence condition is ζ(x∗2;x∗2) > 1 (otherwise the RHS is always
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negative). Assuming that β2 > 2β1, it is easy to check that ∃!x̄∗2 ∈ (0, (ρβ2)−1) such
that ζ(x∗2;x∗2) > 1 for all x∗2 < x̄∗2. From now on, we will assume that this technical
condition holds. Then necessary and sufficient boundary conditions for the existence of
x∗1 ∈ (x∗2, x0) solving (51) are:

ρω1(x0) + ln
(
γ21
γ11

)
> e−ρθ2(x0,21) ln (1− ρβ2x

∗
2) + ln[ζ(x0;x∗2)],

ρω1(x∗2) + ln
(
γ21
γ11

)
< ln(1− ρβ2x

∗
2) + ln[ζ(x∗2;x∗2)].

(52)

Using all the material above, we get the expression of the resource stock for all
t ∈ [0, t1]: x11(t) =

(
x0 + Λ

ρ

)
e−2ρt − Λ

ρ
. Evaluating this expression at t1 we finally

obtain:

t1 = θ1(x0, 11) =
1

2ρ
ln

(
x0 + Λ

ρ

x∗1 + Λ
ρ

)
.

B.2.2 Immediate switching (proof of Proposition 3, second item)

Still assuming that player 2’s switching problem has a solution t2 (with x∗2 that solves
44), if player 1 finds it optimal to switch instantaneously then, according to Theorem
2, conditions (4) must hold. In our application, it is given by:

ln[u11
1 (t1)] + ρω1(x1) ≤ ln[u21

1 (t1)] + e−ρθ
∗
2(x1,21) ln(1− β2ρx

∗
2) (53)

Making use of condition (49b), (53) reduces to:

ρω1(x0) + ln

(
γ2

1

γ1
1

)
≤ e−ρθ2(x0,21) ln(1− β2ρx

∗
2) + ln[ζ(x0;x∗2)], (54)

which is exactly the opposite of the first condition in (52).

B.3 Robustness to deviations (proof of Proposition 2)

B.3.1 For player 2

Consider the situation where player 2 has an incentive to deviate from the timing
t1 5 t2, given that player 1’s switching problem has an interior solution. Condition (3)
of Theorem 2 simplifies to:

ln[u21
2 (t2)] + ρω2(x∗2) ≤ ln[u22

2 (t2)] if t1 = t2 (55)
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with γ2
2u

22
2 (t2) = ρx∗2. Together with (42b) and given that x∗2 = x∗1 in this limit case,

(55) simplifies to:

ρω2(x∗1) + ln

(
γ2

2

γ1
2

)
≤ ln(1− β2ρx

∗
1), (56)

which is the exact opposite of the second condition in (45). Moreover, in this hypothet-
ical scenario, equation (51), that defines x∗1, reduces to

ρω1(x∗1) + ln

(
γ2

1

γ1
1

)
= ln(1− ρβ2x

∗
1) + ln [ζ(x∗1;x∗1)] . (57)

So (56) can finally be rewritten as:

ln [ζ(x∗1;x∗1)] ≤
{
ρω1(x∗1) + ln

(
γ2

1

γ1
1

)}
−
{
ρω2(x∗1) + ln

(
γ2

2

γ1
2

)}
. (58)

B.3.2 For player 1

Assume that player 2’s switching problem has an interior solution with t2 and x∗2 given.
Applying conditions (2b) and (5), the timing is not robust to deviations in player 1’s
strategy only if:

ln[u11
1 (t1)] + ρω1(x∗1) ≥ ln[u21

1 (t1)] + e−ρθ2(x∗1,21) ln(1− β2ρx
∗
2) if t1 = t2,

γ1
1u

11
1 (t1) = Γ+ρx1

ζ(x1;x∗2)

(59)

Making use of x∗1 = x∗2, θ∗2(x∗2, 21) = 0, and γ2
1u

21
1 (t∗2) = γ1

2u
21
2 (t∗2) = Γ + ρx∗2, the first

condition in (59) is equivalent to:

ρω1(x∗2) + ln

(
γ2

1

γ1
1

)
≥ ln(1− β2ρx

∗
2) + ln[ζ(x∗2;x∗2)], (60)

and note that this condition is the opposite of the second boundary condition for an
interior solution in (52). Now, from (44), it can also be written as:

ln [ζ(x∗2;x∗2)] ≤
{
ρω1(x∗2) + ln

(
γ2

1

γ1
1

)}
−
{
ρω2(x∗2) + ln

(
γ2

2

γ1
2

)}
. (61)

It has the same general expression as (58), except that the reference point is x∗2 rather
than x∗1.
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B.4 Remaining cases

• Immediate and never switching: 0 = t1 < t2 = ∞. From Appendix B.1.2,
we know that (48) is sufficient to have t2 = ∞. In this case, player 1 compares the
(marginal) gain from staying forever in regime 11 to the gain from switching directly
to 21. Given that γl1u1(0) = ρx0 for l = 1, 2, the condition for an immediate switching
is: ρω1(x0) + ln

(
γ21
γ11

)
≤ 0.

• Simultaneous interior switches: 0 < t1 = t2 = t < ∞. From (40) and (41),
we have λs1 = λs2 in any regime s. It is clear that the last switching condition in (7)
cannot be simultaneously satisfied for the two players whenever ω′1(x) 6= ω′2(x) for all x
(recall that ω′i(x)e−ρt = ∂Ωi(x,t)

∂x
for i = 1, 2).

• Simultaneous instantaneous switches: t1 = t2 = 0: In this case, it must be
true that ρωi(x0) + ln

(
γ2i
γ1i

)
≤ 0 for i = 1, 2.

• Never switching for both players: t1 = t2 = ∞. This case occurs when
condition (48) holds for the two players.


