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Abstract

We prove better Strichartz type estimates than expected from the (optimal) dispersion we
obtained earlier on a 2d convex model domain. This follows from taking full advantage of
the space-time localization of caustics in the parametrix, despite their number increasing like
the inverse square root of the distance from the source to the boundary. As a consequence,
we improve known Strichartz estimates for the wave equation. Several improvements on our
previous parametrix construction are obtained along the way and are of independent interest
for further applications.
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1. Introduction and main results

Let us consider the wave equation on a domain 2 with boundary 052 ,

(02 — A)u(t,x) =0, z€Q
uli—o = o Oyul—o = u1, (1)
Bu =0, z €.

Here, A usually stands for the Laplace-Beltrami operator on €. If 9Q # (), the boundary
condition could be either Dirichlet (B is the identity map: u|sq = 0) or Neumann (B = 0,
where v is the unit normal to the boundary.)

Solutions to the wave equation on a smooth manifold without boundaries are known to
disperse. In particular, on average the wave amplitude is decaying faster than predicted
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by Sobolev embedding Theorem from energy estimates, and this yields so-called Strichartz
estimates. In turn these estimates have been crucial in dealing with a large range of prob-
lems, both linear and nonlinear. They are also closely related to localization and decay of
eigenfunctions in the compact case (through square function estimates for the wave equation).

Let us be more specific and introduce notations: let d be the spatial dimension of €2 and

8= d(% — l) — %, with (¢,7) be an admissible pair,

T

<=1

- =), q>2. (2)

|
[\

Then, when (2 is a Riemannian manifold with empty boundary, the solution to (1) is such
that, at least for a suitable T' < +00 depending only on €2, uniformly for 0 < h < 1,

P (D)l paqorry < C(llwollan + 22, (3)

where xy € C§° is a smooth truncation in a neighborhood of 1, D = —id and H' is the
Sobolev space associated with A on 2. One may often state (3) differently by removing the
spectral cut-off x, removing all h factors and replacing (H!, L?) by (H”, H°~1) for the data
on the righthand side, at the expense of introducing fractional Sobolev spaces on 2. When
(3) holds for T' = oo, it is said to be a global in time Strichartz estimate. For 2 = R? with
flat metric, the solution uga(t, z) to (1) with data (ug = 6., u1 = 0) is known to be

uga(t, ) =

g | st

and by stationary phase the classical dispersion estimate follows:
d- d-1
IX(hDe)uga(t, )| Lo @ey < C(d)h™ min{L, (h/t)"2 }. (4)

Interpolation between (4) and energy estimates, together with a duality argument, routinely
provides (3). On any boundaryless Riemannian manifold (€2, g) one may follow the same
path, replacing the exact formula by a parametrix (which may be constructed locally within
a small ball, thanks to finite speed of propagation.)

On a manifold with boundary, one may no longer think that light rays are slightly distorted
straight lines. There may be rays gliding along a convex part of the boundary, rays grazing
a convex obstacle or combinations of both. Strichartz estimates outside a strictly convex
obstacle were obtained in [11] and turned out to be similar to the free case (see [7] for the
more complicated case of the dispersion). Strichartz estimates with losses were obtained
later on general domains, [1], using short time parametrices constructions from [12], which
in turn were inspired by works on low regularity metrics [13]. Losses in [1] are induced by
considering only time intervals that allow for no more than one reflection of a given wave
packet and as such, one does not see the full effect of dispersion in the tangential directions.

In our work [8], a parametrix for the wave equation inside a model of strictly convex
domain was constructed that provided optimal decay estimates, uniformly with respect to
the distance of the source to the boundary, over a time length of constant size. This involves
dealing with an arbitrarily large number of caustics and retain control of their order. Our



sharp dispersion estimate immediately yields by the usual argument Strichartz estimates with
a range of pairs (¢, r) such that

(D)

where, informally, the new 1/4 factor is related to the 1/4 loss in the dispersion estimate. On
the other hand, earlier works [3], [4] proved that Strichartz estimates inside strictly convex
domains of dimension d > 2 can hold only if (¢, ) are such that

1 _ d-=-1)/1 1 1/1 1

- < —— = —=(-== > 2. 6

¢ = 2 (2 r) 6<4 r>’ 1 ©)
This provides a counterexample for » > 4 and restricts the dimension to d < 4. In a recent
work [10], we improved the 2D counterexample, with (6) replaced by a stronger requirement:

< (-3)(-2)

which, for r = 400, yields ¢ > 5 (to be compared to ¢ > 24/5 in (6).)

Our purpose now is to improve upon the positive results, in dimension d = 2. In particular,
for suitable micro-localized solutions we close the gap with the recent counterexample from
[10], providing a near complete picture when z+|D, D, *|* ~ h'/3,|D,| ~ h™'. Before stating
our main result, we start by describing the convex model domain under consideration: the
Friedlander model domain is the half-space, for d > 2, Q4 = {(z,y)|r > 0,y € R} with
the metric gr inherited from the following Laplace operator, Ap = 9% + (1 + m)ARg—l.

Remark 1.1. For the metric g = dz*+ (14 x)~'dy?, the Laplace-Beltrami operator is A, =
(14 2)Y20,(1 + 2)7Y20, + (1 +2)A, which is self adjoint with volume form (14 x)~2dzdy.
Our Friedlander model uses instead the Laplace operator associated to the Dirichlet form
[ IVgul?dedy = [(|0,u*+ (1 + x)|0yul?)dxdy, which is self adjoint with volume form dzdy.
The Friedlander operator Ap allows for explicit computations and the difference Ay — Ap =
—(2(1 + 2))7'0, is a first order differential operator: as such, as long as we are dealing
with local in time Strichartz estimates for data close to the boundary, it may be treated as a
lower order perturbative term and proving local in time Strichartz estimates for Ap implies
the same set of estimates for A,. Moreover, (4, gr) is easily seen to model a strict convex
domain, as a first order approximation of the unit disk D(0,1) in polar coordinates (r,0),
close to the boundaryr =1: setr=1—1x/2, 0 = y.

Theorem 1. Strichartz estimates (3) hold true for the wave equation (1) on the domain
(Qa, gr), with A = Ap, for pairs (q,r) such that

% < <% - 7(2)) (% - %) L with (2) = % (8)

In particular, for r = +00, we have ¢ > 5+ 1/7.



This result improves on known results for strictly convex domains in 2D: for d = 2, [1]
obtained v(2) = 1/6 (but for any boundary), while [8] only provide the weaker v(2) = 1/4.
Note that for d > 3, [8] had a uniform ~(d) = 1/4, which already improved on [1], where
7(3) =2/3 and v(d) = (d—3)/2 for d > 4 (but again, without restrictions on the boundary).
We deliberately chose to restrict to 2D, in order to avoid another layer of technicalities.
However, Theorem 1 generalizes to d > 3 with at least y(d) < 1/6. This will be dealt with
elsewhere (preliminary results appeared in [9]). Moreover, Theorem 1 will extend to a generic
strictly convex domain, building upon [6] and using the present work as a blueprint; recently
[6] obtained y(d) > (1 — 1/d)/4 for any strictly convex domain, using a weaker version of
our model 2D argument. Finally, we expect that the present parametrix construction and its
counterpart from [6] to be building blocks for sharper versions of propagation of singularities
theorems in the presence of boundaries. This in turn would have important applications to
control theory that, to our knowledge, have remained out of reach for a long time.

The proof of Theorem 1 will rely on a complete make-over of the parametrix construction
of [8]: resulting bounds on the Green function will be improved in several directions together
with refinements of estimates on gallery modes from [3], all of which are of independent
interest:

e After introducing a localization such that z + D, ?D2 ~ v < 1, one may further restrict

the wave operator to this region of phase space. The worst possible case regarding
dispersion will then be z ~ v and |D,| < \/7|D,|, for v = h'/3;

e At such fixed 7, the parametrix construction from [8] may be extended to initial data
O(z=a,y—0) With h?*/3=¢ < ~, for any € > 0 and any a > 0, improving on the previous
requirement a > h*/7;

e the degenerate stationary phase estimates in [8] may be refined to isolate precisely the
space-time location of the worst case scenario of a swallowtail singularity. It turns
out that such singularities only happen at an exceptional, discrete set of times; we
then suitably average over such exceptional times, at fixed ~, before recombining the
resulting Strichartz estimates. The singular points in the Green function originating
at = a in the (x,t) plane are (a,4N+/ay/1+ a), for |[N| < 1/y/a, which creates
difficulties in averaging over a > 0, as the usual argument is blind to improvements
outside a small neighborhood of this set.

e gallery modes satisfy the usual Strichartz estimates (as already proved in [3]) but with
uniform constant with respect to the order of the mode: this allows to deal with the
v < h?/37¢ region.

These improvements proved to be crucial in recent works [5] and [2]: refinements over the
space-time localization of the degenerate stationary phase are indeed a key point to obtain
semi-classical dispersion estimates in the Schrodinger case, where the methods of [8] fail to
yield improvements over previously known results.

In the remaining of the paper, A < B means that there exists a constant C' such that
A < CB and this constant may change from line to line but is independent of all parameters.
It will be explicit when (very occasionally) needed. Similarly, A ~ B means both A < B and
B < A.



2. The half-wave propagator: spectral analysis and parametrix construction

Let Ai denote the standard Airy function, we have Ai(—z) = A, (z) + A_(z), where
Ap(z) = T B Ai(eTT/3%), for z € C, 9)

By definition, a function f(w) admits an asymptotic expansion for w — 0 when there exists
a (unique) sequence (¢, ), such that, for any n, lim, o w= " (f(w) — 30 c,w™) = o1 We
will denote f(w) ~q Y, cow™. Then

i 2;23/2 — - —3j 1
As(z) = U(eT™32)eT3= 7 W(2) ~yy, 2 1/422%2 82 gy = FPeTEL (10)
]:

The following lemma (see [10] for a proof) will be crucial in the analysis of reflected phases :

Lemma 1. Define, for w € R, L(w) = 7 + ilog ﬁ;gg;, then L s real analytic and strictly
increasing. We also have
. 4 3 T 3
L(0)=7/3, lim L(w)=0, Lw)= qwW? + 5 B(w?2), for w>1, (11)
w—r—00

with B(w) ~1/u > pey bpu™" and by € R, by > 0. Finally, one may check that
Ai(—wi) =0 <= L(wy) =27k and L'(wy,) = 27r/ Ai*(x — wy) dx, (12)
0

where here and thereafter, {—wy }r>1 denote the zeros of the Airy function in decreasing order.

2.1. Spectral analysis of the Friedlander model

Let Qy be the half-space {(z,y) € R?|,z > 0,y € R} and consider the operator Ap =
02+ (1+ :L‘)aj on 2y with Dirichlet boundary condition. After a Fourier transform in the y
variable, the operator —Ap becomes —92 + (1+x)6%. For 0 # 0, this is a positive self-adjoint
operator on L?(R, ), with compact resolvent.

Lemma 2. ([10, Lemma 2]) There exist orthonormal eigenfunctions {ex(x,0)}r>o with their
corresponding eigenvalues A\, (0) = |0>+wy|0*/3, which form a Hilbert basis of L*(R.). These
eigenfunctions have an explicit form

1/3
en(z,0) = %m(wﬁ/% - wk), (13)
"(wp

where L' (wy) is given by (12), which yields |lex(.,0)||L2r.) = 1.

In a classical way, for a > 0, the Dirac distribution d,—, on R, may be decomposed
in terms of eigenfunctions {ex}r>1: do=a = D _jsy €k(x,0)ex(a,0). If we consider a data at
time ¢ = s such that uo(z,y) = Y(hDy)dy—qy—=p, where h € (0,1] is a small parameter and



Y € C°([3,3]), we can write the (localized in §) Green function associated to the half-wave
operator on {2y as

G ((z,9,1), (a,b, s) Z/ it/ MO =00 (hh)ey (2, 0)er(a, 0)d0 . (14)

k>1

Notice that, in addition to the cut-off ¢)(h@), which localizes the Fourier variable dual to y,
we may add a spectral cut-off ¢ (hy/Ax(6)) under the 0 integral, where 1, is also such that
Uy € Cg°([3, 2]). Indeed,

—Ap(p(h0)ee(x,0)) = A\ (0)(h)eey(z,0) .

As observed in [8], the significant part of the sum over k in (14) becomes then a finite sum over
k < h~', considering the asymptotic expansion of wy, ~ k%/3. We now go further and localize
with respect to (x — 0720?%): notice (x — 0720%)ex(x,0) = (072\(0) — 1)ex(z,0). As such,
introducing a new parameter v < 1, we add a factor ¥ ((wr072/3)/~) which, considering the
asymptotic expansion of the Airy zeros and the 6 localization, is essentially v ((kh)*?) /7). If
Yy € C5°([—1,1]), this allows to reduce the sum over & in the definition of the Green function
to k’s such that k < ~%?%/h. In the following we actually choose v, € C5°([3, 5]) (later on, it
will become clear that for v < a, the corresponding part of Gif , is irrelevant since the factor
er(a,0) in this case is exponentially decreasing) and set (rescaling the 6 variable for later
convenience)

G () (a9 = 3 [ SN (/.10 ])

k>1
x P (h*Pwy/ (17°7))en(a, n/h)er(a,n/h)dn . (15)

Note that from an operator point of view, abusing notations, if G* is the half-wave propa-
gator, we are in fact considering

Gy = W(hDy)h1(—hn/ = Ap)a((x + D2(D,) %) /7)G* .
If v is taken to be in (27™),,en and vy chosen accordingly (e.g. ¥2(&) = ¢(§) — ¢(2€) with
¢ € Cs°0,3/2) and ¢ = 1 on [0, 1]), we also have G = ZW Gfﬁ: this sum over ~ is finite
and restricted to h?/? < v < 1; the lower bound is induced by the knowledge of —w; < 0 and

the upper bound follows from the restriction on k placed by the 1 and spectral localizations.
Before proceeding we remark that we have

2
sup \G NS \}{2_ (16)
z,y,t,a,b,s
Indeed, from (15) we write, using (13), L'(w) ~ 2w'/? and |wy| ~ k?/3
PP
GE (S Y /w TEENT |Ai(|n/h|* 32 — wy) Ai(In/h|*?a — wi)| dn
1<k<?? 3/2
1
1 EERI 2 1 [/~32\¢®
< — < |
~ 15/3 Rw(n) (ilel]g 23/2 k™3 ‘Az(z wk)\ )dn SETE ( :
1<ks2




using the asymptotics of the Airy function to evaluate the sup, (see [8], Lemma 3.5). O

Successive spectral localizations restrict G* to directions of propagation where the tan-
gential component dominates. As already observed in [8], other directions do see at most one
reflection (on a suitable fixed time interval) and may be dealt with using already available
arguments (e.g. [1]). We will therefore ignore them from now on. Moreover, we will not
only need v < 1 but v < vy < 1; We conservatively set vy = 1/100 and this may be related
to how we sort out directions. Since we are after fongible local in time estimates, we may
restrict ourselves to a fixed small size neighborhood in space-time without loss of generality.

We briefly recall a variant of the Poisson summation formula that will be crucial to analyze

the spectral sum defining G,fﬁ, see again [10] for a short proof.

Lemma 3. In D'(R,), one has > yo, e NHW =273, mé(u}—wk), e.g. for ¢ € C5°,

e NEW g(w) dw = 27 ! W) .
> [0 dw = 2m 3 o ofen) (17)

NeZ keN*

2.2. A Parametriz construction

From (15) we consider the sum in k, without the 1 integration, with A = h/n and ex-
panding the eigenmodes

" (%\/ 1+ wh) Sa(Pban/) —
onlt,z) = 13 L' (w) Ai(R™ 5z —wp) Ai(h™ 50— wy)enV I (18)

k>1

Using the Airy-Poisson formula (17), we can transform the sum over k into a sum over N € Z
as follows

1 ) 2 ta/ 2 h 2 2
op(t, ) = o Z /Re—zNL(OJ)h—Sezh HWHXl(w)@Dl (}_i, /1 + h3w> Wo(h3w/7)

NEeZ

x Ai(h 5z — w)Ai(h 50 — w)dw. (19)

Here, x1(w) =1 for w > 2 and x1(w) = 0 for w < 1, and obviously xi(wx) = 1 for all &, as
wi > 2. Recall that

1 1 03
APy —w) = / (oot g (20)
T

Rescaling w with a = 3w yields

(t.2) = o 30 [ [ R e () (T @)/ ) o
(2m)3 Nez /R JR?
(21)
where
~ o3 s
Oy (t,x,a,0,8 a,n) = 3 +o(r—a)+ 5 +s(a—a)— NEL(h*3a) +tvV/T+a. (22)



At this point, it is worth noticing that, as hh™' = n and n € [%,%], we may drop the

Yy localization in (21) by support considerations (slightly changing any cut-off support if
necessary). Therefore,

Gt 2,9), (,0,0)) 27rh (2rh)? Z /1R2 /Rf RO 20 () xa (2P a)a(a /) dsdodady
(23)

3. The parametrix regime in 2D

3.1. Localizing waves for v > h?/37¢

In [8] and for a > h*/7, a parametrix was carefully constructed by gluing together waves
that were mostly located between two consecutive reflections. With a finite number of waves
overlapping each other, the supremum of the sum became the supremum of each wave on
its own support. In our setting, it is convenient to replace a by the localization parameter
7. Moreover, we replace the parametrix from [8] by the (exact) sum we introduced in the
previous section.

Let @yt 2y, 0,8, a,n) ==y + @N(t,x,a,o,s,a,n) with @ defined in (22),

3 83

Py, =y+ % +o(xr—a)+ 5 + s(a—a) — NEL(h™*3a) + tV/1+a. (24)
We obtain
G (6 2,), (0,0,0)) = —— 3" Vi (t2,y) (25)
h,y » L, Y), (a4, U, - (27Th)3 Z N~y T, Y ),
Nez

where we have set

Viatig) = [ [ et®veritupa e *a)iala)y) dsdodady. (26)
R2 JR2

Observe that y; and 1), induce #%® < a ~ ~, which we assume from now on.

Lemma 4. At fived |t| < 1, the sum defining G} is only significant for [N| < [tly~'/2,
v >a/2 and x < 27, e.g. Zﬁ\NléO(t)U{:v>27}U{a<2w} V.~ is O(h™).

We focus on the variables «, s and o. Using the asymptotic expansion for L(w), we find

t 3
0Py = ———=—0—5—2N 121 — ZB'"(a*?/h
N, 2\/1+—a g—3S o ( 4 (a /))

where the B’ term is small compared to 1, provided a/2/h is sufficiently large (> 2 is already
enough). On the other hand, we have 9,®y, = s* +a — « and 9,Pn, = 0 + @ — . If
either |s| > 3N°v'/2 or |o| > 3N°y'/2, non-stationary phase in one of these variables provides
both enough decay to sum in N and an O(h>) contribution. If |s|, |o| < 3N°y'/2] then, for
IN| > 1, ®y, will not be stationary in « if [t| > (3N + 6N°)y/2 and non-stationary phase
in a provides enough decay to sum in N and an O(h*) contribution. Hence, the only non
trivial contribution comes from |N| < [t|y~Y/2. Now, if a — a > 0, the phase ®y, cannot



be stationary in s. As a < 27, we get the desired result. Observe that, furthermore, by the
same reasoning in o, the only significant contribution of G;{n is restricted to x < 2. O

At fixed t > Cv'2, we can further bound the cardinal of those N that contribute sig-
nificantly among the C|t|y~'/2 which are left. Observe that our previous computation tells
us that for t = 0, only the N = 0 term may contribute, and from Lemma 4, we can and
will restrict ourselves to [t| > Cy'/2. We need to introduce some notations : for a given
space-time location (z,y,t), let N(x,y,t) the set of N with significant contributions in (25)
(e.g. for which there exists at least a stationary point for the phase in all variables),

N(t,z,y) = {N € Z,(3)(0o, s,,n) such that Viesam®nalt,z,y,0,8 0a,m) =0}

Call Ni(t,z,y) the set of N such that N € N (¢, 2’,y') for some (t',2’,y') such that |[t' —¢| <
VI lr =2 <vyand |y + Ty —y—tyTH+7] <2

NUE 2, y) = Ut ar )l —tl< ot | <ol +1 T -y -ty Tl <22y N (2 9).
Proposition 1. The set Ni(t,z,y) is bounded, with optimal bound
Ni(t 2, y)] S OQ) + [ty (v /1)~ (27)
Moreover, the contribution of the sum over N ¢ Ni(t,z,y) in (25) is O(h>).

Remark 3.1. This result generalizes [8, Lemma 2.17, Lemma 2.18]: there, |Ni(t,x,y)| is
bounded by an absolute constant Ny and such that that N'(t,x,y) C [1,t/(2y/a) + No]. In

fact, when a ~ v > h*7 one can easily see that W = O(1) for bounded t.

Remark 3.2. Here our parametriz is a sum over reflected waves for all v > h*/3; while for
a > h¥7 [8] provides a different (and less straightforward) construction. When v < b7,
Proposition 1 is crucial for dispersion, providing a sharp bound on the (large) number of
overlapping waves.

Proof. (of Proposition 1) We first re-scale variables as follows
t=AT, x=7X, y+t/1+7=-"2Y (28)

Notice that y behaves like —¢ when the phase n®y , is stationary in 7, implying that y +
ty/T+ 7 should be small near significant contributions. The relevance of the 4*2 factor in
rescaling will make itself clear later. On the support of 19(a/v) we have a ~ 7, therefore we
also re-scale a = yA: then A ~ 1 on the support of 1)2(A). Since the phase ®y , is stationary
in s,0 at s2+a = a, 0+ = a, it follows that we may restrict s and o to |s|, |o| < 3v'/2,
otherwise non-stationary phase in either variables provides an O(h*) contribution. We then
also let s = /7S, 0 = \/7%, where |S|,|X| < 3 are bounded.

Recall that v < 1/100, |[N| > 0 and |t| > v'/2. the parameter & is intended to be small

and we define a large parameter A, = 732 /h (hence restricting v > h?/37¢.) Set

Unan (T, X, Y, 5,5, A,m) =1 (Y +33/34+ (X - A)+5%/3+ 5(% —A)

(A—1) 4 32) N 4/
+T — —NA*?) + —B(n\,A%?). (29)
VIFyA+ T+ 3 Ay ’




then 73/2\IJN,¢1,7(T7 X7 Y7 Z? S7 Aa 77) = nq)N,a(ﬁTv /YX7 ’73/2Y - ﬁv I+ '}/Ta ﬁza ﬂsv FVA)v
and, in the new variables, the phase function in (26) become A\, Wy , . When v ~ a we write
Un oo and A, = A = a®?2/h. The critical points of Wy, with respect to %, S, A, 7 are such
that

P X =4, S*+a/y=A (30)
T =21+ yA(E + S+ 2NVA(1 — ZB’(n/\VAW))) (31)
(A-1) 3 3 a
Y4+ T + 33 /34+ (X —A)+5%/3+5(——-A
VI+vA+/1T+7y / ( ) / (’Y ) (32)
_ %NA3/2(1 _ EB’(n/\WAg’”)).

Introducing the term 2Nv/A(1 — 2 B'(n\,A%?)) from (31) in (32) provides a relation between
Y and 7T that doesn’t involve N nor B’ as follows:

(A—1) +53+23 A)__A< T
VI+yA+T+y 3 3 \2y/TrHA

We first estimate the cardinal of Ni(t,z,y), with ¢ sufficiently large: let j € {1,2} and
N; € Ni(t,z,y) be any two elements of Ni(t,z,y). Then there exist (¢;,x;,y;) such that
N; € N(tj,zj,y;); writing t; = \/Tj, z; = vX;, y; +t;V/1+7 = v3/2Y; and rescaling
(t,z,y) as in (28), we have |T; —T| < 1, |X; — X| < 1, |Y; = Y| < 1. We now prove
(27). From N; € N(t;,x;,y;), there exist X;, A;,n;,S; such that (30), (31), (32) holds with
T,X,Y 3,5, Anreplaced by T;,X;,Y;,X;,5;,A;,1n;, respectively, and we also have sz —I—% =A;.
We re-write (31) as follows

2

IR —A)+S( (2+5)). (33)

a
v

3 / 3/2 jj
2N;\/A;(1 — —B'(nj\, A = —— (X + 5j). 4
iV A;( 4 (nj Ay A7) o/l A4, (X5 +55) (34)

Multiplying (34) by y/A;/, where j' # j, taking the difference and dividing by v/A; A, yields

3 Y1+ 51 X+ S
2<N1 - NQ) - §<NlB/<Th>WA:15/2) - N2B/<7]2/\’YA§/2)) B 1\/A_l 1 * 2\/14_2 2
T T

L _ . (35
24/ Al\/l "—’}/Al 2\/142\/1 —|"}/A2 ( )

We need to estimate [Ny — Ny|. Using that 3;,5; < 3, A; ~ 1, it follows that E”—\/}% = 0(1),

for j € {1,2}. The first difference, involving B’, in the right hand side of (35) behaves like
(N1 4 Np)/A2: use B'(nAA3?) ~ —772)1\’—5143 and 7, A ~ 1. We cannot take advantage of the

difference itself: each term N,B’ (nj)WA?/ %) corresponds to some nj, A; (close to 1) and the

difference ﬁ — ﬁ is bounded but has no reason to be very small (the difference between
n Ay M2 A9

A; turns out to be O(1/T'), but we don’t have any information about the difference between
n; which is simply bounded by a small constant on the support of ¢). Therefore the bound
(N7 + N3)/A2 for the terms involving B’ in (35) is sharp. Since N; ~ Tj, and |T; — T'| < 1,
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it follows that this contribution is ~ [T'|/A2. We are reduced to proving that the difference
in the second line of (35) is O(1). Write

Ty _ 15 ‘ < ’Tl - T2| n 15 ’ VA _ VA
VAWVI+7AL VAT +7A T VAV YA VATV +9A VT+94,
2 To| Ay — Aq|(1 + (A + Ag))

< +
VAWVT+ 74 JAA L+ 7 AD) (1 + 7 A2) (VAT +7AL) + /A (1 + 7y As))
< C(1+Ta|Ay — Ay), (36)

for some absolute constant C' and we only used |75 — 77| < 2 and A; ~ 1. For 7" bounded we
can conclude since |To—T| < 1. We are therefore reduced to bound T5| Ay — A;| when T, is suf-
ficiently large. In order to do so, we need the Y variable. We use (33) with 7, X, Y, ¥, S, A, n
replaced by T}, X;,Y;,3;,5;,Aj,m;, j € {1,2} to eliminate the terms containing N and B’
as follows:

a 2

57 Aj) + 5 4i(% + 55)

_ A; B (4; - 1)
_T3<3\/1+7Aj \/1+7Aj+\/1+fy>’ (37)

For |T'| sufficiently large we also have |1}| large and we divide by 7 in order to estimate the
difference A; — Ay in terms of Y, /Ty — Y3 /Ty:

Y+ 53/3+ 55(X; — Aj) + 53/3+ 55(

y, AV A (A-1)
L 1+ 0(—2L-)=F,(A)), F,(A) = — . 38

Taking the difference of (38) with itself for j = 1,2 gives

Y, Y1 1 1
PR R R

One may check that, as 1/4 < A < 4 and v < 1, F, is a decreasing function of A and
—0aF,(A) > 1/6 — (1+ A)y; it follows that we bound Ay — A; with Ay — A; < (2 — 1) ¢

Ts T

)+ O(=) = (As — Ay) /01 OAF, (A1 + oAy — Ay))do.

O(Tll, Tiz), and replacing the last expression in the last line of (36) yields

Y, Y,
Tyl Ay — A, 5%‘% - Tl‘ +O(Ty/T)) + O(1) (39)
2 1

S Y =W+ Y11 = To/Th| + O(Tz/Th) + O(1) = O(1),

where we have used |Y] — Ys| < 2, [T} —Ty| < 2 and that Y7 /T} is bounded (which can easily
be seen from (38)). This ends the proof of (27). O

We next proceed with proving the contribution outside of N (t, z,y) to be O(h>). Con-
sider first 2a < +, then critical points in S are such that S? + a/y = A, with A near 1,

therefore Sp = +1/A —a/y. Then ¥y, € {Vy .}, where

2
V(T X Y,5 A ) = (Y 533 49X = A) o e5(A = )72
(A-1) 4y L N ’
+T — —NA¥?) + —B(n\,A%¥?). (40
s 34 B AY). (10

11



Denote N°(T, X,Y) := {(N € Z,3(%, A, n) such that V(g a4, ¥, (T, X,Y, %, A,n) = 0},

then for (t,z,y) = (AT, vX,v*?Y — /7T +7T), we have N (¢, z,y) = N.—a N*(T, X,Y).
Indeed, if N € N(t,z,y), then there exists a critical point X, S., A.,n. for the phase
Unor with S2 = A. — a/v, hence S, € {Si}. It follows that 3., A., 7. is a critical
point for both \I}i,an' On the other hand, if ¥4, Ay, 7. is a critical point for U then

N,a,y’
(X4, £/ Ax —a/v, Ay, ny) are critical point for Uy, . We have to prove that
Z WN,’Y(Tv X, Y) = O(hoo)7 (41)
N¢Ny
where we define Wy (T, X,Y) := Vy,(t,2,y). For ¢ € {£}, set
N(T,X,Y) = U x ynes rx N (T, X', Y,

we have NV} = N3 N7 and therefore, (V)¢ = Ueeqr1y (NVF)¢, where the notation (A;)¢ denotes
the complement of AV;. Hence (41) follows from proving that

Vee{t}, Y Wi, (T,X,Y)=0(>), (42)
N%Ui/\fli

where Wﬁﬁ (T, X,Y) have phase functions ‘Ijziv,a,«, and symbols are obtained from the symbol
of Wy, multiplied by the symbol of A((nA,)?/3(A - 2)). Go back to the system (30), (31),
(32) and define the integral curves corresponding to W%, as follows

X.(3,A):=A-%2

TE(E,A,TD = 24/1 + "YA(Z + E(A — %)1/2 + QN\/Z(l - ZB/(T])\')/AS/Q))>7
— ay1/2 —
Ered- DAY 2 e,

Y2, A7) = —2y/1+~A
(%, 4,m) T AT AT, 3 ~

3w\ (A (A-DVITAA
+4N\/Z<1—Z—LB(7;/\WA/))(§—\/1+7A+\/1+7).

Let e € {£} and N ¢ N¥. Then N ¢ N*(T", X", Y’) for all (T",X",Y") € By(T, X,Y), which
translates into

YT, X", Y") € BT, X,Y), VisanPa (T XY S, An)#0. (43)

Now, by design of our integral curves,

T, - T€<Ea A7 77))
2/1+~A /'

Vi) ¥y, (T, XY 5, A n) = (X’ — X.(Z, A),
while

O WSy o (T, X" Y' S A ) =Y = Yo(2, A,n) + B(X' — X.(5, 4))
(T = T.(%, A, ) (A —1)
VIHyA+yT+y

12



It follows that, for all (77, X', Y”) and all (3, A, n) on the support of the symbol, we have

(105 W | + 104 0] + 105 W50, (T X', Y7, 5, Ay ) <
L0(JX" = X (2, A)| + [T = To(S, A, )| + Y = Yo(S, A, n)))
< 100(’82\IJ§V@7’ + ’aA\IJNa’y’ + ’a \IINa’yD<T/7X,7Y/727A777)‘ (44>

Using (43) and the first inequality in (44), for all (77, X", Y") € B1(T, X,Y ) and all (X, A,n),

X' = X (B, )|+ T = To(8, A + Y~ (E A;n)l 70 (45)
(or U5

V., Would have a critical point.) Hence, (To(2, A, n), X.(2, A), Y-(2, A, n)) is not in
By(T, X,Y) (otherwise taking (7", X", Y") = (T.(Z, A,n), X.(X, A), Y.(2, A,1)) would con-
tradict (45)). In other words, (45) implies that for all (X, A, n),

and using the second inequality in (44) with (77, X', Y") = (T, X,Y), for all (2, A, n),

(105 W |+ 10050+ 10,50 DT XY, A ) >
Therefore non-stationary phase always applies in at least one variable among X, A, 7 and each
W, with N ¢ N7 provides a O(A;™) contribution for any M > 1 (where M corresponds
to the number of integrations by parts.) We conclude using that the sum over N in GZ’,Y
restricts to |N| < 4~ 2 from Lemma 4.

Let us now deal with the remaining case: a ~ . We re-scale slightly differently for
convenience, with A\ = ¢*2/h and t = /aT, v = aX, y + t/1+a = a®?Y, s = /a8,
o = +/aX, a = aA. The phase Uy 4yuq =t ¥nq,q has the same form as in (29) where v is
now replaced by a and A, by A = A,. We rewrite the integral in S as an Airy function: in
the new variables,

[ e s = A (- 4)),

Let xo € C* be such that yo = 1 on [0, 00] and yo = 0 on [—00, —2]. Then (yoA7)((n\)*/3(1—
A)) is a symbol of order 2/3 supported on (nA)?*3(A—1) < 2 and (1 — x0)Ai((nA\)?3(1— A)))
is supported on A > 1 with value 1 on (n\)?3(A — 1) > 2. Setting again Wy (T, X,Y) :=
Via(t,z,y), we rewrite each integral in (25) as follows Wy (T, X,Y) == W} (T, X,Y) +
Wio(T, X, Y):

3/2 RN o
WRAT.XY) = s / g7 o) (2= ) D ()40 () dsdAdn,
(46)

with
(A-1) B 4

N
“NA32) £ - B(n\A?) . (47
T T3 )+ BT, (47)

WRa = n(Y+E3/3+Z(X —A)+T

13



and

73/2 eMV¥N.a.a Vs - o
(27h)3 / 7 LX) () PA=A)xa((A)* A)%(;A) dsdSdAd.

To prove that 3~ yay, Wra(T, X, Y) = O(h*) it will be enough to prove

WiaolT,X,Y) =

> WhalT, X,Y) =0(h®) and Y W, (T.X,Y) =O0(h™). (48)
N¢N, N¢N

We proceed with the first sum in (48). By design, on the support of (1 — xo)((nA)?/3(1 — A))
we have A > 1. If we set A = 1 + p?, we can perform the standard stationary phase in S
with critical points S = +pu (alternatively, we may rewrite the Airy function as A, + A_
and use the associated oscillatory integrals to recover the new phases, indexed by +). From
there, we proceed as we did with the case 2a < «. The only difference is that we now have
a symbol of order 2/3 in A (coming from 1 — xq), so one integration by parts with respect
to A provides a factor A'A\%/3 = X\~1/3; an integration by parts with respect to ¥ yields a
factor A~' and with respect to 7 a factor A"'A*3. Therefore each Wy, with N ¢ A has
at least an O(\y M/ %) contribution for any M > 1 (where M corresponds to the number of
integrations by parts) and we are done, as the sum is over |[N| < /2. Consider now the
second sum in (48). Since the phase function of W3, , does not depend on S, we always have
(95\11?\,@ = 0. We proceed exactly like in the case 2a < 7, the only difference being that we
may take ¢ = 0. [

3.2. Tangential waves for v > h*/3(1-2)

We start with the (most difficult) case v/4 < a < 27 and this restricts a > h?31~¢) due
to the x; cut-off. We re-scale variables:

r=aX,a=aA,t=+avV1+al,s=+aS,0c=+al,y+tvV1+a=d"?Y. (49)

Define \ = a%/? /h to be our large parameter, then we write

a2 . a
Gy, (t,2,9,a,0,0) = (27r—h)32/R4 €M\I’N’“‘“7721/1(77)X1()\2/314)%(514) dSdYdAdn, (50)
Nez

where Wy ,, has been introduced in (29) and v ~ a. From the compact support of ¢, we
have A < 6; since critical points are such that S? = A — 1, T2 = A — X, we can restrict
ourselves to |S|,|Y| < 3 without changing the contribution modulo O(h*); we therefore
insert a suitable cut-off x», and obtain (modulo O(h*)) a slightly modified operator,

+ti z,\\yNM 2 a
G4 (t,2,y,a,0,0) %h Z/R4 (1) x1 (A3 A)ya (S, T)¢2<7A> dSdYdAdy,

(51)
and G; GJ“ﬁ + O(h™) (remembering that the significant part of the sum over N is for
N < 1/V/a) Smce for X > A there are no real critical points with respect to T, we may
restnct to X < 1. As the Green function G+ is symmetric with respect to x and a, we may
even restrict ourselves to z < a, and we W111 obtaln slightly better bounds in this case.
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Given that dsVUy .. = n(S*+1—A), by integration by parts in S we may restrict ourselves
to A > 9/10 and therefore Gz’a(t, 2,9,0,0,0) =3y Wy (T, X,Y) + O(h™) with

WL, X,Y) : / [ e omna(S. Y)ia ) dsdTdAdy,  (52)
27Th R2 JR2

where 13 has support in [9/10,6] (and actually includes dependence on an harmless factor
a/~y, which we are hiding since it will be irrelevant from now on.)

Remark 3.3. When N < A, the phase factor e NBOAY®) does not oscillate: we can move
it into the symbol. Indeed, we have |NB(n\A3?)| ~ | )1\11141!/2’ IN/A| < 1. The remaining
phase is linear in n, stationary phase in n does not pmduce decay but localizes the wave front
in physical space. When N > X, the term N B(n\A3/?) produces oscillations, but it will allow
to perform stationary phase in both A and n, also providing decay with respect to n (useful

especially for N > \2.)

Proposition 2. Let 1 < |N| < X and let Wy (T, X,Y) be defined in (52). Then the
stationary phase theorem applies in A and yields

WyalT, X,Y) = — // A+, (LX) 20 )
2 R2
X Xg(S, T,a, 1/N, h, 77) dSdYdn + O(hoo) , (53)

where xs has compact support in (S, ) and harmless dependency on the parameters a, h,
1/N, n. The critical point A, solves

Tv/1+a T+ S

— — 242 =0. 54
2NV1+aA N (54)
and the phase function ¢y, is given by
T3 S3 (A.—1) 4

Ona(T, X1, 8) = — + XT+ =+ 5= (S+ M)A + T —NA? (55)

1+aAc 3
1 + —1i_+a

Proof. Using Remark 3.3, we immediately move the factor eVBMA*®) into the symbol.
Therefore the phase of Wy, becomes Wy, (T, X,Y, T, S, A, n) — £ B(nAA*?) which is linear
in 1 and stationary in A where its derivative in A vanishes, which is nothing but (54). It
immediately follows from (54) that 7'/(4N) is bounded when the phase is stationary in A,
and even that T//(4N) ~ y/A.. The second derivative of the phase with respect to A equals

—m(1+ Zﬁﬁlf v ;F/Z) as aT'/N = O(a), the second derivative does not vanish and has size

comparable to | N|; from this we may apply stationary phase to get the desired expansion. []

Setting K := L and w := 2L, (54) for the critical point A. becomes
1+a
A2 = K —w. 56
1tad " (56)
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Lemma 5. The critical point A.(K,w,a) satisfying (56) is Afl;/2(~) = K(a) —w(l —a&(")),

where Ky (a) == K 2(1+a) and where £ is a smooth function, uniformly bounded
1+4/1+4K2a(1+a)

and defined as follows :

S(K,w’a) — / K2(1+(l)
0

1/2 Ac/ K,0w,a)+0w)3 '
1+ aAY (K, Hw,a) (K2(1+a))+ )

Moreover K — Ky (a) is a smooth bijection near 1 and Ko(a) — 1= (K —1)(1+4 O(a)).

Proof. At w =0, AY? s the unique solution to Z = K 1};;, therefore we immediately get

AY*(K,0,a) = Koo(a). Next, AY?(K,w,0) = K —w and 8,(AY? — KT+ a/V1+ ad —
w) = K/(2(v/T+a(l + aA)*?) ~ K/2, so that we can apply the implicit function the-
orem to get a unique solution A1/2(K w,a). We write Al/Z(K,w,a) = Aim(K,O,a) +
w fo o AY )(K, 0w, a)dd, and it remains to compute 8, (Al/ ?). Taking the derivative of
(56) with respect to w yields

Kv1
Ow(AL?) <1 + aA;/Q—”S) =1 (57)
V1+aA,.
and using again (56) to replace 7 ja - = fé//?%’ provides the desired (K, w,a). Finally,
2(1
Kola)— 1= (K —1) (1+a)
\/1+\/1+2a + (K2 — D4a(a + 1)
2(1
n (1+a) 4
V1t 1+ 2a) T+ (K2~ 1)0(a)
and the second line is indeed (K? — 1)O(a). O

Proposition 3. Let [N| > X and Wy (T, X,Y") be defined in (52), then the stationary phase
applies in both A and n and yields

2
WN Jgo

where x3 has compact support in (S, T) and harmless dependency on the parameters a,h,1/N.

AN aaMXYYSAeme)y o (S Y a, 1/N, h)dSdY + O(h™®),  (58)

WyoT,X,Y) =

Proof. The phase Uy ,, from (29) is stationary in A,n when 04Unaq = 0, 0,¥N4q = 0,
where

B T V1t+a 1/2 3 3/2
aAqu,a,a_n( T-S+3 \/;MA 2NAA (1 =SB/ (A ))) (59)
T3 S3
a\I/Naa—Y—i-?-FT(X A)+—+S( A) (60)
\4 1+ a’(A — 1) o Z_‘LNAS/Q(l o §B/<7])\A3/2))
Vi+a+v1+aAd 3 4
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where B'(n\A%/?) ~ O(1/A?). The second order derivatives are given by

N
_77A1/2 )

N
O2V N0 = NAAPB"(nAA?) ~ —

2
aA\I]N,a,a ~ N2’

3
as,A‘IJN,a,a = nilaA\IjN,aya + 577)‘NA2B”(77)\A3/2)).

As B" ~ O(1/A%), 02 440 ~ N/A? ; at the critical points, we have det Hess Wy 44 ~ 35

bl

for N > A, and we may apply stationary phase in (A,n). ]

We now study critical points in (A, n) for |[N| > A. Applying the implicit function theorem
to the system Oa¥n,40 = 0,0,¥n4q = 0 around (S = 0,T = 0) yields at most a pair of
critical points (A, n.) belonging to the support of the symbol and depending on all variables.
In the following we will only need the derivatives of A. with respect to the two remaining
variables S, Y. For that, we take the derivatives of (59), (60) with respect to S, T. This

gives
8,24\11N,a,a 872] A\I/N,a,a o -1
( aSAca asnc ) ( 6737A\I[N,a7a agle,a,a - 52 + 1— Ac )

AV N.aa 8514\1/]\,@,@ B —1
( 8TA07 8T7}c ) ( 82714\1/]\“17& ag\IJN,a@ = T2 + X — AC .
From this system we obtain the following Lemma :

Lemma 6. The critical point A, is such that, with A.(S =T = 0) = Ago,

1
A, = Ao+ (5,7) - / Vs (AT, X,Y,07,08S,a))do |
0

NAA3B" (n A 3n.(S2 +1— A,
Vs Ar .B"(n ))<—1+ e )

B _1+3UC(T2+X_AC)>
 det Hess Uy g q(Ac, e ’ |

2A. 2A.

Moreover, Ao =1+ 4(3% — 1)(1 + O(a)) belongs to a neighborhood of 1 and at S =T =0,

3 372, |1+ adAqo
T =4N\/Ayo(1 — =B (negoAA )\ ———— 1
c|0( 4 (Uc\o clo ) 1+a (6 )

3 A (Ac|0 - 1)\/T'JAC|O
Y = AN Aol — S B (o A% o 62
o(1 = 3 B'(nepAA |°)< 3 Vl+a+ \/1+aAc|o) ()
T —
Al = 1+ 0@)(1+0(?). (63)

We are left with an integral over (S,T). In the remaining part of this section we prove
the following dispersive estimates that will be crucial in order to obtain better Strichartz
estimates than those implied by the usual duality argument and dispersion (recall ¢t = y/aT):

Proposition 4. For |T| < 2, we have

B\ /2
Woul T X, V)] 4 (Gt 2.9.0.0,0)] £ Yo in (1, (%) ) . (64)
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Proposition 5. For 1 < |[N| < A3 and |T — 4N| < 1/N, we have

< h1/3
| ~ h2<(N//\1/3)1/4 + |N(T _ 4N)|1/6) :

(Wi oT, X,Y) (65)

Proposition 6. For 1 < |N| < A3 and |T — 4N| 2 1/N, we have

h1/3

(T, X,Y)| < ,
Whal 12 h2(1 4 |N(T — 4N)|'/%)

(66)

Remark 3.4. If X < 1, we can replace |[N(T — 4N)|*/* by NYV2|T — 4N|*/2 in (66).
Proposition 7. For N > \'/3 (hence a < h'/3), we have:
1. when A3 < N < A,
BL/3
S N (VT AN
2. when A < N < 1/y/a, (hence a < h'/?),

|WN,a<T7 Xv Y) (67)

hl/?’)\2/3
h2N
Remark 3.5. If X < 1 we can replace |[N(T — 4N)|Y* by \Y/O|T — AN|Y/2 in (67).

|WN,a<T7 X7 Y)| f§ (68>

Corollary 1. For |T| > X2, (hence a < h*/7), we have

h1/3

+’
\Gmﬁ(t,x,y,a,ovoﬂ < h2)\A/3

(69)

The corollary follows at once from the last bound in Proposition 7 and Proposition 1:

h1/3)\2/3 |T’ < h1/3

+,f
Gt 2,y,a,0,0)] S Z Wro T, X,Y)| S AN 2 N pmans

?’y [ad
NeNi(z,y,t)

(70)

We will prove the three propositions in reverse order.

3.2.1. Proof of Proposition 7

We start with A2 < N < A: we have Wy (T, X,Y) from Proposition 3, (53), and
A, = Ac(%, %,a) from Lemma 5. For ¢n, given in (55), we will prove the following,
uniformly in 7 € supp(¢))

‘ A2/
iIAnen,q(T,X,Y,S) T 1/N.h T < . 1
/]R2e XS(Sa , a, / ) 777)de ~ 1—1—)\1/6\}(30(@)—1’1/4 (7 )

Re-scale variables with T = A™%/3p and S = A\7'/3§ and define P = A\*?(K(a)? — X) and
Q = N3 (K (a)? — 1). We actually prove, uniformly in (P, Q):

1

PN 0\ —1/3~ y—1/3= ~ sl <
/R2e Xs(ATG A p,a,l/N,h,n)dpdq‘ ~ 1PV |QYY (72)
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where the rescaled phase ®y.ox (T, X, 4, p) = Aono(T, X, \"/3p, A=1/3§), is such that

- S+7T

@;q)N’a’)\ = >\2/3 (52 +1— AC(K, W, CL)) |(S’,T):()\’1/3c},)\*1/3}3)7 (73)
- S+7T

815(131\77&7)\ = /\2/3 (TQ + X — AC(K, W, a)) |(S,T):(A‘1/3q,>\_1/3ﬁ)' (74)

Using Lemma 5, in the new variables
173G+ P) _1y3(@+P) 2
A ) (i oy s T ey
(D) ) (K () D1 ag)

With these notations, the first order derivatives of P N,a,x Tead as

- N A3 ~ - (p+q)
0PN = F—Q+ TKOO(G’>(p +q@)(1 —af) - e

(1 - ag)27

- A3 (5 + q)?
~2 ~ ~ 2
OpPrar =9 = P+ = Koo(a)(p + @) (1 — af) = = 75— (1 — a&),

where we recall that £ is a smooth, uniformly bounded function. As A3 < N, if Q, P are
bounded, then (72) obviously holds for bounded (p, §) and by integration by parts if |(p, §)]
is large. So we can assume that [(Q, P)| > ro with 7o > 1. Set (Q,P) = rexp(if) =
r(sin 6, cos @) and re-scale again (p,§) = r*/%(p,q): we aim at proving (72) in that range,
which is now

| 1
/ e g (Vg AT 2, 0, LN, hy) dpdg) S (75)
R

Now ro < r < A?? (indeed, r ~ [(P,Q)| < A/?), r*? is our large parameter, we have
(I)N,a,)\(Ta X7 Q7p> = r73/2¢N,a,)\(Ta X7T1/QQ7T1/2p) and

N Ko (a)(p + g p+q)?

Dp®nap = p* = cosb + N(rl)/g )(1—a€) —%(1—%')2, (76)
. >\1/3Kooa/p+q p+q2

0;PNar=q> —sinf + N(rl)/g )(1 —af) — ( 4N2) (1 —a&)?, (77)

where, abusing notations, & is now &(K, 7“1/2’\;—]1\,/3(]9 + ¢),a). On the support of the symbol

x3s(ATY3r2p \71301/2g a 1/N | h,n) we have |(p, q)| < AV/3r1/2 < )\1/37’0_1/2, and therefore,
for A3 < N, the last term in both derivatives is O(ry '), while the next to last term is
To Y 20(p+ q). Hence, when |(p, q)| > M with M sufficiently large, the corresponding part of
the integral is O(r~°°) by integration by parts. So we are left with restricting our integral to a
compact region in (p, ¢), renamming the symbol x4. We remark that everything is symetrical
with respect to P and ) and we deal with P > (), that is to say, cosf > sinf and therefore
0 € (—2,Z). We proceed depending upon the size of @ = rsinf. If sinf < —C/r'/? for a
sufficiently large C' > 0, then 9,®y .5 > ¢/(2r'/?) for some C' > ¢ > 0 and the phase is non

stationary. Indeed, in this case we have

A3 (p+q)
2rl/2 + TKOO(Q)

(p+q)*
AN?

aq(I)N,a,)\ Z q2 +

(1—af)— (1—a&)?;




using boundedness of (p,q), |r*/%(p,q)| < A3 (from the support of y3), and 1 < \/3 < N,
we then have s 1/2( )
A p+q C
L 0+ )| Kocla) = S (1 ad)| < .

It follows that 9,®y ., > C/(4r/?). Next, let sinf > —C/r'/? and assume P > 0 (otherwise
apply non-stationary phase) which in turn implies P > r(/2. Indeed, cos@ > sinf > —C'/r!/?

implies that 6 € (—

\ﬁ’ %) and therefore in this regime we have cos > ‘[ Finally, consider

the case |sinf| < C/r'/? for C > 0 like before. Non degenerate statlonary phase applies in
p, at two (almost) opposite values of p, such that |py| ~ | £ vcosf| > 1/4, which can be
written as follows

r / e 1Ny (p, g, a, 1/N, hyn) dpdg
R2

T . .
L < / e vanyt (g a,1/N, hyn) dg + / et veny=(q,a,1/N, h,n) dq) -
R

R
(78)
Indeed, the phase is stationary in p when
MNP Koo (a) (p+q)*
2 _ o0 2
p°~ = cosf — W(Zﬂ- q)(1 —af) + e (1 —a&)",

and from cos 6 > ‘/75 and % < % < 1, 0,Pn,4, = 0 has exactly two (separate) solutions, that
we denote pr = ++v/cosf + O(r~'/2). Using (76), at these critical points,

MK (a)

=81+ 0(@) + O(N ).,

azch,a,)\|pi = 2p +

where we used boundedness of (p, ¢), 9,€ = O(* 2 1/3) to deduce smallness of all the terms
except the first one. Then A\Y/3 < N, r’l/Q <1, boundedness of Kw(a) (close to 1) together
imply that for p € {p+}, we have 8§®N7a7>\|pi = 2p. + O(r~"?) and |ps| > 1 — O(r~1/?);

therefore stationary phase applies. The critical values, denoted ® 4 y, x, are such that

0gPs Nan(q,.) = 0PN axr(q, Dt )

MK (a)(p+ q) a
Nrl/2

— k) - Ma —a€)*)(p = px).

= (¢* —sinf + e
(79)

As |sinf| < C/r'/?, the remaining phases ®_ y, and ®, y, may be stationary but de-
generate. However, taking two derivatives in (79), one easily checks that [03®4 yaa| >

2—0(r, Y 2). Hence we get, by Van der Corput lemma,

/ e e NanyE (g a, 1/N, b, 1) d61’ < ()T (80)
R

which in turn implies the remaining part of (75) for our current range of (P, Q),

/ ¢ n®Na vy (p, g, a,1/N, hyn) dpdq‘ S, (81)
R2
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Notice moreover that |Q| = |rsind| < Cr'/2, hence from r? = P? + Q?, we have P ~ r and
1/rY% < 1/(1 4 |Q|"?); under the restriction P > @, e.g. X < 1, a better estimate holds,

)\—2/3
(1 +1QI"7*)

In the last case sin@ > C/r'/2, which means P > @Q > Cr'/?, stationary phase holds in (p, q)
: the determinant of the Hessian matrix is at least C'v/cos8v/sin 6 and we get the following
bound for the integral in (81)

¢ 1 1 11
< - <z -
(Veos 0y/5m 0)1/2r32 ™ T (r/cos 0+/om 0)1/2 ~ 7 [PQ/Y

so in this case we get (compare to (71))

/ eMONax (s, 0, a,1/N, h,n) dsdo| < (82)
R2

1

‘ 1
Z>\¢N,a —1/3~ —1/3~ ~ 7~ <

Of course with P > @ the r'/* factor may be improved to |Q|"/2. However, we need to
consider the symetrical case, in which case we ultimately retain the /4 factor, which always
yields |Q|'/* irrespective of the relative positions of P and Q. Hence, in all cases, with |Q| < r,
recalling that Q = \*?(K2 (a) — 1) = \>3(K(a) + 1)(K —1)(1+ O(a)) and K = T/(4N),

1/3 15/6 1 1/3 1
< h'/2 A < h
S h2 N2 X2/3(1 4 p1/4) ~ 2 (N/AU3)/2 4 NVAIT — 4N|1/4”

(W (T, X,Y)

and in the particular case X < 1,

< h1/3 )\5/6 1 < h1/3 1
S h2 N2 X2/3(1+|Q[Y/2) ~ h2 (N/AU3)1/2 4 \US|T —4aN|[/2"

WinoT, X,Y)

When |[N| > A the proof proceeds similarly : just replace (Ko (a)? — 1) by Ago — 1 in (71).
When |N| < A? we use (61) to replace Aco—1in (71) by -5 (14+O(A72?)) —1. When [N| > A2,
we cannot take advantage of (61) anymore since |T —4N(1+O(A72))| = [T —4N +O(N/\?)|
and the last term can be large. We may use Ao — 1 = 4(3% — 1)(1 + O(a)) whose infimum
is always 0; notice that in this case in the first order derivatives of P N, We can keep only
the first two terms (§2 — Q,p* — P), Q = A*3(Ago— 1), P = A¥3(A.o — X), since the part of
A, that depends on p, ¢ is too small to oscillate and we can bring it in the symbol. In fact,
discarding the terms depending on p, ¢ in A, gives essentially a product of two Airy functions
whose worst decay is (14 |P|)~/4(1+|Q|)~*/*. This concludes the proof of Proposition 7. [J

3.2.2. Proof of Propositions 6 and 5

As1 < N < \Y/3 <« )\, we move exp(iNB(AA%?)) (from the phase Wy, , of Wy) into the
symbol; the critical point A, is given in Lemma 5, the critical value for the phase is oy,
and ¢y, (defined in (55)) does not depend on 1. The following bound is proved in [8] (for a
phase that was constructed differently), uniformly for n € supp(¢),

/ eMoN T XS) \ o (8,0, a, 1/N, b)) dSdY| S NV (84)
R2
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Informally, the decay should be understood as resulting from a non degenerate stationary
phase in one variable, followed by an application of Van der Corput lemma (with a non
vanishing fourth derivative in the remaining variable). This accounts for the 1/2 4 1/4 =
3/4 exponent on the large parameter. We now obtain better bounds, either because in
the remaining variable the phase has non vanishing derivative of order three (generating
1/2+41/3 =5/6 decay) or two. In doing so, we uncover the geometry of the curves on which
the phase may degenerate.

Set A = \/N3 to be the new (large) parameter. Re-scale again variables with S = ¢/N
and T = p/N and set ACi)N,a(T, X,p,q) = Monao(T, X, p/N,q/N). On the support of x we
then have |(¢,p)| < N. We are reduced to proving

/2 eiA”&’N’ax(q/N,p/N, a,1/N,h,n) dpdq‘ < A3/4 (85)
R

We have V(qyp)(l:)Nﬂ = (q2 + N?3(1 - A,),p* + N*(X — AC)>, where, using Lemma 5,

2

A, (K, (é;f>,a) _ (Koo(a) - %(1 _ ag(K,w,a))) g (86)

2N?2

We define P = (K2 (a) — X)N? and Q = (K2 (a) — 1)N?. With these notations,

(¢ +p)*(1 — al)?

(g+p)*(1—a&)’.

aqi)N,a = q2 - Q + Koo(a>(q +p)(1 - ag) - W

X2
Op@na =p* = P+ Kaola)(q +p)(1 = a€) = =5
Remark 3.6. For N sufficiently small even the terms with % may provide important con-
tributions. At this stage and given that all variables were properly rescaled with respect to a,
the reader may, at first, set a =0 (and even N =1 !) to make all subsequent computations
more straightforward while capturing the correct asymptotics.

We start with |(P, Q)| > ro for some large, fixed 7y, in which case we can follow the same
approach as in the previous case. Set again P = rcosf and @ = rsinf. If |(p,q)| < 10/2,
then the corresponding integral is non stationary and we get decay by integration by parts.
We change variables (p, q) = r'/2(p/, ¢') with ro <7 < N? and aim at proving

[ e (g N,y N 0, LN o) g | S A8
R2

where x is compactly supported and ®y (T, X, 7', ¢') := =320y (T, X, r/%p', 71/%¢). Com-
pute

KOO(G> / / (q/+p/)2<1 _a5)2
Oy Do = p? — cosh + Y (¢ +p)1—=a€)— R ,
/ . KOO(a) / / (q/ +p,)2(1 B ag)Z
OyPno=q? —sind+ YE (¢ +p)1—af)— N2
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As in the previous case, cosf and sinf play symetrical parts: hence we set P > (@), cosf >
sinf. If |(p/,q)] > M for some large M > 1, then, for critical points, p? > ¢/* and if M
is sufficiently large non-stationary phase applies in p/. Therefore we are reduced, again, to
bounded |(p', ¢’)|. We deal with three cases, depending upon @ = rsinf: if sinf < —% for
some sufficiently large constant C' > 0, then

C  Ku(a),, q +p)2(1 - a&)?
8<I>N> /2+1—/2+ 1/(2)((] +p/)(1—a5)—( 21:]572 ) .

s |(¢/,¢')| is bounded, £ is bounded, N is sufficiently large (from N > \/r > /o) and

L > L it follows that non-stationary phase applies: the sum of the last three terms in

2N
the previous inequality is greater than C/(2r'/?) for C large enough. If |sinf| < <& then

again, 0 € (—\%,%) and cosf > ‘/75 We have |Q| = |rsinf] < C/r; if |Q| < C’, then

14 1Q| < r'/2, while |P| ~ r. As in the previous case the stationary phase applies in p’ with
non-degenerate critical points p/, and yields a factor (r32A)~1/2; the critical values ®. y,

of the phase function at these critical points are such that [0 ®L ne| > 2 — O(\/LFO) and

therefore the integral with respect to ¢’ is bounded by (r32A)~'/3 by Van der Corput lemma.
We obtain (87). If we are interested solely in X < 1, we may bound r~*/4 < (1 + |Q[*/?)~*
Finally, if sinf > %, then Q = rsinf > C+/r and therefore N?|K?2 (a) — 1| > Cr'/2,
We directly perform stationary phase with large parameter r%2A as the determinant of the
Hessian matrix at the critical point is at least C'v/cosfsin @: this yields the following bound

for the left hand side term in (87), where the last inequality holds only for X < 1
cr B l 1 < l 1
(Vsin6v/cos 9)1/2r3/2A A (PQ)VE = AQV?

Considering we may exchange P and @, we have just proved Proposition 6: for N < \/3
and |T —4N| 2 1/N,

h1/3)\4/3
h?V/Nv/AN?
h1/3)\5/6 —1/4<i>5/6 < h1/3 1
S h2N5/2 N3 ~ R (1+|QV4)
< WP 1
~ h2 (1+ NYA|T — AN[/4)

Wi oT, X,Y)| = ’T / ANy (b2 IN P2 N a, 1 /N, By ) dp dd
RQ

In the special case X < 1, we may replace N'/4|T — 4N |4 by N'/2|T — 4N|'/2,

We now move to the most delicate case |(P,Q)| < ro. For |(p,q)| large, the phase is
non stationary and integrations by parts provide O(A~*) decay. So we may replace x by a
cutoff, that we still call y, that is compactly supported in |(p,q)| < R. We will improve the
estimates from [8] that were sharp only at p = ¢ = 0 on this limiting case and prove

o A—5/6
L iAnd %
’L_Af “xla/N.p N a N, ) dpda) S 5o (88)
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In [8], we proved a general lemma covering the most degenerate cases. Here, as explained
earlier, we just proceed by identifying one variable where the usual stationary phase may
be performed, and then evaluate the remaining 1D oscillating integral using Van der Corput
lemma with different decay rates depending on the lower bounds on derivatives of order
at most 4. Replacing A, using (86) in 9,®n, = ¢> + N?(1 — Ac}w_m) and 0,0y, =

2N2

p2 + NQ(X — Ac’w

_(pta) )7
~ 2N?2

0 Bne = ¢ — Q + Ko(a)(q+p)(1 — a) ﬁ(q + )1 — a2,

= 1
PN = p*— P+ Ky(a)(g+p)(1 —af) — m(q +p)2(1 —a&)?

Define Hy such that —pP — q@Q + Hy(q,p, X, T) = (iDNﬂ(q,p, X,T), then
0y = ¢° + Koo(a)(g +p)(1 — af) — (g +p)*(1 - a&)?,

(¢ +p)°(1—a&)?.

1
4N?2
OpHn =p* + Kxo(a)(g +p)(1 — a&) — e

Moreover, the second order derivatives of Hy follow directly from those of ) Na

ow

aQQHN = aQQ(I(PIV)N,a = 2q - 2N2Ai/28w(Ai/2)a_q = 2q - Ai/Qaw(A}:/Q) ’w: (p+q)
2N2
. ow
PHy =02 Ona=2p— 2N2A;/Qaw(,4;/2)a—p =2p— A;/Qaw(A;/2)|w_M,
~ 2N2
- ow
ag,pHN - agp(I)N,a = QNQAi/Qaw(A}:/Q)@_q = —Ai/2(9w(Ai/2)’ _(ta)
T 2nN2

and we recall from (57) that the derivative of A. with respect to w is given by

1

1/2 (ALY 4w)3
1+ aAe “K2(+a)

8w(A(1:/2)(K7 w, CL) = -

The determinant of the Hessian matrix of Hy reads as follows

det Hess Hy = 4pq — 2(p + Q)A};/Qaw(Ai/?”w:M

2N2
(Koo(a) — ‘B (1 — af))
= 4pg +2(p + q) T P
L+ ad Fomrar a

(91)
(92)

(93)

(94)

When det HessHy is away from 0, the usual stationary phase applies, so we expect the worst
contributions to occur in a neighborhood of Cy = {(¢,p), det Hess Hy = 0}. Informally, for
|N| # 0, the equation defining Cx will be close to either a parabola (|N| = 1) or an hyperbola

(IN| = 2):

Cﬂ’a:o - {(p—q)Z — 2K(p+q)} and, for |N| > 2, CN’a:O = {4pq—|—2K(p+q) =

24
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These curves suggest to rotate variables: let & = (p+ ¢)/2 and §& = (p — ¢q)/2. Then
p==%& +& and ¢ = & — &, and setting hy (&1, &) = —Pna(p, @), from the above definition
of Hy we get

hy(&,&) = (&G +&)P + (& —&)Q — Hy(6 — &, 6 + &)
= &My + &My — Hy (6 — &2,6 + &),

where we set My = P+ Q and My = P — ). Using ‘85(’2??) —9

)

(Koo(a) — SR8 (1 - af))

1 oNT

— det Hess hy = (4 +2(p+ 2N ) 9

5 (€1,6) VN 2 (p+q) L+ A1/2 (,;1{2 1+w§3 ‘w:(;’]%),p:&—i—ﬁz,q:&—& (95)
(1+a

:4[5%( ;2(1—a5)>—§2+K (a )51(1_a§)]|w:51’

NZ
— 1/2 (Ae/*4w)* 1
where we used (94) and set 1 — a&(K,w,a) := (1 — a&(K,w,a))(1 + aA. el )~ for
w = ]%12 Outside a small neighborhood of the set {det Hess (¢, ¢,)hn = 0}, the stationary
phase applies in both (&;,&;); in fact in [8] we focused on degenerate critical points from
this set. Here, we let |[N| > 1 and we will consider all cases irrespective of the Hessian. It
should nevertheless be clear from the proof that the most degenerate cases are in a small
neighborhood of det Hess, ¢,)hn = 0. We compute first 852211]\; = —4&: using that ap =

O, (HNn (&1 — 2,61 + &2)) = (O, Hy — 3qHN)‘p:£1+£27q:&_£2 (96)
8522<HN<§1 —&,6+&)) = (@%HN — 202 Hy + 3§HN>| st (97)
P=817182,4=81—82
Using now (91) and replacing (p, q) by (&1 + &2,& — &) yields
Oz, hw(€1,62) = =0, (Hn (&1 — &2, 6 + &) = —461. (98)

Case [£;| > ¢ > 0. From (98), stationary phase in & applies, with large parameter A. Using
(96), the critical point is such that My = 0,Hy(q,p) — 0,Hn(q,p). Using (89) and (90) and
replacing p,q by (& + &), (&1 — &2), we get My = 4£,&,, so that &, = %. Next, compute
higher order derivatives for the critical value of the phase hy (&1, &) at & = &0

.
O (61, €0.)) = O (61, st +

- Ml - (apHN + 8qHN |q:§1

e hv (€15 62)|e3=65.. = O v (€1, §2) 6=, (99)

—&2,p=61+&2

N2

— M, — 25%( ;2 (1 — af) ) ~ 26, — AKo)a(1 - 0) e
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The second order derivative of hy(&1,&s,) with respect to & equals
M;

02, (h(61,60)) =~ (1 - 31— a€)? — - -

3 (11— a8)&,.£)

+ Koo (a) ((1 —af) — agla&gﬂ

= s (1~ 0 -8) g+ Kl

(100)

where &€ is defined as

1 —a€(K,&/N? a) := (1 —a€(K,&/N% a)(1 — a(K, & /N? a) — a0, (E(K, 51/N2,(a)) )
101

Lemma 7. For |[N| > 1, the critical point & of hy(&1,&a,) can be degenerate of order at
most 2.

We need to prove that, when O, (hy(&1,62.)) = 0z (hn(&1,€2.e)) = 0, the third order
derivative doesn’t vanish. Taking the derivative of (100) with respect to & yields

v

3MZ  aKy(a)€
166F T (1 — a2l

where we set € = (1 — a€)d,E — (1 — a€)d,E. For all [N| > 2, the bracket in the right hand
side term of (102) is strictly positive and we may apply Van der Corput lemma with non-
vanishing third order derivative. We are left with |N| = 1 where the third order derivative
may vanish when M, is very small : but in this case, the second derivative given in (100)

doesn’t vanish and we can apply the usual stationary phase. Indeed, recall that (&;,&;) is
bounded (from (p, ¢) bounded). Therefore, when N? = 1, the coefficient of &; in (100) is O(a)

and for M, such that | M| < 4¢? we have |%] < ¢ for every |£;] > ¢. We conclude using that
1

K.o(a) ~ 1. Assuch, the contribution of the set |&;| > ¢ (88) is at most C'(c) x 1/AY2x1/AY/3,

where the first factor is the non degenerate stationary phase in &, and the second one is coming

from Van der Corput in &, irrespective of the value of N. We stress that we made no use of
the value of the Hessian here. O

% (h(61,€20) = —4 (1 - (1 — s (6) + (102

N2

Case [&] < c. Let now & belong to a small neighbourhood of 0, |§] < ¢ < 1/2, then
stationary phase (with non-degenerate critical point) applies in &: using (89) and (90),
compute (see (99))

0 hi(61,60) = My — 265 (1= (1 — a€)?) — 28 — 4Ke(a)a(1 - o©), s (109

W ’
ag)

where £ was defined in (101). As a < 1 and &,& are uniformly bounded, 9% hy cannot
vanish provided & is sufficiently small. We denote &; . the solution to O, hn(&1,&2) = 0, then,
using (103),

%2 h61,62) = —4(600 = 501 = a)) + Kwola) (104

M,

1
&e(1 - 32— a)?) + 2Knl@r el —a8)| =5 -8 (105)

N
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Remark 3.7. Since | M| = |P + Q| < 2rg with ry fized, it follows from (105) that both & .
and & remain bounded at stationary points and |M; /2 — &3] < 4c.

Recall that £ is a function of (K, %, a) (and, in particular, independent of &), uniformly
bounded, which implies that the same holds within parenthesis in (105). Consider a = 0,
then (105) has an unique, explicit solution that reads as follows (we chose the solution that

is closer to zero, as both & and M;/2 — & are small)

gl,c\azo = (Ml/2 - f%)FO(Ml/Q - 537 1/N27 K)?
1

Fy(M;/2 — €,1/N* K) = ., VYN #0.
G N = R O V) ’
Lemma 8. The solution to O, hn = 0 reads as follows
E10= (M /2 — E&)F(M,/2 — £,1/N? K, a), (106)

where F' is a smooth function in all the variables such that |8§2F| < C, for all k > 0, where
Cy, are positive constants. Moreover, F(M,/2 — &3,1/N? K,0) = Fy(M,/2 — &2, 1/N? K).

Proof. From & being a function of (K, & /N?, a), we let

H(&,1/N? K, a,2) = ff(l — %(1 — a5)2> + 2K (a)é(1 —a€) — 2z

and therefore (105) translates into H(&y.,1/N? K,a,M;/2 — &3) = 0. As both & and z
are small, we may set & = zF(z), and apply the implicit function theorem to H(F,z, a) =
2F2(1 — (1 — a&%(2F))/N?) 4+ 2K (a)F(1 — a&(2F)) — 1: notice that H(1/(2K),0,0) = 0
and OpH(1/(2K),0,0) = 2K. Let z = M;/2 — £3. We get a function F(z,1/N?, K, a) such

that
1

T O.H(F(z,), )+ 1

In doing so, we may possibly reduce the size of the constant ¢ without loss of generality.
Knowing the explicit formula for a = 0 yields F(-,0) = Fp. O

Let l~1N(£2) = hn (&1, &2), With & . given in (106): as
Oe,hiv(&2) = 0eu&1 O, hv (€10, &) + Oy v (61,60) ey . = O (1,0) e, o

it follows from (96) that de,hx = 0 if and only if My — (8, Hy — 9N )(q:p)l(€162) = 0. Using
(89) and (90), we have Jg,hy = 0 if and only if My — 4§, & = 0. We need the second
derivative of hy that we will compute using O, hn(&2) = My — 4& &,. Since

02 hy = —4(0g,61,060 + E1,0),

51,0 - ZF(Z7 ')a az(gl,c)

we first compute the derivatives of & . with respect to &. Using (106), we have, for z =
M1/2 - 5%7
dz

85251# = d_&aZ(ZF(Z’ )) = _2£2F(M1/2 - 5%7 ')7
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where we have set F(z,) = F(z,-) 4+ 20.F(z,-). The second derivative of hy is then
Iy = —A(Oeyf1.6n + E)
——4((M1/2 = §F (M /2 - &) - 23F (M1 /2~ €3, )) (107)
— —4((M/2 - E)(F +2F) (M /2 - &) = MiF (M /2~ €3,))

As |z| < 4c and a < 1, if |M;| > 15¢ we have |8§25N| > ¢/K and the usual stationary phase
in & will hold (notice how this is consistent with being away from a small neighborhood of
Cn, see (95)). Since z is small, critical points are degenerate if and only if

M F(z,-) — 32F(z,-) + 2(M; — 22)0,F(z,-) = 0. (108)

As both M; and z are now of size at most 15¢, the third term is O(c?) and we set z =
M12<M1, CL)Z we let H(Z, Ml, CL) = F(MlZ, ) —3ZF(M127 )+Z(M1 —2M1Z)(8ZF)(M12, '),
so that H(1/3,0,0) = 0 and 0,H(1/3,0,0) ~ F(0,-,0) # 0, so that z = M;Z(M,,a), with
Z(0,0) = 1/3. Moreover, we may compute exactly Z(M;,0) = Zy(M;, K,1/N?). Therefore,
we have

(Ml/Q_ég) :M1Z<M171/N27K7a)7 Z<071/N27K70> = 1/3 (109)
Therefore, degenerate critical points & 4 (solution to OEQEN = 0) only exist if M; > 0

(otherwise, non degenerate stationary phase applies and provides better decay 1/4/(—M;A),
but this case will be subsumed in a later application of Van der Corput). These & 4 are
functions of /M, that coincide at M; = 0 (at which they are both equal to 0.) In fact,

from(109) we get
VM

=+ 14+ 0O(Mi,a)). 110
o = £V (14 0(M,.0) (110)
We now compute the second and third derivatives of &; . with respect to & :
dzz dz
(92 5 c = zF 82 2=(M7 /2—2¢£2
¢561, d£2 ( ( )) (dé ) ( ( ))’ (M7 /2—-2¢€5)

= —2F(M1/2 - 252) + 45262F(M1/22 B 253)’

and therefore

0% hn(€2) = —4(20e,61.0 + £20261.0)
-—%&((MM2—%m)+§£@FM@&—25J>_1%2

2214+ 0(¢,a). (111)

At M; = 0 the order of degeneracy is higher as & 1 |y,—0 = 0 and Bg’ﬁ]v(gg,i)ml:o = 0.
However, the fourth derivative doesn’t cancel at & 1 as it stays close to 12/K for small a
(recall the O(-) of (111) is a smooth function of its arguments, hence we do not need to
compute further derivatives of £ . to get the leading term). Going back to 8§2iLN =0, we
deduce that M, = O(c*?). When degenerate critical points exist, from My = 4&; |¢, , &2+,
using (106) and (110), we have

_ SQ_i . i 3/2
My = 4[( (14+ O(My,a ))—ig\/gKM1 (14 O(My,a)). (112)
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Hence, at degenerate critical points, we must have (112), which is at leading order the
equation of a cusp. We may now conclude in the small neighborhood B, = {|&| + |&]? +
| M| +|M;|?*3} < c (as outside the usual stationary phase in both variables applies) by using
Van der Corput lemma on the remaining oscillatory integral in &, with phase hy(&2): O¢,hn
is bounded from below, which yields an upper bound A~'/* (uniformly in all parameters).
When moreover M; # 0, the third derivative of the phase is bounded from below by |&|/K:
either |5 — M, /6] < |My|/12 and then |0 hy| is bounded from below by /|M;|/(12K),
or [§5 — My/6] > (|My]/12) and, going back to (107), 9Z,hy is bounded from below by
|M;|/(12K): this yields an upper bound (/|M;|A)~Y/3 + (|M;|A)~'/2. Both terms are better
than A=/4 provided that |M;| > A=1/2 and then (y/|M;|A)~3 > (|]M;|A)~Y/2. Finally, we

obtained
1 1 1

RS INE inf <A1/4’ |M1’1/6A1/3) ' (113)
From M; = P+ Q and M, = P — Q ~ +|M|*/? < |M;|, P ~ Q and therefore |M;| ~ 2|Q),

which is our desired bound, as the non degenerate stationary phase in & provided the factor

A2, O

Remark 3.8. The same rotation of the (S, ) variables may also be applied when |N| > \'/3
(and |N| < A3, (P,Q) large). While longer than the direct argument we used, it does
provide more insight on the geometry of the wave front. However, the worst possible non
degenerate stationary phase scenario, around N ~ X*/3 provides the same N*/* decay as the
most degenerate case : singular points cannot be singled out in decay estimates, even if we
know precisely where they are. This set of N’s turns out to be the worst case scenario for
Strichartz estimates later.

3.2.3. Proof of Proposition 4
We first prove that for |T'| < g only Wy (T, X,Y) with N € {0, £1} provide a non-trivial
contribution. The phase ¥y, , is stationary for A such that

TV1+a
2v 1+ aA

and stationary for Y,S such that S? = A —1 and T2 = A — X, with X > 0; therefore we
must have [T + S|? < 4A4. Let |T| < 2 and consider [N| > 2: if Wy, (7, -) is stationary in
(A, 1,95) then

5vV1+a TV1+a T + 5]
> >2VAIN| =T+ S| >2VA(2— > 2V A,
8\/1+aA_‘2\/1+aA - Nl = 2 < 2V A >_

which yields vA < 1%, but for such small values of A the phase would be non-stationary
in S (and we are out of the support of ¢3(A).) Therefore, for such 7’s, the sum over N in
G;’j(T, -) reduces to N € {0, +1}. Let N = 0: we will apply the stationary phase in (A4, T, .S)
as long as | + S| > ¢ for some small constant ¢ > 0. Compute

—2VAN+T+S, NeZ, (114)

SNT+$?

det Hessa v, sWo.a.q (T, ')|V\Ifo,a,a:0 =2[T+ 5| [1 t4da (14+a)T?

(115)
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and the critical points satisfy (114) with N = 0, which yields 4a52§ﬁ7?32 < A K 1.

Therefore (115) only vanishes for T+ S = 0. Write 1 = xo(T +5) + (1 — x0)(T + 5), where
Xo € C5°(—2¢,2c¢) and xo = 1 on [—¢, ¢] for some small ¢ and write Wp , := Wo a.vo + Wo.a1-x0
accordingly, by splitting the symbol. Then in Wy, _,, the usual stationary phase applies
with large parameter A and yields

@\ LI L hye

|W0a1 XO(T X, Y)| ~ B3 hz a1/4 - ﬁ

On the support of Wy 4, we have to sort out more cases: using (114), ¥y, , is non-stationary
in A on the support of xo(S + Y1) if |T'| > 4corif | X —1] >4c. Set & =T+ 5,6 =5-71,
and

9(61,62, A) =V0,0,a(T, X, Y, (&1 — &2)/2, (&1 +&2)/2,A,1)

(& —&)° &)? (G—-&)  (G+&)° (G+&)
5 X Ty T

AT V1+a(A-1)
VitaAd+V1+a’

with & < 2¢, |T| < 4¢, | X — 1| < 4c. Then the stationary phase applies in (&1, A): we have
TvV1+a
2v/1+aA’

then 07 49 = —1, while (07 9)(0%g)| ~ [aT& | = O(a) and by stationary phase we get a
decay factor A™! and are left with the integration in &. If we denote &, A. the critical
points satisfying V¢, 49 = 0, we have

Oz, 9(Erer €2, Ac) = 461& + (1= X) /2, 0Z,9(E1er &2, Ae) = 461 e + 4620561 -

Using (117) we compute

(116)

06,9 =263+ 260+ (1+ X —2A)/2, Oag = —& + (117)

2

& (14208, + &+ 1+ X)) = (1 +a),

therefore & . = %(1 + O(a), Og,é1.c = —2a6261,(1 4+ O(a)) and 85229(51,6,52, A r) =46 (14
O(a&2)). If \|T| > M, for some large M > 1 then stationary phase applies in & and yields
an additional factor (A|T'])~/2. We eventually find for some large M > 1,

a® [ ATYNT)TY2, i M/ < |T|(< 5c),
WX 1)) £ 0 {25 00) /3 < ITI(< 5¢)

IS5 if [T < M/

For |T| € [M/),5¢], we have #zA" (\|T|)™V/2 = & ()12 For |T| = Ik < M/\ = Mh/a*?

we have BN\~ = Y& < M(M1/2 gince t > Mh/a. This yields ]WOGXO(T X,Y)| S &(&)v2
Let now N =1 and |T| < 2 : using (114) with N =1 yields

sita [TWIta ., o
SVItad~ ovitad "

T+ S|, (118)
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and therefore |T 4+ S| > % when the phase is stationary in A. Compute

det Hessay sV1 44(T,+) = |[4STO3V1 0a(T, ) — 2(T + )|,

where 93V, ,, = _\/LZ + V00 = _\/LZ + O(a). If [S| < & or |T| < 4, then using
T+ 5] > 2 we apply stationary phase in (A, Y, S) since 2|1 + S| — 4% >3- 2'3% > 1 If

both |S],|T| > 1z and ]25T + 7T+ S| > ¢ for some ¢ > 0, statlona,ry phase apphes Cons&der
the case |25T +T+S| < 2c¢ for some small ¢ and |S|, |T| > §5: then S, T < 0 and the critical
points are S, = —vVA—1, T, = —vA — X. A should be solutlon to

VA—-XVA-1 1 1
2 =VA-1+VA-X & + =
VA V1-1/A  J1-X/A
and since \/1_17/14 > 1 and \/im =1+1/(24)+ O(1/(24)*) > 1+ 1/A > 1+ 1/9, there
is no solution. Therefore for critical A,S,Y, |det Hessay sV aa( )| > ¢ > 0. Stationary
phase then applies, providing a factor A=3/? and |[W14(T,-)| < (%)% Notice that if ||
takes larger values, (118) doesn’t help anymore to lower bound T 4+ S| : when |T| ~ 4 we

start to see the first swallowtail in the wavefront set. This completes the proof of Proposition
4. O

3.3. Transverse waves for -y > h?/3=¢
We now consider a < v/4: re-scale variables,

r=7X, a=qA, t=\AT, s=75, o=AT, y+t/1+7y=7"Y. (119)

Let A\, = 73/2/h be our large parameter, with ¥ N, introduced in in (29), we have

2
Gy (t,2,y,a,0,0) = @Z—hpz /R ] /R ] eNNaan2h(n)x1 (VP Ay (A) dSdYdAdn,  (120)
N

where supp ¢, C [1,3]. As critical points in S, T are such that 5? = A4 — 2, T2 =A-X,
using that A < 3/2 we restrict ourselves to |S|, | Y| < 3/2 without changing the contribution
modulo O(h*). As for X > A there are no real critical points with respect to T, we may
restrict to X < 1 (hence x < v. Actually from symmetry of the Green function G
could even restrict to z <a,eg. X <a/vy<1/4 but we will not need it).

Therefore G (t,7,y,a,0,0) = G52 + O(h=) with G} = 3>\ W, (T, X,Y) and

h'y’

2
Wy (T XY i= s [ eMvoonumalsha(Ma(d) dsdtaady.  (21)

Here we dropped the x; cut-off that is irrelevant since we consider A, to be large. We will
prove the following propositions (recall t = /4T, therefore ty/h = T\,):

Proposition 8. For |T| < 1, we have

B\ /2
U%@XWH%MWMMS%MOCJ>. (122)
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Proposition 9. For 1 < |T| <9, we have

h 1/3 16 /1, 1/3
< V7. i L (R
3 W (7.X.Y)] £ Y in (1, (%) ) = ()

[N|<2

Proposition 10. For 9 <|T| < A2, we have

h1/3 h1/3 1/4
vl e
’WN,’Y(T7X7Y)‘N h2 \/,7]\]1/2 hz\/g )

B3~/
G (¢, 2,y,a,0,0)] < : 123
Gt 00,0 £ (123)
Proposition 11. For |T| 2 X2, we have
2
g
[Who (T, X, Y)| S S oy (124)
/6 1/3
Ji [ h 11 L
G2 (t, 2, y,a,0,0)] S EACE = e (125)
Y

We start with Wy,. As a/y < 1/4 and A > 1/2, [Sy| = \/A—2 > 1/2 and the

usual stationary phase applies in this variable; the critical values of the phase at S, are
{\I/NM(T X, Y, T, A n)}, where \I!NM(T X, Y, T, A 77) have been defined in (40) and ac-
cordingly we set Wy, = Wy _ + Wy _ . The phases U N.a are stationary in A when

T a 3
= v+ JA- 2 = oNVA(1 - ZB (), A%?)). 12
2V T A N ( 120 )> (126)

The second derivative with respect to A is

~T 1 N 3, 9 _,

03w oy = + — ( — -B'(z) — -zB"(z
W = ATTAA 2y/A—a/y VAL A4 )

4 ( )> |z:n)\.\,A3/2 ’
If N = 0, the middle term dominates the first one (as v < 1). If |[N| > 1, the last term
overcomes the next to last: this is obvious unless |N| = 1, in which case VA ~ 24/A —a/~
would imply 3A ~ a/v < 1/4 which is excluded by the support condition on A. Therefore
03N | 2 1.

The stationary phase in A applies so we are left to deal with the remaining variables T, n.
When |T'| is not too large, we will only integrate in T and then simply discard the integral in
n which is bounded as it has compact support; when |T'| > /\2 the stat1onary phase in n turns
out to be particularly useful. The critical value of the phase functlons 5 (T XY, T, Ac,m)

satisfies

(127)

Oy Uy oy (T, XY, T, Ag) =12+ X — A, (128)
aT N,a,v|Ac (aT Na'y+2aTA aTA\I}Nay (aTA) aA Na,’y)‘A
From (126) (equation on A, = A.(T,T, N,n)), we have (0rA.)(9% \Ilﬁ(wuc) = 1. Then,
Ry o la, =20 + 0vA(1+ 207 4 ¥y, ) =20 — Or A.. (129)

32



Lemma 9. For a given |N| > 2 and a given point (T, X,Y) with T ~ 4N, the phase \I%M'AC
has at most one degenerate critical point of order two with respect to Y.

Proof. Let |[N| > 2. Using (127), 8%‘9%@7%'146 = 0 becomes 2T = Oy A,:

VA,

3 9 3 a/(1\/Ac—a/7) TAY?
(2N F1)(1 = 3B'(2) — 32B"(2)) F 1(B'(2) + 32B"(2)) &+ VAt A + 2(1'Y+,YAC)3/2

T:

with 2z = T]AWAE/Q. From (126) we also get

a3 /AR 3/2
TF ary/amem ~ avAB ALAT)
(2N F 1)(1 - 2B/ (n), AY?))

2\/14Trﬁ -
VA= (130)

hence a solution to 93Uy, 14, = 0is such that

T - Z(1+0(7) + O(a/7) + O(\;?)
2N F1)2(1+0(\;2) + 0(7))

Notice that for every given T, N we obtain an unique solution Y (7, N,v). Asking T. to be a
critical point gives also Y2 = A, — X, which provides the relation between T and X at those
points where the phase is degenerate of order at least two. To check the order of degeneracy we
consider higher order derivatives. We have 8%@%@77' A =2-03A. =2+ (8TAC)38§‘\IJ§M| A
Compute
32T 1 N _

A = 5 T 5 T 5(1+ O()"y2))7 (131)
8v1+~vA 4/ A —a/y 2/ A

3L NF1/2 . 2\
hence D3Uy, [, ~ L2 while drd, ~ (U7,
C

37,
aA\I]N 3857y

Ac)_l ~ _(N\:/F?h) and (aTAc)g ~

3/2
_(Nicw which means that for |N| > 2 the critical point T, is degenerate of order exactly
two and the absolute value of the third derivative is bounded from below by a constant. [J

Lemma 10. For N =0 and T # 0, we have 029, |4, = T(1 + O(7)).

0,a,y

Proof. Let N = 0 and A, = A.(Y,T, N,n) be the solution to (126); taking the derivative
with respect to Y yields
T
bod 4 W A—alr 20 — )

—a ’YT T _ 3
L % bt 2(1474.)%/ <2\/1+7Ac T)

and we obtain, after replacing T with its expression from (126)

T
e c T ’
' L+ 2(1+7yAc)3/2 (2\/1£7AC -T) VI+9A 2(1 +~A,)
which ends the proof. -
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Lemma 11. For N = +1 the following holds:

L. each phase function VI, , (T, X,Y, T, A.,n) has at most one degenerate critical point
Y. of order exactly two. Moreover, |Y.| < A, and |T| Z v/ A..
2. for T # 0, we have 03V, |4, = T(1+ O(7)).

Proof. Let N =1 : for W], the proof follows the one of Lemma 3.3, except for the lower

l,a,y
bound on 7" that is a direct consequence of (126), with + = —. For \I/fcw we proceed as in
the proof of Lemma 10; notice that in that case, (126), with + = + forces |T'] < 1. O

Lemma 12. Let \2 < |N| and ‘;[/ﬁa,7 gwen in (40). Then stationary phase applies for \I/Ji\,’a,,y
in (A,n) and, moreover, its critical value \Ifﬁaﬁ(T, X,Y, Y, A.,n.) has at most one critical
point of order exactly two in Y.

Proof. The derivatives with respect to A, n of \IJ?\?M are given by

T 3
+ o 3 o — o _ "t 3/2
Oa(UN.or) = n(—2 — +T3/3+T(X — A) A—a/y—2N(1 B (n\, A ))),

Uk, ) =Y +T3/3+ T(X — A) + §<A _ %)3/2 L WIE vAv— JTF7)
4 3,
_gNA3/2<1 _ ZB (77/\7143/2))

The second order derivatives are

N
A(¥N.,) = RHS term in (127),  92(Vy,,) = NN AB"(n\, A*?) ~ =

N,a, ,

v X2
3
Ra(Tias) =1 04V, + SIANAPB" (12, A7),
and when VA,n\I’]j\E,,aW = 0, the determinant of the Hessian matrix of \I/]j\tm7 is
N2
* 2
det Hess \IIN,aﬁIVA,,,\Ifﬁ,M:O ~ T N >\2.

It remains to deal with the integral in T. We proceed exactly like in the proof of Lemma 3.3:
the critical point A, is given by the same formula while the critical point 7. doesn’t interfere
here, as

By (xp;m(T, XY, T, A, nc)) = (T2 + X — A,)
812( (llli,a,'y«r) X7 Y7 T7 AC7 770)) - aTT]C<T2 + X - AC) + T]C(ZT - aTAC)

and at the stationary point T2 + X — A, = 0, we get the same formula as in (129) (with a
factor 7. near 1). In the same way, the third derivative is

a“?I’” <\I’ﬁ,a,'y(T7 X7 Y7 Ta A07 770)> = 8’2TUC(T2 + X — AC) + 28T770(2T - aTAC) + 776(2 - a%AC)7

hence when the first and second derivative vanish, the third one behaves exactly like (131). [
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We now consider several cases, depending on 7. If |T'| < 1, we can easily see that U5 Ny
can be stationary only for N € {0,%1}, since for |[N| > 2 (126) has no solution for A:
(2N — 1)VA(1—C/X2) < 1/2+3/2 yields for, [N| =2, A < 4/9(1 4+ C/A?), which is outside
the support of A for A, large enough.

Let first N = 0. Replacing N = 0 in (127) gives |03V 0a7| ~1/2, hence stationary phase
applies in A with large parameter \,. From Lemma 10 it follows that 9% ¥ 0 “ A/| A, ~ T, where
T =1t/,/7 and here |T'| < 1: to apply the stationary phase in T we need (v 3/Q/h) X (t/\/7) >
1: therefore, when h/y < t(< |/7), the stationary phase applies and gives

Y. ty\ Y2 Y ty\Y2 1 shy12
s () ) - )"
[Wos( IS h h2 \h h2\t
When ty/h < M? for some constant M > 0, the integration in A doesn’t help anymore and
PRSI (3 e
~ h3 h? — h2 '
We have just obtained the first part of (122) in Proposition 8.

’WO,'y(Ta Xa Y)

Remark 3.9. Notice that this last bound is the same as on a domain without boundary.
More precisely, it matches the boundary-less case for a frequency localized Dirac data, with
n~1/h and & ~ \/7/h, where dispersion takes over Sobolev embedding for t > h/~.

Let N = =1, then, according to Lemma 11, 8%\11117%7 ~ T we conclude as for N = 0
by splitting according to whether ty/h < M? or ty/h > M?. On the other hand, the phases
\IIILOW may have critical points degenerate of order (exactly) two, but they only contribute
if || > 1 from Lemma 11. As such, for small |T|, the significant contribution to G,J{ﬁ
is Wo, + Wi, + W7, and we obtain the second term in (122), completing the proof of
Proposition 8. O

Now, let 1 < |T| < 9; equation (126) has solutions for N € {0,+1,4+2} and stationary
phase applies in A with large parameter A,. When N = 0, the usual stationary phase applies
in T since |T'| > 1; when N = +1, stationary phase would apply for me but for |T| 2 1
they are non stationary and do not contribute significantly; according to Lemma 11 the phase
functions \Ilil,a,’y have degenerate critical points of order exactly two, which provides a bound

of the integral in T in W, _ of the form Ay /3 When N = +2, the phase functions have
degenerate critical points of order two. In this regime we obtain, for ¢ € [\/7,9,/7]

v 13 1/3 1 1/6(h>1/3
E W T XY —A\ h ~ — —
|N|<2| N’Y( )| h3 y h2 hg’y ¢ )

and this completes the proof of Proposition 9. O
Then, when 9 < |T'| < 4A2, equation (126) has a solution only for [N| > 2 and the third
order derivative with respect to A is bounded from below, therefore we get

2

1
Wy (T XY S 5

1 1
UENVAP ST
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where the first factor A;"/? comes from the stationary phase in S, the factor (NA,)~/2 from

the stationary phase with respect to A and A\ 3 from the degenerate critical point of order
two in Y. Using that ¢/,/7 ~ 4N we find

2 p 1 BB 1 RY3 1 AVARLB
Wy (TX,Y) <L 2 0« 20 20 |
| SR YNAR T RN TR
1 1/4h1/3
7|7 /-y
G2y a 0.0l S Y WX V)| S 50
NeNi(z,y,t)

since |N1| < O(1)4+T/X2 = O(1) as here we consider only 9 < T' < 4A2. Finally, let 4)2 < |T|
hence A2 < |N|. Since |T| < 1/,/7, this regime corresponds to v < k%7 that hasn’t been
dealt with in [8]. Here, stationary phase applies in (A, 7). Using Lemma 12, we get

7 1/2 2 /y2\—1/2y-1/3 7 1 1
Wa(T, X, Y)| S 352 A (N /N 72 /shwx,,/ﬁ,

where the first factor A;'/* comes from the integration in S, ASH(NZ/A2)7Y2 from the sta-
tionary phase in A,n and A\, 3 from the integral in T. For A2 S |N

h < cP1 1T _ 1w
|Gh,'y(tax7y7a7070)| ~ Z |WN(T X Y)| ETWE ~ ]2 g )
NeNi(z,y,t) >\
and this achieves the proof of Proposition 11. m

4. Strichartz estimates

We intend to prove Theorem 1. We may reduce ourselves to half-wave frequency localized
operators Gf, and then, to a sum of operators Gf e Assuming we get a bound with a constant

7, € > 0, we will have the same bound (with fixed constant) on G5 . We proceed as usual
by duality, hereby reducing ourselves to an inhomogeneous estimate on

ufﬂ(t,x,y) = /Gi,y(x,y,t,a,b, s)f(a,b,s)dadbds . (133)
4.1. The parametriz regime: v > h?/3=¢
We search for the smallest ¢ such that, for |¢| < 1,

h2
Huh,'yHL L% oy N h2 ( )HfHLq Ll ’ (134)

with C,(v) < 1. It will turn out to be convenient to prove

hl
it lupezs, S =5 Cal)

(135)
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with p = ¢/2. As the adjoint of Gi is G _, we will recover the previous estimate by duality

h,y?
and interpolation: duality yields
F h'/”
6525, S 5y Oy (136)

and interpolation midway between (135) and (136) provides (134). We may now replace
fe L;a,b in (135) by a Dirac at (s, a,b): then we have v*(z,y,t) = G’fv(x y,t,a,b,s), and

we are left to prove that, for s € (=1, 1), we have sup, |lv* ||Lngo < h;ép Cop(7).

Remark 4.1. The whole point of replacing (134) by (135) is now clear : we have the sup,
after time integration and we will take advantage of our refined bounds around a discrete time
sequence.

Notice that s is actually irrelevant, and so is b: set s = b = 0, we would like to prove
/P P
sup [ 165zl e S (M Culnn) (137)

We recall that, at fixed v, we know that 0 < a <~ and GZV = szﬁ + G;{i + O(h>). Now, if
|t| < /7, the operator G,jfﬁ(t) only sees at most one reflection, and as such it satisfies the free
case dispersion estimate, as proved in [1] with a generic boundary. In our particular setting
we do have Propositions 4 and 8 that provide the correct decay estimate, and we get

h/vy p VT [ pi2 NP
v
a JItsvy ) 0 h/y

which is bounded by h'/2/h? for p = 2 (except for an irrelevant log that may be removed by
computing the weak L? norm). Next, we record the bound from (138) but for any 2 < p:

1
? 1
h
sw ([ 1GE (apalliz de ) SR (139
o \Jisva ’

We then split the operator defined by (133): uh .= uh 5 04+ wh , where the kernel of u is
restricted to |t — s| < «. Having the usual dispersion bound for th1s truncated kernel, we get

h1/2
sz S =5 S Il (140)

Hence on such a short time scale we recover the classical LY3L' — L*L> bound on the
2D wave equation in R?. Going back to an homogeneous estimate and using conservation
of energy, we may pile up 1/,/7 estimates to obtain an homogeneous estimate on a longer
time interval, at the expense of a large constant 1/ (ﬁ)l/ 4 and then convert that estimate

to an inhomogeneous estimate again, and it will hold for both ufﬁ and wi,y (using (140) for

+ _ .+ +,0
wh,'y_uh'y uh’y)

hl?

_1
ot ez + ity lgam S Sy 4 (141)
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Remark 4.2. Recall we have (from (16)), ||uh7||Lt . S hT \/_||f||L1 Interpolating this with
(141) (for uhﬁ) yields an LSL*> bound, which is nothing but the bound from [1].

We now proceed with larger times, and start with v > h'/3, where one may easily check
that the condition N < A2 is always satisfied. Moreover, in this regime, there are no overlaps
between waves. We first consider the tangential part, G;j =Yy Whn. From Propositions
5 and 6, set Nyap ~ 1//7 < A/ (the maximum number of reflections we may observe on
our given time interval of size comparable to one), and write

1 AN +4
/S“p|ZWNat/fXY|”dt<f > / sup [Wo(T, X, Y) [P dT
\/>XY N 1<N<1 X7Y
hﬂ 4AN+4 1
S Y (L el
W = \Jaysan NPT — AN)Pp

4N+1/N 1
" / : ar) .
AN (N/AVB) 3 + [N(T — AN)|V/6)»

Changing variables, we compute the right-hand side, for 3 < p < 6:

1 s\ /5 4 1 /N 1
) dt < —d9+/ df
/\ﬁ( )di S h2p Z /1/N Np/4|g|p/4 o (Ni\~iz +|NO|/6)p

NS
% 1Y BE 1 1
Al > —/ —dz+ [ de+ — dz
h? — \N |2|p/4 o Ni N Jndas [ERE
S

N

vl 1 B—1 2
i \ oy RV sl

where 1 < M32 = +3/h in our regime. We now do the same computation but for the
transverse part, G:{: = > x Wn, using Propositions 9 and 10, for T > 1:

4N+4

1
/ sup | Y Wi, (t/vVa, X, Y)Pdt S5 > / sup [Wy~(T, X, Y)|P dT
XY

\/>XY N N<1

hg\/’_}/ AN+4 4AN+4
<
S DO T D Sl Y

N<g /4N ISNS L

and, for 2 < p the sum is finite. Therefore, summing both tangential and transverse estimates,
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for all @ <« and choosing p = 4 yields

1

1 4 1

h3

( / sup!G;,w-)r‘*dt) < Ty log 2. (142)
ﬁX,Y

Using (142) we get an estimate for wj" ¢ first from L., to L{ L, and then by duality and

interpolation,

hY/
lwiisllzsee S =5 P Y log YA N - (143)

We notice that h'/12y1/8 < ~43/8  We may now interpolate between (143) and (141): pick an
interpolating exponent 6 = 3/5, we have 1/5 =60/4+ (1 —0)/8 and 3(1—0)/8—0/4 =0, we

get
2/5

h
iy llzgee < 2 (0g7) VoI s (144)

The same bound holds for uf , with a much better v'/® replacing the log factor. If in the
interpolation step, we pick 6 < 3 /5, there is an additional positive power of ~ left, making the

log irrelevant, and we can even sum over v > h'/3: denote this sum by G+ hspiszr We proved
Proposition 12. The half-wave operator Gizhl/g 1s such that, for any q > 5,
HGh >h1/3U0HL‘IL” ~ <t 1““0“2 (145)

Remark 4.3. Considering that the counterexample in [10] precludes ¢ < 5, Proposition 12
15 optimal up to the endpomt q = 5. In fact, one may refine our argument to get an optimal
LIL*> estimate for Ghv’ depending on h'/®> <~ <1, and connecting ¢ =5 and q = 4.

We now proceed with the lower regime h%/® < v < h'/3. Here we essentially get (at most)
three regimes: [t| < \/7AY3, /AA/? < |t| < \/7A\? and [t| > \/7A% Denote by N* = A'/3 and
start with [t| < t* = \/yN*: we reproduce the previous argument, except now we evaluate
the L} norm, for p > 5/2 on a time interval (0, /7N*).

t* % » log N 1
[ sl Wale/va xvipar sEY S (sup<N—4, % >+A;:+—>
Vi XY % h? N N NZ N

A

<1 + Sup((N*)l_%, | log N*|2)>

while for the transverse part, replacing 1/,/4 by N* does not change the estimate. Hence,
suming tangential and transverse estimates, and choosing p = 4 again,

1

t* 1 h%

(/ sup |G (~~)|4dt> < TP llog N2, (146)
\/>XY
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Let us go back to (141) for w*: piling up N* intervals of length V7Y, we may replace the
corresponding inhomogeneous estimate, with |J| = \/7N*,

h12
lwicallzszw S S5 VNI Fll oo (147)

By the same interpolation we did before, between the L%L> estimate resulting from (146)
and (147), and duality, we get, for any ¢ > 5, for w,jfﬁ and then uiw

h2
i N, a0, S =5 Hf||Lq Pr (148)

where £(g) > 0 (so we can later sum over 7). Note that v < h'/® and therefore \'/3 = N* <
h=1/6 which explains the numerology.

We now proceed with N* < |t|/\/7 < Ni = inf(1/\/7,A), and set t; = \/yN;. We
compute again the L} norm, for 2 < p < 4. After rescaling in time, and with 4 = 1—p/4 > 0,
we have for tangential waves

t1 AN+4 1
sup | Y Wia(---)Pdt S 5% /5 / T
fo 1%, N T L NPy
NI / o
N*<N<N;y + NQ)P/4

hs /A 1 N N

< - 2 AN — (A 2#)

> N((<N*> AN~ (o) )

N*<N<N;y
My

>

2 Z((

N-inen ((F5)2 +4AN)-# + (%)2(1*“0
We compute the last sum: if Ny < (N*)?, then Ny = 1/,/7 and
1 1\"
Y oc0s ¥ oams(s)

1 1
N*<N<ﬁ N*<N<W

and if Ny 2 (N*)?, then (25)?4+4N) 14 (L5)20=m) > (L0)20=1) and with 2(1—p) = p/2 > 1,
N 1 2 -
Z ()S(N )2M+ Z mgu\[ )2 p/2:A2/3 p/6. (149>
N*<N<N; (N*)2<N<N; *N*

For t; < |[t| < 1, which corresponds to N > N; = A, v < h'/2) we may use the improved
bound (68),

1 4N+4
[l mepasieys Y [
b XY Ty Ni<N<1/\~ )2y
N EREAVEO LAl (150)
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For the transverse part, we get a straightforward estimate, directly on \/YN* < [t| < 1,

1 1
dt
/ sup\ZWNw NPdt < n5 p/4/ 7
N*

VIN* X,Y Nai
< h§_2p’}/p/4(ﬁN*)l_p/2 < hg—Qpﬂ/(/\l/?;)p/Q—l
which is better than (150). Therefore,

. 1 (2—p/2)/p
! S T inf(1/,/7, \2/3
(/ sup G <--->|Pdt) < h' ”pﬁ”p< WA sy

\/>N* XY

and for p = 18/7 which is of particular interest to us, when v > h*/? (e.g. 1/,/7 < A?/?)

1 T78 e %
18 18 hg
/ sup |Gy (- )7 dt ] < 5 : (152)
VAN* XY Y

while for h¥7 < v < h*/?,

1 18 e h% Yy %
[ mpisiscontae) <55 (55) e

The worst case scenario is v ~ h*?, and summing for v above or below, using duality we get
an inhomogeneous L36/ "L estimate for wf , but where the kernel is restricted to |t —s| 2 t*:
suming with (148), we recover the same estimate for uh . The homogeneous estimate then
writes

Proposition 13. The half-wave operator Zh4/7<,y<h1/3 G is such that, for any q > 36/7,

hyy
I > Giuollzare, S B uoll2 (154)

h4/T<~y<hl/3

Remark 4.4. This is ¢ = 5+1/7 from Theorem 1; the numerology relates to the bound (67),
which saturates for all T'’s where the corresponding wave Wy, is significant around N ~ \2/3

4.2. Overlapping waves: h*37¢ < ~ < h*/7

For various reasons we explained earlier, this worst case scenario (in terms of overlap)
oceurs for Nyge > A2, with Npgp ~ 1/,/7 and A = 4%/2/h (recall that this translates into
v < hYT)

For |t| < A%,/7, we may do the same argument as before (no overlap): in other words,

(146) holds and in our regime of v, the infimum in the bound is A\*3. We actually compute
the bound for v < h'/2, for p = 5/2:

2
7

inf(1,\/7A2) 5 h i
+ 2 ry 20
(/ i?E'Ghﬂ('”)'th) S 72 Gam)” (155)

VAN®

1[N
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From Propositions 1 and 11, we get a uniform bound for /yA\* < ¢ < 1, and therefore

2
hi/3 he [(hi—w%
+.f +,b —4/3 —3/2
t,- < ——(\ A2y < : 1
||Gh,’y( ) )+ Gh,fy( )HLfé\f,\Z ~ p2 ( + ) ~ h2 v ( 56)

Here we pushed this direct computation as far as it goes: we proved

Proposition 14. The half-wave operator Z 1 th is such that, for any q > 5,

30 <y<h2

+ _
I > Giuollzore, S 07 Hluolls (157)
h%_%<7<h%
Collecting all the Propositions in this section, we obtain Theorem 1, but only for the
operator Zh% . Gfﬁ with ¢ = 1/30 at the moment. For lower values of v, we will now
turn to gallery modes.

4.8. Strichartz estimates for gallery modes
We refine a result of [3]: let

uk (87, y) = h VA ) () ey, (2, /h) diy. (158)

R
These solutions to the wave equation and are the so-called gallery modes. Using Lemma 2,
(ug+)xis an orthogonal family in L?(2). We also set ugo(z,y) = up+(0,2,y).

Theorem 2. For any data of the form uyo, k > 1, Strichartz estimates hold, uniformly in

the parameter k: there exists a universal constant C' such that for all (q,r) satisfying q > 4,
L=2(3— 1), and with § =2(1/2 —1/r) — 1/q, we have

q 2\2
kMl Lo (a)) < Ch™Plluroll 2 () (159)

Proof. Since uy,(t,z,y) = ug+(—t,x,y), we prove for (159) for uy := wuy . By definition,

VAM/R) = 2T+ wi(h/n)?3, then wy(t, x,y) = + [ etanV i+t e, (2 n/h)p(n)e dn.

At t =0, we get (recall e; is L:-normalized), after Fourler transform in y, |lug(0,-)||3. () ™~

h||1]|3,. We aim at controling the Fourier multiplier (w.r.t. y, at fixed x) ej(x,n/h): if we
n
can obtain good Lz bounds on this multiplier, dispersion will reduce to an equation on

1 it 4 2 - Y”
o) =y [ RV e (160)

A simple computation yields

lwr(0, )17z ~ AlllIZs ~ Ilun(0, )lI720,). (161)
Since eg(x,0) = %Ai(@”% — wy), let @ = n/h, we are left with a convolution with
Wi
1 1 ;v
Con(0) = g, [ RO AW —oan, (62)
K
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which easily maps L7 to L?(Q). To map L;° to L>®(€Qy), we compute sup, [Tz u, (y)|z1. We
set y = hY, © = h*3z and G, (Y) = hD2ss.,, (RY), then, replacing Ai by its integral
formula (20),

h—1/3 ) 3
271G, (V) = —— e’(Y"+?+S(’72/3Z—wk))771/3w(77) dnds . (163)

Vv L (wy)

Set s = w;/za, Y = wZ/2T, 2z =wiZ, and define Hy,,, (1) := w,i’/QGz,wk (w?’/QT) We have

sup [T, (Y)llzy = sup /|Gz,wk(Y)|dY= sup  [[Hzw, (s, - (164)

z,x=h2/3z Zx=h2/3w,Z

To estimate supy,_p2/s,, 7 | Hzw, ()21 we compute Hz,,. Thinking of wz’/ * as our large
parameter, the phase function of Hyz,, (T) becomes ® = Tn + %3 +o(n**Z — 1), and

2
0, =7+ gaZn_l/?’, 0,0 =0’ +1*PZ -1, (165)

If Z large, then the phase is non-stationary in ¢ and we can perform repeated integrations
by parts in this variable to obtain a small contribution. In order ® to be stationary, we need

2
0% =1—1n**Z which gives T = ian‘l/?’ 1—n23Z7 (166)

so both Z, 0 and T are bounded on the stationary set (indeed, from (166) we must have
02<1,|Z | <n %3 and n € [1,3]). The matrix of second order derivatives is

—%aZn_4/3 %n—l/BZ )

Hess © = ( %77_1/32 9

4

and, using (166), at the stationary points ‘ det Hess ((ID)‘ = 577*4/ 37. Stationary phase applies

provided that wk/ °VZ > 1. In this case,

h 1/3 2 wk*?’/2
\/L/ wk

Using (166), it turns out that the main contribution in the integral defining Hyz,, (1) comes
from values |Y| < Z, for larger values of |Y| the contribution of Hyz,, (T) being h=1/% x
O(k=M) for any M > 1 by non-stationary phase. Therefore we can estimate

| H 7,0, ()| ~ (167)

B1/3 1/4
sup  ||Hzo (V)| 11 ~ dY ~ £ /7. (168)
wil<z51 ' b V L’ Wk IT|<CZ Wk/ \/_ h1/5

When Z (hence x) is very small, we can no longer apply stationary phase. However, for
values |Z] < w,;S notice that non-stationary phase applies in o, as, for Z sufficiently small,

15

v

1
9o B=0 4

o=++/1-02/3Z
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The integral in o, which is nothing but the Airy function, yields two main contributions,
corresponding to As defined in (9). In other words, when x = h%3w,.Z is very small, we
directly split the Airy function in (162) as follows

Al(n/)*0 —en) = 3 Aslon = (n/)*0a) = 31T oy — (/) ),
where, according to (10), [¥(W)| < 1/(1 + W/*). We obtain

B wi—xn?/3)3/
ot nF 3 (h?Pwp—an®/?)3 2)\Il(wk — (n/h)2/3$)771/31/)(7])d77a

p—4/3
x wk Z /—L, wk

and we notice that h*3wy — 2n?® > L1h?/3w), for small values of z. The phase is stationary
when y+ 2z /3 (h*/ 3wy, —an?/3)1/2 = 0; for values |y| > Cz(h*3w;)*/? for C > 0 independent
of wg, the phase is non-stationary in n and we obtain an O(h*) contribution. We can now
estimate

Ia |dy < h ! dy _nr Czh'\fwy
T,w ~ X €T
Jireaas$ [ o ToG = Va
h2/3 h— 1/3
SChtx — =C0—,
Wi Wi

using that z = h*3w,Z and Z < w;®. Since this last bound is smaller than the one in (168)

it follows that
1/4

Wy,
SUp [T, (lley S 5173 (169)

and this bound saturates for x ~ h?3w;. It remains to estimate |wil[ree: going back to
(160), stationary phase in  does apply when ¢ > h'/? since

O2(yn + t\/ 12 + wen 3023 | ~ twih? 303 (1 + O(K*?)). 170
n

Indeed, for ¢ > h'/? we obtain a bound for wy(t,%) of the form

Vvh 1 <h>1/2 1 (171)

1
) [ S () I —

When t < Mh'/? for some constant M, the phase doesn’t oscillate and we simply bound wy,
by . Tt Tollows that for every t > h, ||wk( )l is bounded by

1 /h\V/2 1
ot e S 5 (3) W (172)

which then provides

1
Hwk||L4(L;;°) <

S WHW(Q')HL@- (173)
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Returning to wuy and using (169), (172) and (161), we obtain

1/4
w 1
lwellisss,) S S lwllisws) S sa7llue0; )iz (174)
This proves that gallery modes satisfy the usual Strichartz estimates in R O

Theorem 2 has an interesting consequence: consider the spectral decomposition of a given
function wg, (where the h~'/2 accounts for the L' normalization of w;,)

ug(x,y) = Y cxh™Pug(0,2,y) | (175)
E>1

where 1 (0, z,y) is given in (158) for ¢ = 0 and where ¢ :=< ug, h~?uy,(0, ) >12(q,). We
may then evaluate the Strichartz norm of the solutions to the half-wave operators with data
Ug,

+(t,x,y) chuki (t,z,y) (176)

provided we restrict ourselves to ¢, (Qs,)us = u, 1, where we define the (tangential) pseudo-
differential operator Q., = = + D,?D2 = —D,*Ap — Id and where v > h2/% and ¢, () =
o(-/v) with ¢ € C§°([—1,1]). To do this, we let u, 4 be defined as follows

st ry) =) - / v et () g (W Pwn /e (x,m/ h) dny (177)
k>1
As in Section 2.1, the cut-off ¢, reduces the sum over k to k < v*/2/h = \,.
Proposition 15. There exists a universal constant C' such that
TN (0, ) | 26 - (178)

The Proposition is a simple consequence of the Cauchy-Schwarz inequality: as remarked
earlier on, the localization w.r.t. @, restricts the sum over k to (hk)?? < v, and therefore

[ty [ L3 (oo (a)) < Ch

1/2
sl s zoiay S D R el S BTN LY e
k<A, k<A,
S RNy (0,4) s -
4.4. The gallery mode regime: v < h?/3-¢
Using (178) and recalling (16) we have
hl /2 \/—
[y liiree, S =5 2 Ml and i o, S 5 e 1, (179)

Chose ¢ > 4: by interpolation between our two bounds, we can sum over all h2/ 3 <y < P23
consider ¢ > 4 and § = 1 —4/¢q, then the summability condition on € and ¢ reads, with > 0

y2\ 9e
R 0 < pu A(1

For e = 1/30, we get ¢ > 4 + 9/57, so that
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Proposition 16. The half-wave operator Z%h

1 Gfﬁ is such that, for any q > 4+ 3/19,

2_
3 30

I > Giyuollrgnz, S Y7 [uoll2 (180)
7§h§7%
This completes the proof of Theorem 1. O
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