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Linear Sensor Networks

A comparative study between a Token based and a
contention based MAC Protocol
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ABSTRACT. A wireless sensor network is a large number of sensor nodes
deployed in a fixed or random manner over a wide area for environmental
monitoring applications. Wireless sensors communicate via wireless links and
are powered by batteries. They collect and provide information to the base
station usually called sink. The information collected is generally physical,
chemical or biological nature. For some of these applications, as pipeline or
road monitoring, wireless sensor nodes have to be deployed in a linear manner.
We refer to these WSNs as Linear Sensor Networks (LSNs). Suitable MAC
protocols for LSN must take account the linearity in order to ensure reliability
and optimize parameters such as the end-to-end delay, the delivery ratio, the
throughput, etc. In this paper, we present LTB-MAC a Linear Token Based Mac
Protocol designed for linear sensor networks. In this paper we present a
comparative study in terms of throughput, delivery ration, end-to-end delay
between a Linear Token Based MAC protocol and the unslotted CSMA/CA of
802.15.4.

KEYWORDS: Wireless sensor network, linear topology, throughput, MAC protocol, CSMA/CA,
RTS/CTS, token passing, end-to-end delay, delivery ratio, 802.15.4.



1. Introduction

In LSNs, MAC protocols must effectively ensure #ral-to-end delay and delivery
ratio through a protected and effective acceshé¢ochannel. This paper focuses on a
Linear Token Based MAC protocol féinear sensor network (LTB-MAC). LTB-MAC
is based on a synchronization using token generdtiothe access to the transmission
channel. The token contains temporal informationstiee periods of activity and
inactivity of nodes. So, it gives to a node théhtitp access to the channel during an
amount of time. We evaluate LTB-MAC in terms ofahghput, end-to-end delay in
comparison to CSMA/CA in order to show its impawttbe behavior of LSN.

The rest of the paper is outlined as follows: iatise 2 we present a state of the art
on the MAC protocols used in linear networks. Set® gives the hypothesis and the
network topology; section 4 presents LTB-MAC. liisthection we show the principles
of the token by explaining the role of temporalomhation related to the token. In
section 5, we analyze the token propagation proardsdefine the concept of shuttle.
We present our simulation results in section 6.alym we end this paper with a
conclusion and perspectives in section 7.

2. State of art

The linear sensor networks are present in many tovimj applications. They are
found in the surveillance of pipelines [1][2][3],ima [4][5][6], volcanoes, bridges or
roads [7] [8], etc. They are characterized by atéich neighborhood and extend over
long distances [9].

The major challenges of MAC protocols in LSN arerdtiore equitable load
distribution on the nodes in the linear topologptimizing the rate of delivery packets
and the end-to-end delay, fault tolerance, eneeyng, etc. Linear sensor network
MAC protocols are mainly based on the contentiath mchronization. DiS-MAC [10]
is a MAC protocol based on time synchronizatiosefisor nodes linearly deployed for
highway surveillance. In DiS-MAC, each node use®dional oriented antennas to
reduce its transmission range to a direct neiglbdine line. This minimizes not only
the interference between nodes on the same linalbotbetween the nodes of the line
on the other side of the highway. The access talia@nel in Dis-MAC is divided into
two phases called phase | and phase Il which réispedurations are T1 and,.TIn
phase |, only the oddly positioned nodes on thealimetwork access the transmission
channel. The evenly positioned nodes are recetharisg this phase. Similarly, during
Phase Il, the oddly positioned nodes are transmitlaring T and those of the oddly
positioned ones are receptors. However, Dis-MAC nist suitable to linear
multidirectional networks antennas where the trassion range of a node can extend
over a neighborhood of more than one node. Indeethis case, there are risks of
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collisions between nodes impacting negatively witiie end-to-end delay and delivery
ratio. LC-MAC [11] is another MAC protocol based ¢éime synchronization. This
protocol is designed for linear networks extendingr long distances to reduce the end-
to-end delay while saving the energy of sensorsACM [12] is a MAC protocol for
linear network designed for forest environment rtamng. It uses token propagation for
nodes access to the transmission channel. Theiareand generation of the token
frame are managed by the sink. So, it periodicdlffuses it towards the nodes to
designate the one that has access to the channelveuvdr, this periodic
resynchronization of nodes increases the end-todefad/ in the network. Wiwi [13] is
a MAC protocol which synchronizes nodes by usingetislots. Between two
transmissions a node must wait for a period of &meivalent to four time slots to avoid
any collision with the reception of the reversdfitaThis increases the waiting time and
reduces the delivery rate. The 802.15.4 MAC prdtf4) is the main contention MAC
protocol used in linear sensor network. The L-CSpAtocol [15] is a MAC protocol
based on 802.15.4 CSMA/CA and is designed for lirsemsor network. It is assumed
that, with CSMA/CA, the probability that a packetlitles during its transport is quite
high in the case of a linear topology because ef dbntention and the problem of
hidden terminal. To avoid packet loss, L-CSMA isdxh on the priorities assigned to
nodes according to their position on the line. Nodser to the sink have the higher
priority. This method reduces contention betweedesobut increases also the end-to-
end delay. The protocol presented in [16] makesraparison of CSMA/CA protocol
with RTS/CTS and without RTS/CTS in a linear sensetwork. It shows that the
CSMAJ/CA protocol with RTS/CTS offers better perfante in terms of number of
dropped packets and queuing behavior over time.

3. Previous works

In previous works [17][18], we introduced LTB-MAfGr a clustering technique in
Linear Sensor Networks in conditions where raditkdi are supposedly stable and
identical between nodes uniformly distributed . Wensidered the Tworayground
propagation model [19] in which the reception pofera given link remains constant
for a given transmission power. In this approatie size and the distance between
clusters head are calculated logically and stdgickdpending on the connectivity of the
network, a link has a binary behavior: it is opienaal or not. This distance represents
the distance between two nodes token holders, Alaupto this, we shown that the size
of the cluster under the propagation conditiongedes on the redundancy factr
This defines the neighborhood in a linear netwoekthe number of neighbors left or
right for a given node . We have thus defined amdindant network in which a given
node is within range of 2 * R nodes distributeditadply to its left and to its right.
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We have shown the impact of clustering on netwatfqrmance. Network parameters

such as the delivery rate, the throughput at thk isicrease with the size of the linear
cluster. Indeed, the delivery rate and the througtare higher for the 3-redundant
network, followed by the 2-redundant network. lrst paper, we present a comparison
study between LTB-MAC and the 802.15.4 MAC protoicobrder to show the behavior

of the linear sensor network for two different ochal access protocols.

4. Hypothesis and network model

We focus on a linear sensor network where the adeethe transmission channel is
managed by a token generation. Three types of senao be defined according to the
role of the sensor nodes. The basic node thasiimale node with the relay functions of
aggregated data. The Token Allocator that creadtestoken periodically is usually
located at the opposite end of the sink. In Figt Is located at the extreme left of the
network. The Token Allocator is also a basic nodtn the particularity of having no
left neighbors. The sink is the base station whighregates and analyzes data.

Download traffic  Uplink Traffic

Token Allocator Token Holder Sink

Fig. 1. Linear sensor network

In this study, we consider a LSN where the Tokedogstor is located at the extreme
left of the network and the sink at the right elmdthis case, for a given node, we define
two types of neighbors. (i) The left neighbors whare nearest to the Token Allocator.
(ii) The right neighbors which are nearest of thk.sin the LSN data can transit from
Token Allocator to the sink node. We refer thisfficaas uplink traffic. This traffic
consists of information collected by the monitoriagplication (physical, chemical,
environmental variables, etc.). They can also trafiem the sink to the Token
Allocator. This is called downlink traffic. Thisaffic consists of control data of the
network or the application. We can also includeciyanization or alert settings.

We suppose that nodes are deployed in a fixed marvee the line and the distance
between two adjacent nodes is equal to d. It immasd that the environment is
homogeneous and that the propagation conditiomsvatid receive the token with a
power beyond the defined sensitivity threshold (é8n in 802.15.4). The traffic and
the token are acknowledged and data packets havesdme size. For resources
management of sensor nodes, it is assumed thattlie module of a node changes
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from one state to another depending on data celleahd specifications of the access
method.

5. LTB-MAC description

In LTB-MAC, the token gives to a given node the egxto the transmission channel.
This is a data frame containing temporal informagiamn the synchronization of the
nodes. So, a node is either token holder or isingafbor it. When it is the possessor of
the token it accesses to the transmission channmeigla defined time interval. This
time interval is divided as follows as shown in J[1Fig. 2. shows the sequence of
activity time and inactivity for a defined node. &p awakening, the node goes into
reception mode of the uplink traffic of its leftighbor during § and the token during
T'o. After the Ty period it receives the token and begins its trassion period (T+ T,

+ T%). After the transmission of the token, the nodesginto reception mode of
downlink traffic during T 3 . At the end of the mgation, it then goes into sleep mode to
save power during . The way of propagating the token from node toentmivards the
sink can be seen as the passage of a shuttle §i{iwhich the nodes deposit their
traffic towards sink. We define the shuttle duratig-ig. 2) as the amount of time
duration of the shuttle duration (SDur) and the ammf information exchanged by a
node during the shuttle passage as the shuttleqdy5plo).

e QOO OOO OO0 HOY
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i : T ¢ . H H H
Node A : —->: : : E

eA | : : H
: : uplink Token : lesiies : ;
v . » ' b
------------------------------------------------ T R T S e
: H ; Pon o H

—

- N B

H ' : s >

H f N Shuttle T

........................................................................................................................................
H "

O Token holder . Receiving node O Sleeping node

Fig. 2. Token process and shuttle propagation
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Fig. 3 shows the automate of the different stafea ourrent node. The sink and the
token allocator are node concerned.

B
-I—T1 expired or any donwiink traffic

Transmission
-> Right neighbor

T1+T2 expired

T1+T2 not expired

1"1 not expired

Transmission of
token

Starting T3

‘Waiting downlink
traffic

T3 expired

‘Waiting for uplink
traffic

Frame or token received

Starting T;+T,

T3 not expired
Frame/->FIFO .
Reception

- Token received or TD+ Texpired

Starting T,

Ty not expired and|
downlink traffic
running

Fig. 3 The automate of the current node

6. The unslotted CSMCA/CA algorithm with RTS/CTS description

In this paper we compare LTB-MAC to the unslotte8MR/CA algorithm of
801.15.4 with RTS/CTS [16]. This algorithm worls fallows. When a node wants to
send a data frame, it first sends an RTS by usiaghon-slotted CSMA / CA algorithm
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of 802.15.4. If the channel is free, then the neeleds the RTS. If the channel is busy,
the node retries sending the RTS after a waitingogedepending on the contention
windows. If the number of retries exceeds five anses, then the current frame is
dropped in order to avoid overload and congestiaihé network. When the transmitter
receives the CTS then it sends the data frametljitecthe receiver node (the next hop)
and this responds with an acknowledgment afterptemre of the frame. . The RTS and
CTS frames contain all the information necessary foe realization of the
transmissions. The inter-frame periods such as if® DIFS are assimilated to a
backoff period of 32Qus and correspond in reality to the time requiredtfe radio
module to switch from the receiving state to thensmission state and vice versa in
802.15.4.

The other nodes which receive RTS or CTS blockr tNetwork Allocation Vector
during the a period corresponding to the data fratm@nsmission time +
acknowledgment transmission time. The algorithmthef unslotted CSMA/CA of
802.15.4 is shown in figure 4.

backoff
Transmitter il ‘1_% Framel

1 backof :

i : : baCk
Receiver : :

i Transmitter's neighbors | : Blocking backoff and NAV (RTS) '

Receiver's neighbors I Blocking backoff and NAV (CTS)

Other nodes

Fig. 4. The CSMA/CA with RTS/CTS
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7. Simulations and results

7.1 Simulations parameters

We simulate our analysis on NS2 with version 2X82 consider a linear sensor
network of 10 nodes and a sink. Local traffic imgmted pseudo-randomly per time
interval and begins independently between 0 anddt sach node. The conditions of
propagation are made so that each node has exaoctlyeighbors: one on the right and
one on the left. To do this, let's consider a traission power of -5 dBm and a distance
equal to 90 m. The size of FIFOs is consideredifeced equal to 50 packets.

The possibility of downlink traffic is neglected sasning that the physical
characteristics of the sink allow it to receivereatly traffic. In this case, the need to
send resynchronization messages or alert is nblgligive focus on three performance
parameters: the throughput at the sink, the erehtbdelay and the delivery rate for a
given node. The throughput is the average rateaffid received by the sink per time
unit while the delivery ratio is the rate of packdelivered to the sink for a given node.
In fact, it represents the ratio between the nurlbbeeceived packets and the number of
sent packets by the node. The delivery rate depamdise overall load of the network at
a time and the number of hops performed by the gtadkefore reaching the sink. We
are mainly interested in two nodes to study thévdgl rate: node 1 and node 5. We
compare LTB-MAC with the CSMA/CA protocol with angithout RTS/CTS. Fig.5
shows the conditions of collision-free transmissicior LTB-MAC protocol and
CSMA/CA with RTS/CTS.

RTS RTS
e -u-u,,epteur :
C Emetteur ™—crg e ;
Conditi d'emission sans collisi

avec CSMA/CA

Trafic Trafic
Acausé Acausé Acaisé Qisé

Conditi d'emission sans collisi avec LTB-MAC

Fig. 5. Conditions of collision-free transmissson
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Under these conditions, it is considered that tistadce between two consecutive
shuttles is three hops. We consider three shuft@sis, 50 ms, and 250 ms.

The simulation parameters are summarized in theviioig table.

Table 1 Simulations parameters

Parameters Values
Token size 11 Bytes
Frame size 100 Bytes
Number of repetitions 50
Physical Layer 802.15.4

FIFO size

50-60 packets

Transmission Power

-5 dBm

LSN offered load

[10-100] Kbps

Simulation start time

[0-1] s

Simulation end time

[199-200] s

Shuttle duration

[10,50,250] ms

7.2 Results

Fig. 6 shows the throughput at the sink accordmghe global load offered in the
network for small shuttles 10, 50 and 250 ms. bvehthat the LTB-MAC protocol
offers better performance than the CSMA/CA withwdthout RTS/CTS in terms of
throughput beyond a 10 ms shuttle. Indeed, for IMBE the maximum received flow
rate is about 40 Kbps, while it is 25 Kbps for CSM@A with RTS/CTS and 15 Kbps
without RTS /CTS. The evolution of the throughpat £ TB-MAC protocol can be
divided into two phases.

» Between 8 and 40 Kbps of offered load (dependinghenshuttle): during
this phase the it increases as a function of tleeadvnetwork load. This is
explained by the fact that the network is not avadied and therefore the
FIFOs do not overflow. Thus, during the passagéefshuttle, the nodes
are able to send as much data as possible.

e Between 40 and 80 Kbps the throughput is stationdiyis phase
corresponds to the saturation which is the consemuef the high network
load. Therefore, the aggregated data during passatiee shuttle remains
constant which explains that the throughput dog¢gpragress.
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Throughput at the sink
45

CSMAICAWTh RTSICTS —+— |
a0 | CSMAICAWIthout RTSICTS —r
LTB-MAC Shuttle = 10
LTB-MAC Shuttle =58'ms —s—
LTB-MAC shuttle =250 ms

35 +
30 +

25

20: % ]

15

10
5+

10 20 30 40 50 60 70 80
Global offered load(Kbps)

Throughput (Kbps)

Fig. 6. Throughput at the sink

Fig. 7 shows the delivery ratio as a function leé network load expressed in
number of packets per second for three shuttlesnédes 1 and 5 we can see that the
packet delivery ratio at the sink is more importamthe case of LTB-MAC protocol
than for CSMA/CA protocols with or without RTS/CESen in a very small shuttle of
10 ms. Indeed, for node 5, the minimum deliverjor@naximum resp.) is 0.6 (resp. 1),
whereas it is 0.11 (resp. 0.85) and 0.28 (respb)Or@spectively for the CSMA/CA
protocols with RTS/CTS and without RTS/CTS. For @dd we find a minimal ratio of
0.4 for LTB-MAC whereas it is 0.1 for the CSMA/CAqtocols with or without RTS /
CTS.

For LTB-MAC protocol we see that the evolution bétcurve is divided into two
parts.

» Between 10 and 60 packets per second (dependitigecshuttle). In this
case the delivery rate is equal to 1 because thwrieis not loaded. So the
packets are not victims of overload of the FIFOs.

» Between 60 and 100 packets per second. In this peatdelivery rate
decreases gradually as the network is loaded. i$hegplained by the fact
that the FIFOs are overloaded causing packet dfapsnode 1, however it
realizes that LTB-MAC protocol and CSMA/CA with without RTS/CTS
have the same behavior when the network is vergeden
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Delivery ratio for node 1
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LTB-MAC Shuttle = 250 ms
LTB-MAC Shuttle = 50 ms
[TB-MAC Shuttle =10 ms
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shuttles. It is smaller for the node 5 becauss itloser to the wells and thus delivers
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Delivery ratio
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1
0.9
0.8
0.7
0.6
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0.4
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0.2
0.1

0

Delivery ratio for node 5

CSMA/CA without RTS/CTS
CSMA/CA with RTSICTS
TB-MAC shuttle = 250 ms
ViAC-Shuttle = 50 ms
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Global offered load (packets/s)

Fig. 7. Delivery ratio for node 1 and node 5

Fig. 8 represents the end-to-end delay as a funafothe available overall charge

expressed in terms of packets per second. Heren agaisee that the LTB-MAC
protocol reduces considerably the end-to-end dielaypmparison to CSMA/CA for all

data faster.

End-to-end delay for node 1
20

LTB-MAC sShuttle = 250

CSMA/CAWith RTS/ICTS ——

10 20 30 40 50 60 70 80

Global offered load (packets/s)

0

100

End-to-end delay for node 5
14

20

Delay (secondes)

CSMA/CA avec RTSICTS ——
LTB-MAC Navette = 250 ms —se—
LTB-MAC Navette =50 ms

LTB-MAC Navette =10,

30 40 50 60 70
Global offered load( packets/s)

20

Fig. 8. End-to-end delay for node 1 and node 5
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8. Conclusion

In this paper propose LTB-MAC based on the genematif a token that gives a node
the right to access the transmission channel. tirémated by the node that is at the
opposite extremity of the sink known as token gatwer It contains information on the

activity periods of the nodes. The propagationhaf token is similar to a shuttle that
passes and in which the nodes deposit informatioiné sink. The shuttle determines
the amount of information that a node can send vithertoken holder.

We compare LTB-MAC protocol to CSMA/CA in terms elughput, delivery ratio and
end-to-end delay. We have shown, thanks to sinauigtithat the LTB-MAC protocol
offers better performance than the CSMA/CA in véesl networks of linear sensors.

In our future work, we plan study the redundancgeénsors using LTB-MAC protocol
to better optimize the performance parameters.
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