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Abstract  18 

Assessing past impacts of observed climate change on natural, human and managed 19 

systems requires detailed knowledge about the effects of both climatic and other drivers 20 

of change, and their respective interaction. Resulting requirements with regard to  system 21 

understanding and long term observational data can be prohibitive for quantitative 22 

detection and attribution methods, especially in the case of human systems and in regions 23 

with poor monitoring records. To enable a structured examination of past impacts in such 24 

cases, we follow the logic of quantitative attribution assessments, however allowing for 25 

qualitative methods and different types of evidence. We demonstrate how multiple lines 26 

of evidence can be integrated in support of attribution exercises for human and managed 27 

systems. Results show that careful analysis can allow for attribution statements without 28 

explicit end-to-end modeling of the whole climate-impact system. However care must be 29 

taken not to overstate or generalize the results, and to avoid bias when the analysis is 30 
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motivated by and limited to observations considered consistent with climate change 31 

impacts.  32 

 33 
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1  Introduction 38 

Human interference with the climate system has been visible at global scales for some 39 

time, and is increasingly becoming apparent at regional scales (Stott et al 2010; Bindoff et 40 

al 2013). Consequently, the rigorous attribution of changes in local environmental 41 

conditions to changes in climate, and specifically the detection of climate change impacts 42 

in human systems and sectors interlinked with them, is gaining importance and public 43 

attention. Recent assessments of historical responses to climate change have drawn upon 44 

large amounts of direct observational evidence, applying formalized procedures for the 45 

detection and attribution of observed impacts  46 

(Rosenzweig & Neofotis 2013; Cramer et al. 2014).  47 

 48 

While impacts of recent climate change are now documented for all continents and across 49 

the oceans, geographical imbalances and gaps in the documentation of impacts for 50 

human and managed systems remain. Based on scientific knowledge about the sensitivity 51 

of many human and managed systems to weather and climate variability, it is plausible to 52 

expect that recent climate change will have had a role in locally observed changes. 53 

However, confident detection of local effects in historical data remains challenging due to 54 

naturally occurring variability in both climate and potentially impacted systems, and the 55 

influence of other important drivers of change, such as land use, pollution, economic 56 

development and autonomous or planned adaptation (Nicholls et al 2009; Bouwer 2011; 57 

Hockey et al 2011). Often, the specification of a numerical model representing the entire 58 

climate-impact system may not be feasible. In those cases, the careful examination of the 59 

individual steps of the causal chain linking climate to impacts can still provide insight into 60 

the role of recent climate change for the system in question. The goal of this paper is to 61 

provide guidance for such an approach to the detection and attribution of impacts of 62 

observed changes in climate. 63 

 64 

Detection and attribution refer to the identification of responses to one or several drivers 65 

in historical observations, and a range of corresponding methods exists across research 66 

disciplines (Stone et al 2013). In the context of climate change research, detection and 67 
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attribution methodologies have been developed mostly in the field of physical climate 68 

science, where a substantial literature presents various model based statistical 69 

approaches to the question how effects of anthropogenic forcing can be identified in 70 

historical climate data (see Barnett et al 1999; Hegerl et al 2007; Bindoff et al 2013). 71 

In contrast, efforts to develop overarching methods for the detection and attribution of 72 

observed impacts to climate change are limited (Stone et al 2009; Hegerl et al 2010; Stone 73 

et al 2013).  Studies explicitly attributing individual observed impacts of climate change to 74 

anthropogenic forcing of the climate system are rare, and usually based on a combination 75 

of process- or statistical models and climate models (Gillett 2004; Barnett et al 2008; 76 

Christidis et al 2010; Marzeion et al 2014). In addition, methods have been developed to 77 

evaluate the role of anthropogenic forcing in large-scale patterns of multiple local 78 

impacts, mainly in ecology. These include the identification of so-called fingerprints of 79 

anthropogenic climate change in large sets of biological data (Parmesan and Yohe 2003; 80 

Root et al 2003; Poloczanska et al 2013), joint attribution (Root et al 2005), and joint 81 

attribution combined with spatial pattern congruence testing (Rosenzweig et al 2007; 82 

2008). Generally, these approaches aim at the identification of a generic impact of 83 

anthropogenic climate change which would emerge from analyzing a large number of 84 

cases in parallel, given that it is often not possible to confidently attribute changes in 85 

individual local records to anthropogenic forcing for technical reasons (Rosenzweig and 86 

Neofotis 2013; Parmesan et al 2013).  87 

 88 

The vast majority of impact studies are concerned with the identification of effects of 89 

regional changes in one or several climate variables in the context of multiple interacting 90 

drivers of change (Cramer et al 2014). Methods for detecting and explaining change are a 91 

key part of many disciplines studying natural, human and managed systems, and can be 92 

applied in the context of attribution to climate change. For example, reliable process-93 

based models have been developed and applied in climate attribution analysis for some 94 

species and crops (Battisti et al 2005; e.g., Brisson et al 2010; Gregory and Marshall 2012). 95 

Statistical models are increasingly being used to assess large scale effects of recent climate 96 

change  (e.g., Lobell et al 2011b; Cheung et al 2013). However, explicit numerical 97 

modeling of the climate – impact system is not always feasible (see also section 2). 98 
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Instead, conclusions about cause and effect are often inferred from a combination of 99 

multiple lines of evidence, such as process understanding, local knowledge, field and 100 

model experiments, observations from similar systems in other locations, or statistical 101 

analysis of observational data (see section 3).  102 

 103 

Below, we will focus on impact detection and attribution in a multi-step analysis, based on 104 

a structured examination of multiple lines of evidence. In doing so, we follow the 105 

approach proposed by Stone et al. (2013), and applied in Cramer et al. (2014) and 106 

elsewhere in the WGII contribution to the fifth assessment report (IPCC 2014a; IPCC 107 

2014b). This approach is inspired by the framework laid out by the IPCC good practice 108 

guidelines for detection and attribution related to anthropogenic climate change (Hegerl 109 

et al 2010), but introduces the important modification that impact detection “addresses 110 

the question of whether a system is changing beyond a specified baseline that 111 

characterizes its behavior in the absence of climate change” (see also IPCC 2014c).  112 

 113 

Detection of change in the climate system is concerned with the identification of a signal 114 

or trend beyond the short term variability caused by internal processes. However, the 115 

underlying assumption of a stable natural baseline state, with stochastic-like variability 116 

superimposed may not be valid or practical in the case of some impact systems, 117 

particularly those involving humans. Many impact systems are undergoing constant 118 

change due to internal dynamics as well as external drivers which often interact and 119 

change over time. The observation of a trend in the overall behavior of such a system, or a 120 

lack thereof, may not, on its own, be informative for assessing whether a response to 121 

climate change or any other driver has been detected (see also section 2). The main 122 

concern of impact detection is to identify the effect of climate change against that of 123 

other drivers of change. Therefore, the detection of a climate change impact must involve 124 

the explicit testing for confounding factors. In that sense, impact detection can’t be 125 

entirely separated from attribution (see Stone et al 2013). 126 

 127 

In this paper we discuss the major steps involved in a complete evaluation of the causal 128 

chain from recent changes in climate to locally observed impacts. Following this 129 
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introduction, we outline the required steps for a comprehensive impact detection and 130 

attribution analysis in section 2. We focus on distinguishing the effects of climate change 131 

from those of non-climate drivers, rather than evaluating the anthropogenic contribution 132 

to the observed change in climate. In section 3, we apply the resulting procedure in an 133 

analysis of several examples from human and managed systems, based on available 134 

literature. Those cases illustrate some of the major challenges involved, including the 135 

treatment of systems undergoing change from multiple drivers, and the integration of 136 

different types of evidence. We further discuss those challenges, and the limits and values 137 

of the detection and attribution of climate change impacts in section 4, and provide brief 138 

conclusions in section 5.  139 

2 The five steps of an impact detection and attribution analysis 140 

The logic of quantitative detection and attribution analysis - if not the methods - can also 141 

be applied to qualitative studies, and those that combine various sources of evidence. 142 

That logical flow follows from a classical hypothesis test. Briefly, to test whether climate 143 

change has had an effect on a system, a suitable regression or other model reflecting the 144 

knowledge of the system is specified.  This model includes a possible effect due to climate 145 

change as well as other potentially influential factors. The statistical test is then based on 146 

comparing the goodness of fit of the model with climate change to that of the model 147 

without climate change. In both cases, the model is fitted by optimizing a measure of the 148 

goodness of fit. If the correctly specified model that includes the effect of a changing 149 

climate provides a significantly superior fit than the model that does not, we conclude 150 

that the data are not consistent with the null hypothesis that climate change has not had 151 

an effect:  in other words, we have detected a climate change impact. If we are also 152 

interested in the magnitude of the contributions of the various drivers, the fitted model 153 

provides a way of assessing these (e.g., based on the regression parameters). 154 

 155 

The focus on impacts of recent climate change mostly restricts attention to cases in which 156 

the design involves a trend in climate (which may, in turn, be consistent with the effect of 157 

anthropogenic forcing). The identification of a trend over time in relevant climate 158 

variables is therefore part of the analysis. It is important to note that in order to avoid 159 
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bias, the hypothesis taken as the starting point should not be formulated from the same 160 

data used to test it. Rather, it may be drawn from theory, e.g. model predictions, or 161 

independent data, such as observations in a similar system in a different location.  It can 162 

also be helpful to differentiate between known external drivers of a system, which are 163 

explicitly accounted for in the specification of the baseline behavior, and confounding 164 

factors such as measurement errors, data bias, model uncertainty, and influences from 165 

other potential drivers that are not explicitly considered in the study set-up, but need to 166 

be controlled for (Hegerl et al 2010).   167 

 168 

Below, we outline the major steps involved in a comprehensive detection and attribution 169 

analysis in the context of climate change impacts (see figure 1).  170 

1) Hypothesis formulation: Identification of a potential climate change impact;  171 

2) Observation of a climate trend in the relevant spatial and temporal domain;  172 

3) Identification of the baseline behavior of the climate-sensitive system in the 173 

absence of climate change; 174 

4) Demonstration that the observed change is consistent with the expected response 175 

to the climate trend, and inconsistent with all plausible responses to non-climate 176 

drivers alone (impact detection); 177 

5) Assessment of the magnitude of the climate change contribution to overall 178 

change, relative to contributions from other drivers (attribution).  179 

 180 

Figure 1: Schematic of the five steps of detection and attribution of observed climate 181 

change impacts. Note that in practice the specification of the baseline behavior and the 182 

detection and attribution steps may be performed in parallel, given they all require 183 

explicit examination of all drivers of change in the system. 184 

 185 

2.1 Hypothesis  186 

A common source of hypothesis is a prediction of an effect of expected anthropogenic 187 

climate change based on system understanding. For example, if an impact of future 188 

anthropogenic climate change has been predicted in an earlier analysis, one could test 189 
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whether that effect is now detectable in accumulated observations. Another source might 190 

be the detection of impacts in similar systems in other locations, or observations from the 191 

recent past, or from paleo records.  Naturally, studies will also be motivated by 192 

observations of change in the climate-sensitive system; while it is unrealistic to ignore that 193 

motivation, efforts need to then be made to minimise the effect of the resulting selection 194 

bias or to evaluate its importance (Menzel et al 2006). A central part of this first step is the 195 

identification of metrics that characterise the expected response of the system to climate 196 

change. 197 

2.2 Climate trend  198 

In order to detect an impact of observed climate change on a system, the climate must 199 

actually have changed and also have been observed to have changed for the relevant 200 

location and period. This condition distinguishes an impact study from a pure sensitivity 201 

analysis. Climate change is defined by the Intergovernmental Panel on Climate Change 202 

(IPCC) as “a change in the state of the climate that can be identified (e.g., by using 203 

statistical tests) by changes in the mean and/or the variability of its properties, and that 204 

persists for an extended period, typically decades or longer” (IPCC 2014c). In that sense, 205 

we consider a change in climate any long-term (e.g. 20 years and more) trend in a climate 206 

variable that is substantial in relation to short time scale variability, regardless of the 207 

cause of that trend.  208 

 209 

A local climate trend is not necessarily caused by anthropogenic climate change. While it 210 

is plausible to assume that a local temperature trend that is consistent with the 211 

temperature trend in the larger area, which in turn has been attributed to global climate 212 

change, may also be caused by anthropogenic forcing, this must not be taken as proven. In 213 

general, individual and local climate records show higher variability than aggregated or 214 

global measures (Bindoff et al 2013). Local climate is influenced by topography and 215 

turbulence, but also by other local factors such as water management or land use change. 216 

As a result, local trends may run contrary to or enhance the global warming signal, or may 217 

not emerge at all. Changes in atmospheric circulation patterns, or multidecadal natural 218 

variability could also generate local trends that differ from global ones. The question of 219 
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how one might determine whether an observed trend is anthropogenically forced is 220 

beyond the scope of this paper, but has been considered elsewhere (Stott et al 2010). 221 

 222 

 Systems may be sensitive to aspects of the climate other than the average, such as 223 

temperature exceeding 30°C during a certain period in plant development (e.g., Lobell et 224 

al 2011a). The chosen metric needs to reflect this aspect of the expected climate change.  225 

2.3 Baseline 226 

For some situations, the identification of a deviation from baseline behavior is relatively 227 

straightforward: the metric shows a trend consistent in direction and magnitude with 228 

what one would expect under climate change, and that trend is also inconsistent with 229 

what could be plausibly expected as the effect of one or a combination of other known 230 

drivers in a stationary climate, either because those drivers are of insufficient magnitude 231 

or they mutually cancel. However in most human and managed systems, we expect the 232 

observed overall response to be consistent with the combined effect of climate change 233 

and other drivers, but not with that of climate change alone. The failure to account for all 234 

drivers in the baseline may lead to erroneous conclusions about the influence of climate 235 

change on a system, as illustrated in Figure 2  236 

 237 

Figure 2 Stylized examples of the time series of some measure representing a climate 238 

sensitive system which is responding in time to multiple drivers, one of them climate 239 

change (the corresponding time series of the climate variable for both cases is shown in 240 

panel c).  The black line depicts the overall behavior of the system, while the dark, 241 

vertically striped area represents the combined effect of non-climate drivers under 242 

stationary climatic conditions, and the light area represents the additional effect due to 243 

recent climate change. In panel a, the baseline condition (dark area) shows a clear 244 

change midway through the record (e.g. due to a policy measure) but this is 245 

compensated by the influence of climate change. However the resulting overall measure 246 

does not show a deviation from its historical pre-climate change trend, thus masking the 247 

existing climate change effect (potential type I error). In panel b, the observed behavior 248 

shows a change that is consistent in direction with a predicted climate change impact; 249 
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however, the majority of that change happens due to a change in the baseline arising 250 

from other factors. This situation could lead to erroneous detection (potential type II 251 

error) or an overstatement of the climate effect.  252 

 253 

So, in order to evaluate whether a climate change effect has been observed the baseline 254 

behavior of the system in the absence of climate change has to be specified (Stone et al 255 

2013).  For some systems, that behavior may be non-stationary even in the absence of all 256 

drivers.  257 

 258 

As a world without climate change cannot be observed directly, the baseline must be 259 

constructed using statistical techniques, observations of analogous systems, and/or 260 

system understanding expressed in the form of numerical or conceptual models. 261 

Specifying a reliable model is often hampered by lack of data, incomplete knowledge on 262 

processes and mechanisms involved in systems undergoing change from multiple 263 

stressors, limited understanding of causality within complex networks of social systems, 264 

and how climate drivers and their perception influence those. In addition, research in 265 

qualitative social sciences focuses on descriptive, non-numerical understanding of how 266 

systems behave and interact and is often site- or case specific. For a comprehensive 267 

assessment of impacts on humans systems, expectations of baseline behaviour may have 268 

to be developed and adopted based on qualitative methods.  269 

2.4 Impact Detection 270 

For natural, human and managed systems, impact detection addresses the question 271 

whether a system is changing beyond a specified baseline that characterizes behavior in 272 

the absence of climate change (IPCC 2014c). In other words, impact detection requires the 273 

demonstration that an observed long-term change in a system cannot be fully accounted 274 

for by non-climate drivers. So, in order to detect an impact, it is not sufficient for climate 275 

change to be a plausible explanation, but it must also be shown that there is no (equally 276 

valid) alternative mechanism for the observed change (see also Figure 2). 277 

 278 
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In well-observed systems, a common way to investigate the effect of a driver on an 279 

outcome in the presence of other drivers is multiple regression analysis. To detect a 280 

climate change impact, the null hypothesis that climate change has not affected the 281 

outcome has to be tested, controlling for the impact of other drivers and confounding 282 

factors, including autonomous and planned adaptation. If the null hypothesis is rejected 283 

using a correctly specified model, a climate change impact has been detected. Following 284 

this statistical approach, a detection statement is always binary: an impact has (or has 285 

not) been detected at a chosen level of significance.  286 

 287 

However, in many systems of interest, quantitative models representing causal 288 

relationships will be either impossible to construct or incompatible with the type of data 289 

available. In these situations not amenable to statistical testing, a detailed discussion of 290 

the role of other drivers and potential confounding factors such as measurement errors or 291 

data bias may provide a thorough evaluation of the various hypotheses. Though not 292 

directly comparable to the results of a rigorous analysis of long-term data, a clear and 293 

comprehensive qualitative analysis represents a valid form of evidence that should not be 294 

dismissed.  295 

2.5 Attribution 296 

Attribution needs to examine all drivers of change that influence the system, and evaluate 297 

their relative contribution to the detected change. Impact detection implies that climate 298 

change has had at least a minor role in the observed outcome. Assessing the magnitude 299 

of the contribution of climate change to an impact is a separate, but equally important 300 

matter in a detection and attribution exercise. 301 

 302 

An attribution statement needs a qualifier describing the relative importance of climate 303 

change to an observed impact. This involves either simply an ordinal statement (e.g. 304 

climate is the main influence responsible for a change) or a cardinal statement, which of 305 

course requires estimation of the exact relative magnitude of the contribution of climate 306 

change in relation to other drivers (see also Stone et al., 2013). The descriptor relates to 307 

the size of the response to the climate driver relative to that to other drivers of change in 308 
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the system, regardless of the direction of that change. While it may be relevant in other 309 

ways, the absolute size of the impact is not vital to the attribution statement. 310 

A key challenge for all attribution exercises consists of accounting for non-additive effects 311 

of multiple drivers interacting on several temporal and spatial scales (see Parmesan et al 312 

2013; Oliver and Morecroft 2014). While of particular concern for human and managed 313 

systems, such effects have  also been shown in analyses of large datasets of biological 314 

changes (Crain et al 2008; Darling and Cote 2008). 315 

 316 

3 Impact attribution assessments – examples from human and managed 317 

systems  318 

In this section we provide examples which illustrate the challenges of thorough 319 

assessments of climate change impacts. The examples were chosen to cover a range of 320 

different conditions in terms of quality and type of evidence, and clarity of climate trends 321 

and observations. In line with the focus of this paper, we selected examples from human 322 

and managed systems, and from world regions that are currently underrepresented in the 323 

literature. The assessments are based on available literature at the time of writing, and 324 

provide a summary of the more complex considerations detailed in the underlying 325 

literature. As detection is a necessary condition for attribution, the attribution step is 326 

omitted in cases where a climate impact has not been detected. 327 

3.1 Fisheries productivity on Lake Victoria 328 

3.1.1 Hypothesis 329 

The inland fisheries of the Great Lakes are an important food source for the human population of 330 

Eastern and Southern Africa, with Lake Victoria having the largest freshwater lake fishery in the 331 

world.  An expected outcome of anthropogenic climate change is warming of the Great Lakes, 332 

with faster warming at the surface increasing stratification (Lehman et al 1998; Verburg and 333 

Hecky 2009). Along with direct effects of the warming, the increased stratification is expected to 334 

limit nutrient recycling, consequently leading to increased abundance of algae and hypoxic 335 

conditions detrimental for the large fish which support the regional fishery industry (Lehman et al 336 
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1998).  Hence, the fishery catch per unit effort would be expected to have decreased on 337 

Lake Victoria. 338 

3.1.2 Climate trends 339 

Atmospheric warming has occurred in the Great Lakes region (Verburg and Hecky 2009; Ndebele-340 

Murisa et al 2011), and lake surface waters appear to have warmed, too (Sitoki et al 2010; Loiselle 341 

et al 2014). Analyses of sediment cores suggest that the surface waters of other large Great Lakes 342 

have warmed to temperatures unprecedented in at least the last 500 years (Tierney et al 2010; 343 

Powers et al 2011).  A strengthening of the thermocline (and hence increase in stratification) has 344 

been observed before 2000, but appears to have weakened since, possibly due to variability in 345 

local wind regimes (Stager et al 2009, Sitoki et al 2010). 346 

3.1.3 Baseline 347 

The Great Lakes region has experienced a number of major environmental changes over the past 348 

few decades.  The Nile Perch, a large predatory fish, and the Nile Tilapia were introduced in 1954-349 

1964, and now comprise the bulk of the catch on Lake Victoria (Hecky et al. 2010). A fundamental 350 

and rapid change in the fish community occurred in the early 1980s, and fishing effort has 351 

increased in recent decades (Kolding et al 2008). The invasive spread of the water hyacinth had 352 

disrupted lake access and transport on Lake Victoria in the 1990s until the more recent 353 

introduction of the weevil (Hecky et al. 2010).  354 

Much of the land surrounding Lake Victoria has been converted to agriculture, leading to 355 

increased runoff of nutrients (Stager et al 2009; Hecky et al 2010). Like warming, this would be 356 

expected to contribute to increased eutrophication, increased thermal stratification (by increasing 357 

algal abundance), and a shift in species composition and decreased species diversity.  358 

 359 

3.1.4 Impact Detection 360 

The dramatic rise in both absolute fish catch and catch per unit effort observed on Lake Victoria 361 

during the 1980s coincided with the large-scale establishment of the introduced Nile Perch. 362 

Altered predation dynamics due to a change in the light regime caused by the increased 363 

abundance of algae facilitated the success of the Nile perch (Kolding et al 2008; Hecky et al 2010).  364 

Another marked rise in catch of a native species in the 2000s is temporally linked to improved lake 365 

access after the establishment of efficient control of the water hyacinth (Hecky et al 2010). That 366 



 

 14 

rise is not reflected in other species and the relation to catch per unit effort is not documented; 367 

the Nile perch catch has been stable since the 1980s despite increased effort. 368 

 369 

These catch changes are linked to other changes in the ecology of the lake which indicate the 370 

possible ultimate causes.  Increases in primary productivity and algal abundance were 371 

documented in the decades before 2000, though both may have decreased since (Stager et al 372 

2009; Hecky et al 2010; Sitoki et al 2010; Loiselle et al 2014). Increases are consistent with 373 

warming, increased nutrient supply from agricultural development, and decreased abundance of 374 

planktivorous fish species caused by the introduced predators (Hecky et al 2010); the possible 375 

recent decrease in algal biomass could be indicative of a decreased catch per unit effort, as 376 

decreases in abundance of large predators allows populations of smaller fish species to recover. 377 

While the expected effects of species introductions can be distinguished from the expected 378 

response to warming, the responses to increased agricultural runoff and increasing fishing effort 379 

are harder to differentiate. Thus, while current evidence may suggest a response to warming 380 

beyond the responses to other drivers, considerable uncertainties remain. 381 

 382 

3.1.5 Attribution 383 

While anthropogenic climate change may become the dominant driver of the biology and 384 

productivity of the Great Lakes in future decades, current evidence is unable to distinguish 385 

whether the influence of warming has already been comparable to or much smaller than that of 386 

other drivers of environmental change in the region. 387 

 388 

3.2 Crop production in Southeast South America 389 

3.2.1 Hypothesis 390 

In Southeast South America, significant increases in summer crop productivity, and the 391 

expansion of agricultural areas have been observed over the last decades. Given that 392 

agricultural activity in the region is often constrained by the amount of rainfall, wetter 393 

conditions are expected to have contributed to these trends. 394 
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3.2.2 Climate trends 395 

Southeast South America refers to the South American area south of 20°S and east of the 396 

Andes, excluding Patagonia, and includes the important agricultural production centre of 397 

the Argentinean Pampas, South-Eastern Brazil, Paraguay and Uruguay. Past precipitation 398 

and temperature trends are well documented over the area (Giorgi 2002; Barros 2010; 399 

Magrin et al 2014). The region has warmed by roughly 1°C since the mid 1970s, and the 400 

frequency of warm nights has increased. Over the same period, there has been a 401 

reduction in the number of overall dry days (Rivera et al 2013) and dry months in the 402 

warm season (Vargas et al 2010), and increases in precipitation, leading to a westward 403 

shift of the 600 and 800 mm isohyetal lines (Barros 2010; Doyle et al 2011).  404 

3.2.3 Baseline 405 

Across the region, socioeconomic factors such as policy incentives, market conditions, 406 

population growth and agronomic developments have positively affected cultivated area 407 

and agricultural productivity. The introduction of short-cycle soy varieties, no-till cropping 408 

systems, and a general intensification of agriculture following macro-economic 409 

development contributed to the expansion of agricultural activities into formally marginal 410 

land (Baldi and Paruelo 2008; Asseng et al 2012; Hoyos et al 2013). 411 

3.2.4 Impact Detection 412 

Agricultural activity in the region is predominantly rain fed. The wetter and partly warmer 413 

conditions observed since the 1970s are consistent with varying, but substantial increases 414 

in yields observed in particular in those areas of Argentina, Uruguay and Southern Brazil 415 

where precipitation was the limiting factor in the first half of the century (Magrin et al 416 

2005; Magrin et al 2007). In the semi-arid and sub-humid areas at the western and 417 

northern fringe of the Argentinean Pampas, increases in precipitation enabled a shift of 418 

the “agricultural frontier” of about 100 km to the West into formally semi-arid land 419 

(Barros, 2010).  420 

 421 

In order to examine the role of different drivers in the expansion of agricultural land, Zak 422 

et al. (2008) and Hoyos et al. (2013) study the conversion of Chaco forest into crop- and 423 
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rangelands in an area at the Northern fringes of the Argentinean Pampas. They show that 424 

conversion rates in the Western part of their study region, which did not experience 425 

increases in precipitation, are considerably lower than those in the Eastern part, where 426 

they document upward trends in precipitation. As both regions exhibit otherwise very 427 

similar conditions, they conclude that climate change is an important enabling factor of 428 

the observed agricultural expansion, synergistically with technological changes and 429 

socioeconomic drivers. The case is less clear for the La Plata basin, where no such natural 430 

comparative area has been identified and studied, and the pattern of land types 431 

converted does not allow for a clear distinction of the role of the climate trends (Baldi and 432 

Paruelo 2008) as opposed to other factors.   433 

 434 

Magrin et al. (2005) use crop models to study the relative effects of observed changes in 435 

temperature and precipitation on yields in the Argentinean Pampas. They examine 436 

observed yields of four main crops (sunflower, wheat, maize and soy) in nine 437 

representative zones across the region. They conclude that climate change had non-438 

negligible favorable effects beyond that of technological changes. In a similar exercise for 439 

six zones that extended to locations in Uruguay and Brazil, Magrin et al. (2007) found 440 

substantial positive climate change effects on yields in particular for summer crops. Effects 441 

were strongest in the originally drier regions.  442 

3.2.5 Attribution 443 

Recognizing what Zak et al. (2008), call “synergistic consequences of climatic, 444 

socioeconomic, and technological factors”, climate change is estimated to be a major 445 

driver of the observed increases in summer crop yields and of the expansion of 446 

agricultural land into the formally semi-arid regions of South Eastern South America,  447 

while the magnitude of its role for other areas and crops is less clear.  448 

3.3 Agroforestry systems in the Sahel 449 

3.3.1 Hypothesis 450 

Drought and heat induced tree mortality is increasingly reported from many locations 451 

worldwide (Allen et al 2010). The pronounced drought over the Western Sahel for much 452 
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of the second half of the 20th century would be expected to result in negative impacts on 453 

agroforestry systems.  454 

3.3.2 Climate trends 455 

Rainfall decreased markedly over the western Sahel in the few decades after 1950, 456 

resulting in extremely dry conditions during the 1970s and 1980s; there has been some 457 

recovery of the rains since 1990 but totals remain well below the mid-20th century values 458 

(Greene et al 2009; Lebel and Ali 2009; Biasutti 2013).  Like many regions of the world, the 459 

western Sahel has also warmed on the order of 1°C during that time (Niang et al 2014), 460 

promoting drought conditions. 461 

3.3.3 Baseline 462 

With a growing population, there has been a large increase in agricultural area in the 463 

western Sahel at the expense of wooded vegetation (Brink and Eva 2009; Ruelland et al 464 

2011). The growing population may also be harvesting a larger amount of firewood.  The 465 

basic structure of the agroforestry system and its management by local farmers have been 466 

reported to be fairly stable over the period covered here (Maranz 2009). 467 

3.3.4 Impact Detection 468 

Over the past half century there has been a decrease in tree density in the western Sahel 469 

noted through field survey as well as aerial and satellite imagery (Vincke et al 2010; 470 

Ruelland et al 2011; Gonzalez et al 2012), and by local populations (Wezel and Lykke 471 

2006).  Because of their sensitivity to moisture deficits, trees would be expected to 472 

become less densely spaced during long-term soil-moisture drought. Tree mortality has 473 

been more pronounced for introduced or managed fruit-bearing trees, which may be less 474 

adapted to decadal-scale drought conditions which appear typical of the western Sahel 475 

than the native vegetation (Wezel and Lykke 2006; Maranz 2009). 476 

 477 

The patterns of tree cover changes remain correlated with the combined effects of the 478 

warming and drying trends after accounting for the effects of other factors (Gonzalez et al 479 

2012). Moreover, the enhanced mortality among introduced species in relation to 480 
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indigenous species is more consistent with the effect of climate change than with that of 481 

the other drivers listed above (Wezel and Lykke 2006; Maranz 2009). 482 

3.3.5 Attribution 483 

The harvesting of firewood does not appear to have played a substantial role in the 484 

decrease in tree density (Gonzalez et al 2012).  The shift from wooded to agricultural 485 

areas is substantial (Brink and Eva 2009; Ruelland et al 2011), and the decreases in tree 486 

density are correlated with proximity to human presence (Vincke et al 2010). However, 487 

both the warming and decreased rainfall trends appear to have played at least as large a 488 

role in the overall decrease in tree density (Gonzalez et al 2012), though this has not been 489 

examined specifically for fruit-bearing trees. 490 

3.4 Wildfire in Australia 491 

3.4.1 Hypothesis 492 

Many high-impact fires occurred over the last decade, amongst them the 2009 “Black 493 

Saturday” Bushfires, which were reported as one of the worst natural disasters in the 494 

history of Australia, with 173 lives lost, and around 2300 homes plus other structures 495 

destroyed (Crompton et al 2010). Bushfires occur naturally in Australia, and many of the 496 

influencing parameters are directly (temperature, precipitation and windiness) or 497 

indirectly (available fuel, land use and cover, fire history) susceptible to climate change 498 

(Williams et al 2009), with fire risk expected to increase under climate change (Reisinger 499 

et al 2014, Box 25-6).  Hence a possible increase in fire hazard due to recent climate 500 

change may have translated into increased damages from wildfire.   501 

3.4.2 Climate trend 502 

Increases in aggregate climate indices such as average temperature, maximum 503 

temperatures, and the length of hot-spells have been detected on continental scale, albeit 504 

with strong seasonal and regional variations (Alexander and Arblaster 2009; Trewin and 505 

Vermont 2010). Composite indices such as the McArthur Forest Fire Danger Index (FFDI) 506 

have been developed to capture the combined influence of relevant meteorological 507 

variables such as temperature, relative humidity, wind speed and direction and 508 
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antecedent precipitation for the assessment of fire risk. A trend in the FFDI toward 509 

increasing danger has been observed since 1970 over large parts of Australia, especially in 510 

the South and South East, with a clear signature of annual and decadal climate modes 511 

such as the El Niño/Southern Oscillation and the positive phase of the Indian Ocean 512 

Dipole (Mills et al 2008; Clarke et al 2013). 513 

3.4.3 Baseline 514 

Damages from wildfire have increased over the course of the century, consistent with the 515 

observed climate trends, but also with the effects of an increased number of exposed 516 

assets (such as settlements built in or close to fire prone bush land), and increases in 517 

population. Better fire management and improved forecasting may counteract these 518 

trends, however their influence has not been quantified (Crompton et al 2011; Nicholls 519 

2011).  520 

3.4.4 Impact Detection 521 

No detectable trend has been found in building damages or losses of life normalized 522 

against trends in population and number of dwellings over the last century or decades 523 

(Crompton and McAneney 2008; McAneney et al 2009; Crompton et al 2010). The 524 

normalization process does not account for all factors that influence vulnerability, e.g. 525 

human behavior such as precautionary measures of individual home owners, or collective 526 

measures of changing spatial planning in order to reduce risk. Several of these factors 527 

have been explored in the literature, often with a focus on specific regions or events.  528 

Examples include the role of the “prepare, leave early or stay and defend” policy in New 529 

South Wales, or the reduction of community vulnerability through improved risk 530 

management (Haynes et al 2010; O’Neill and Handmer 2012; Whittaker et al 2013). 531 

Damage from extreme fires is mainly controlled by exposure, as structures built in close 532 

proximity to or within bush land are virtually impossible to defend during extreme fire 533 

conditions  (Chen and McAneney 2004). In the Greater Melbourne area, encroachment of 534 

suburban dwellings into bush land has led to an increase in the number of exposed 535 

dwellings (Butt and Buxton 2009; Buxton et al 2011).  536 

 537 
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Crompton et al. (2011) in a reply to Nicholls (2011) discusses and dismisses several factors 538 

(incl. improved fire management, forecasting, individual home owners defence measures) 539 

that could be masking a trend consistent with a climate signal in the overall loss statistics. 540 

They conclude that an influence of anthropogenic climate change “is not ruled out by our 541 

analysis, but, if it does exist, it is clearly dwarfed by the magnitude of the societal change 542 

and the large year-to-year variation in impacts”. In summary, an impact of climate change 543 

on observed damages from bushfires in Australia has not been detected. 544 

 545 

3.5 Urban coastal erosion and flooding in West Africa  546 

3.5.1 Hypothesis 547 

Anthropogenic warming of the climate system is expected to cause widespread rises in 548 

sea level.  West Africa has a number of low-lying urban areas particularly exposed to sea 549 

level rise, with increases in coastal erosion and flooding expected (Dossou and 550 

Glehouenou-Dossou 2007; Douglas et al 2008; Adelekan 2010).   551 

3.5.2 Climate trends 552 

There has been a lack of sustained tide gauge monitoring in West Africa over the past few 553 

decades (Church and White 2011; Fashae and Onafeso 2011). While satellite monitoring 554 

suggests rising total sea levels in the Gulf of Guinea, actual relative sea level changes at 555 

specific locations along the coast will depend on additional factors, such as human 556 

induced subsidence, or natural variations in ocean currents (Stammer et al 2013). 557 

3.5.3 Baseline 558 

The construction of ports has diverted coastal sediment transport around Cotonou, Benin, 559 

while marine sand quarries have already reduced the supply of sand to the city (Dossou 560 

and Glehouenou-Dossou 2007).  Other plausible drivers of increased erosion have also 561 

been posited, and include subsidence due to oil exploration for Lagos, Nigeria, and 562 

sediment trapping in reservoirs for most of the West African Coast (Ericson et al 2006; 563 

Douglas et al 2008). 564 
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3.5.4 Impact Detection 565 

Based on photographic evidence and comparison with satellite imagery, coastlines in 566 

some urban areas in the Gulf of Guinea seem to have been retreating over the past few 567 

decades (Dossou and Glehouenou-Dossou 2007; Fashae and Onafeso 2011). Ericson et al. 568 

(2006) found that sediment trapping is the dominant cause of contemporary effective sea 569 

level rise for the Niger delta, with contributions from land subsidence due to oil 570 

exploration. Also, the construction of reservoirs on the Volta has led to a sharp decrease 571 

in sediments moving across the West African coast, passing cities such as Cotonou and 572 

Lagos. Given the lack of long-term monitoring of local sea level, coastal erosion, and the 573 

various possible drivers of coastal erosion, it is currently not possible to examine whether 574 

an anthropogenic climate change signal has been detected. 575 

4 Discussion 576 

 577 

This paper was motivated by an apparent inconsistency between the accepted view that 578 

climate change is already impacting a number of vulnerable human and managed 579 

systems, and the relative lack of documented evidence of observed impacts of climate 580 

change for those vulnerable systems. There is a large literature concerning the sensitivity 581 

of such systems to climate, and to future climate change, but there is comparatively little 582 

documentation of observed impacts of climate change (Cramer et al. 2014).  583 

A major factor explaining this gap consists in the lack of calibrated long-term monitoring 584 

across sensitive systems and regions, which would provide the observational basis that 585 

underpins detection and attribution analysis. Under the United Nations Framework 586 

Convention on Climate Change (UNFCCC), nations are obligated to monitor their 587 

respective contributions to anthropogenic forcing through standardized national 588 

greenhouse gas inventories, but no such inventory scheme or standard exists for impacts 589 

of climate change.  590 

 591 

Detection and attribution studies are virtually impossible for impacts in some regions due 592 

to the absence of an observational basis. For example, to determine how sea level rise 593 

might be affecting urban coastal areas in West Africa (see 3.5) the current ambiguity over 594 
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whether relative sea level has actually risen along the urban coastlines is a hindrance. 595 

Innovate methods exist to fill in such gaps, for instance through analysis of archival 596 

footage or consulting local and indigenous knowledge, and can provide valuable tools in 597 

some cases (Rosenzweig and Neofotis 2013).  598 

 599 

The five examples discussed in Section 3 draw on disparate studies across disciplines for a 600 

comprehensive analysis of the role of observed climate change in the changes that various 601 

systems have experienced during recent decades. However, they also illustrate some of 602 

the challenges involved in the detection and attribution of impacts of climate change. For 603 

example, the ecosystem of Lake Victoria faced the introduction of large predatory species, 604 

and subsequently a regime shift occurred. Predicting the ecosystem response to such 605 

major unprecedented change would be challenging even if the underlying ecosystem 606 

dynamics were well understood.  While it is plausible to assume that increased 607 

precipitation will have contributed to increases in agricultural productivity in Southeast 608 

South America, it is very difficult to disentangle the influence of the climate trend from 609 

that of technological development and socioeconomic conditions for parts of the region. 610 

Similarly, complex factors related to exposure preclude the detection of a climate related 611 

signal in damages from bushfire in Australia. In the case of West Africa, the monitoring of 612 

all drivers contributing to coastal erosion and flooding, as well as the documentation of 613 

the actual changes remains insufficient.  614 

 615 

In some cases though, the examples also point to ways forward. Local knowledge has 616 

been valuable in assessing the role of rainfall decreases in the thinning of western 617 

Sahelian forests, similar to what has long been documented for Inuit observations of 618 

change in the Arctic (e.g., Nichols et al 2004; Krupnik and Ray 2007; Weatherhead et al 619 

2010). Sediment cores provide proxy evidence that the current warming of the African 620 

Great Lakes is, essentially, unprecedented. Examination of historical aerial and satellite 621 

photography provided important insights about the baseline in several of the case studies. 622 

The roles of some potential drivers for Australian bushfire damage were elucidated by 623 

comparative analyses across fire events, regions, and other dimensions.  624 

 625 



 

 23 

Several examples point to the synergistic effects of changes in climate and other drivers, 626 

e.g. the enabling role of the precipitation increases for extension of agricultural activity 627 

(3.2), or the role of warming and weakening winds in triggering the ecosystem shift in 628 

Lake Victoria (3.1). To adequately capture the role of climate change in the light of other 629 

factors that may act as additional stressors, provide resilience, or create synergistic effects 630 

different from the effect of any individual driver remains a central challenge for impact 631 

attribution.     632 

 633 

A fundamental issue we have only touched upon briefly concerns the end point of 634 

attribution studies. For large parts of the community studying climate change and its 635 

impacts, as well as many stakeholders, “attribution” is used as a synonym for “attribution 636 

to anthropogenic forcing”. As one of the key motivations for detection and attribution 637 

research is to inform the UNFCCC, this end-point has often been considered the main goal 638 

(Zwiers and Hegerl 2008). It is important in the context of potential litigation for adverse 639 

impacts of climate change (Grossman 2003), and may become relevant for the recently 640 

established “Warsaw International Mechanism for Loss and Damage” under the UNFCCC  641 

(James et al 2014). To assess the relative role of anthropogenic versus natural forcing in 642 

observations provides a means to estimate whether recent and current impacts might be 643 

expected to persist, and to calibrate predictions of future impacts made with other 644 

methods. However, as we have shown, it is often very difficult to detect climate change 645 

effects in observed records, and to disentangle the impacts of climate change from those 646 

of other drivers of change. Clearly, attribution of observed impacts to anthropogenic 647 

climate change adds another layer of complexity to an already challenging exercise.   648 

 649 

Impact attribution research improves the understanding of vulnerabilities to long-term 650 

climatic trends, including interactions and non-additive effects of multiple drivers, for 651 

which identification of the underlying driver of the observed climate change may not be 652 

relevant (Parmesan et al 2011; Parmesan et al 2013). Impact detection and attribution 653 

provides important insights from “real world” conditions as compared to experimental 654 

conditions or idealized models. Such knowledge is essential to identify the most adequate 655 

adaptation strategies and resilient pathways. Given the increasing rate of climate change 656 
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and possible threshold behaviour in impacted systems, as well as ongoing adaptation and 657 

general development, caution must be applied when inferring conclusions about future 658 

climate change impacts from observations.  659 

 660 

It is also essential to be clear about the difference between the estimation of sensitivity to 661 

weather, and the observation of an impact of climate change. This applies especially with 662 

regard to the perception of manifestations of climate variability, such as severe drought or 663 

storms. For many human and managed systems, impacts of extreme weather or climate 664 

shocks are the rare occasion where a clear climate related signal can be detected. 665 

However, while the impact of a particular extreme can be an important indicator of 666 

sensitivity to climate it does not by itself constitute a climate change impact (Allen et al 667 

2007; Stott et al 2013; Hulme 2014). 668 

5 Conclusions  669 

Detection and attribution of climate change impacts provides the most complete and 670 

consistent analysis possible of the cause-effect chain, combining all possible sources of 671 

information in a coherent evaluation. While setting a high bar, the distinction between 672 

impacts that have been observed in data and linked to climate change with confidence, 673 

and those that are predicted to occur but cannot be detected and attributed by science 674 

(as yet) has proven a useful distinction. However, caution must be applied both ways 675 

when interpreting results. The lack of documented impacts attributable to climate change 676 

should not be misread as evidence for the absence of such impacts (Hansen and Cramer 677 

2015). On the other hand, it is true that for many historic impacts on human systems, 678 

non-climate related drivers are equally or more important than recent climate change, 679 

and must be accounted for.  680 

 681 

There may be cases where data are insufficient to detect an impact, while given climate 682 

trends and known sensitivity strongly suggests that climate change will have affected the 683 

system. While we support the use of different types of evidence, and the application of 684 

interdisciplinary methods to establish causality, the fact remains that observational 685 



 

 25 

evidence demonstrating a long term effect is needed for impact attribution. Or to put it 686 

another way – you can’t attribute something you have not detected. 687 

 688 

Detection and attribution analysis can be a powerful tool in understanding how and why 689 

our world is changing, albeit its cost is the need to possess the necessary observations 690 

and understanding, which remains poor in many areas. To identify those gaps, to 691 

determine whether they can be filled, and if so to prioritize research to address them, will 692 

lead to a more comprehensive and inclusive understanding of the impacts of climate 693 

change. 694 

 695 

Acknowledgments  696 

We thank all members of the IPCC WG2 cross chapter working group on detection and 697 

attribution for valuable input and inspiring discussions during the fifth assessment report 698 

cycle.  Multifaceted support during preparation of the manuscript by Andy R. Solow is 699 

acknowledged with deep gratitude.  700 

GH was supported by the German Ministry for Education and Research. DS was supported 701 

by the United States Department of Energy, Office of Science, Office of Biological and 702 

Environmental Research's Regional and Global Climate Modeling Program under contract 703 

number DE-AC02-05CH11231. 704 

 705 

706 



 

 26 

6 References 707 

Adelekan IO (2010) Vulnerability of poor urban coastal communities to flooding in Lagos, Nigeria. 708 
Environ Urban 22:433–450. doi: 10.1177/0956247810380141 709 

Alexander L V, Arblaster JM (2009) Assessing trends in observed and modelled climate extremes 710 
over Australia in relation to future projections. Int J Climatol 29:417–435. doi: 10.1002/joc 711 

Allen CD, Macalady AK, Chenchouni H, Bachelet D, McDowell N, Vennetier M, Kitzberger T, Rigling 712 
A, Breshears DD, Hogg EH, Gonzalez P, Fensham R, Zhang Z, Castro J, Demidova N, Lim J, 713 
Allard G, Running SW, Semerci A, Cobb N (2010) A global overview of drought and heat-714 
induced tree mortality reveals emerging climate change risks for forests. For Ecol Manage 715 
259:660–684. doi: 10.1016/j.foreco.2009.09.001 716 

Allen M, Pall P, Stone D, Stott P, Frame D, Min SK, Nozawa T, Yukimoto S (2007) Scientific 717 
challenges in the attribution of harm to human influence on climate. Univ PA Law Rev 1353–718 
1400. 719 

Asseng S, Travasso MI, Ludwig F, Magrin GO (2012) Has climate change opened new opportunities 720 
for wheat cropping in Argentina? Clim Change 117:181–196. doi: 10.1007/s10584-012-0553-721 
y 722 

Baldi G, Paruelo JM (2008) Land-Use and Land Cover Dynamics in South American Temperate 723 
Grasslands. Ecol Soc 13:6. 724 

Barnett TP, Hasselmann K, Chelliah M, Delworth T, Hegerl G, Jones PD, Rasmusson E, Roeckner E, 725 
Ropelewski C, Santer B, Tett S (1999) Detection and Attribution of Recent Climate Change : A 726 
Status Report. Bull Am Meteorol Soc 80:2631–2659. doi: http://dx.doi.org/10.1175/1520-727 
0477(1999)080<2631:DAAORC>2.0.CO;2 728 

Barnett TP, Pierce DW, Hidalgo HG, Bonfils C, Santer BD, Das T, Bala G, Wood AW, Nozawa T, Mirin 729 
AA, Cayan DR, Dettinger MD (2008) Human-induced changes in the hydrology of the western 730 
United States. Science (80- ) 319:1080–1083. doi: 10.1126/science.1152538 731 

Barros VR (2010) El cambio climático en Argentina (Chapter 3). Agro y Ambient. Una agenda 732 
Compart. para el Desarro. sustentable. Foro de la Cadena Agroindustrial Argentina, Buenos 733 
Aires, Argentina, p 35 734 

Battisti A, Stastny M, Netherer S, Robinet C, Schopf A, Roques A, Larsson S (2005) Expansion of 735 
geographic range in the pine precessionary moth caused by increased winter temperatures. 736 
Ecol Appl 15:2084–2096. doi: http://dx.doi.org/10.1890/04-1903 737 

Biasutti M (2013) Forced Sahel rainfall trends in the CMIP5 archive. J Geophys Res 118:1613–1623. 738 
doi: http://dx.doi.org/10.1002/jgrd.50206 739 

Bindoff NL, Stott PA, AchutaRao KM, Allen MR, Gillett N, Gutzler D, Hansingo K, Hegerl G, Hu Y, Jain 740 
S, Mokhov II, Overland J, Perlwitz J, Sebbari R, Zhang X (2013) Detection and Attribution of 741 
Climate Change: from Global to Regional. In: Stocker, T.F., D. Qin, G.-K. Plattner, et al. (eds.) 742 
Climate Change 2013 Physical Science Basis. Contrib. Work. Gr. I to Fifth Assess. Rep. 743 
Intergov. Panel Clim. Chang. Cambridge University Press, Cambridge, United Kingdom and 744 
New York, NY, USA, pp 867-952 745 

Bouwer LM (2011) Have disaster losses increased due to anthropogenic climate change? Bull Am 746 
Meteorol Soc 92:39–46. doi: 10.1175/2010BAMS3092.1 747 



 

 27 

Brink AB, Eva HD (2009) Monitoring 25 years of land cover change dynamics in Africa: a sample 748 
based remote sensing approach. Appl Geogr 29:501–512. doi: 749 
http://dx.doi.org/10.1016/j.apgeog.2008.10.004 750 

Brisson N, Gate P, Gouache D, Charmet G, Oury FX, Huard F  (2010) Why are wheat yields 751 
stagnating in Europe? A comprehensive data analysis for France. Field Crop Res 119:201–752 
212. doi: 10.1016/j.fcr.2010.07.012 753 

Butt A, Buxton M (2009) Peri-urban growth, planning and bushfire in the Melbourne city-region. 754 
State of Australian Cities Conference, Perth, WA. Australian Sustainable Cities and Regions 755 
Network (ASCRN), pp 1–14 756 

Buxton M, Haynes R, Mercer D, Butt A (2011) Vulnerability to Bushfire Risk at Melbourne’s Urban 757 
Fringe: The Failure of Regulatory Land Use Planning. Geogr Res 49:1–12. doi: 10.1111/j.1745-758 
5871.2010.00670.x 759 

Chen K, McAneney J (2004) Quantifying bushfire penetration into urban areas in Australia. 760 
Geophys Res Lett 31:L12212. doi: 10.1029/2004GL020244 761 

Cheung WWL, Watson R, Pauly D (2013) Signature of ocean warming in global fisheries catch. 762 
Nature 497:365–368. doi: 10.1038/nature12156 763 

Christidis N, Donaldson GC, Stott PA (2010) Causes for the recent changes in cold- and heat-related 764 
mortality in England and Wales. Clim Change 102:539–553. doi: 10.1007/s10584-009-9774-0 765 

Church JA, White NJ (2011) Sea-level rise from the late 19th century to the early 21st century. Surv 766 
Geophys 32:585–602. doi: 10.1007/s10712-011-9119-1 767 

Clarke H, Lucas C, Smith P (2013) Changes in Australian fire weather between 1973 and 2010. Int J 768 
Climatol 33:931–944. doi: 10.1002/joc.3480 769 

Crain CM, Kroeker K, Halpern BS (2008) Interactive and cumulative effects of multiple human 770 
stressors in marine systems. Ecol Lett 11:1304–1315. doi: doi: 10.1111/j.1461-771 
0248.2008.01253.x 772 

Cramer W, Yohe GW, Auffhammer M, Huggel C, Molau U, Assunção Faus da Silva Dias M, Solow A, 773 
Stone D, Tibig L,  (2014) Detection and attribution of observed impacts. In: Field CB, Barros 774 
VR, Dokken DJ, et al (eds) Climate Change 2014 Impacts, Adaptation, Vulnerability. Contrib. 775 
Work. Gr. II to Fifth Assess. Rep. Intergov. Panel Clim. Chang. Cambridge University Press, 776 
Cambridge, UK, and New York, NY, USA, Cambridge, United Kingdom and New York, NY, USA, 777 
pp 979–1037 778 

Crompton RP, McAneney KJ (2008) Normalised Australian insured losses from meteorological 779 
hazards: 1967-2006. Environ Sci Policy 11:371–378. doi: 10.1016/j.envsci.2008.01.005 780 

Crompton RP, McAneney KJ, Chen K, et al (2011) Reply. Weather Clim Soc 3:63–66. doi: 781 
10.1175/WCAS-D-11-00002.1 782 

Crompton RRP, McAneney KJ, Chen K, et al (2010) Influence of Location, Population, and Climate 783 
on Building Damage and Fatalities due to Australian Bushfire: 1925–2009. Weather Clim Soc 784 
2:300–310. doi: 10.1175/2010WCAS1063.1 785 

Darling ES, Cote IM (2008) Quantifying the evidence for ecological synergies. Ecol Lett 11:1278–786 
1286. doi: 10.1111/j.1461-0248.2008.01243.x 787 

Dossou KMR, Glehouenou-Dossou B (2007) The vulnerability to climate change of Cotonou 788 
(Benin): the rise in sea level. Environ Urban 19:65–79. doi: 10.1177/0956247807077149 789 

Douglas I, Alam K, Maghenda MA, Mcdonnell Y, Mclean L, Campbell J  (2008) Unjust waters. 790 
Climate change, flooding and the urban poor in Africa. Environ Urban 20:187–205. doi: 791 
10.1177/0956247808089156 792 



 

 28 

Doyle ME, Saurral RI, Barros VR (2011) Trends in the distributions of aggregated monthly 793 
precipitation over the La Plata Basin. Int J Climatol 32:2149–2162. doi: 10.1002/joc.2429 794 

Ericson J, Vorosmarty C, Dingman S, Ward L, Meybeck M (2006) Effective sea-level rise and deltas: 795 
Causes of change and human dimension implications. Glob Planet Change 50:63–82. doi: 796 
10.1016/j.gloplacha.2005.07.004 797 

Fashae OA, Onafeso OD (2011) Impact of climate change on sea level rise in Lagos, Nigeria. Int J 798 
Remote Sens 32:9811–9819. doi: 10.1080/01431161.2011.581709 799 

Gillett NP (2004) Detecting the effect of climate change on Canadian forest fires. Geophys Res Lett 800 
31:L18211. doi: 10.1029/2004GL020876 801 

Giorgi F (2002) Variability and trends of sub-continental scale surface climate in the twentieth 802 
century. Part I: observations. Clim Dyn 18:675–691. doi: 10.1007/s00382-001-0205-9 803 

Gonzalez P, Tucker CJ, Sy H (2012) Tree density and species decline in the African Sahel attributable 804 
to climate. J Arid Environ 78:55–64. doi: 10.1016/j.jaridenv.2011.11.001 805 

Greene AM, Giannini A, Zebiak SE (2009) Drought return times in the Sahel: a question of 806 
attribution. Geophys Res Lett 36:L12701. doi: 10.1029/2009GL038868 807 

Gregory PJ, Marshall B (2012) Attribution of climate change: a methodology to estimate the 808 
potential contribution to increases in potato yield in Scotland since 1960. Glob Chang Biol 809 
18:1372–1388. doi: 10.1111/j.1365-2486.2011.02601.x 810 

Grossman DA (2003) Warming up to a not-so-radical idea: tort-based climate change litigation. J 811 
Environ Law 28:1–62. 812 

Hansen G, Cramer W (2015) The global distribution of climate change impacts. Nat. Clim. Chang. 813 
(accepted) 814 

Haynes K, Handmer J, McAneney J, Tibbits A, Coates L (2010) Australian bushfire fatalities 1900–815 
2008: exploring trends in relation to the “Prepare, stay and defend or leave early” policy. 816 
Environ Sci Policy 13:185–194. doi: 10.1016/j.envsci.2010.03.002 817 

Hecky RE, Mugidde R, Ramlal PS, Talbot MR, Kling GW (2010) Multiple stressors cause rapid 818 
ecosystem change in Lake Victoria. Freshw Rev 55:19–42. doi: 10.1111/j.1365-819 
2427.2009.02374.x 820 

Hegerl GC, Hoegh-Guldberg O, Casassa G, Hoerling M, Kovats S, Parmesan C, Pierce D, Stott P  821 
(2010) Good practice guidance paper on detection and attribution related to anthropogenic 822 
climate change. In: Stocker TF, Field CB, Qin D, et al (eds) Meet. Rep. Intergov. Panel Clim. 823 
Chang. Expert Meet. Detect. Attrib. Anthropog. Clim. Chang. IPCC Working Group I Technical 824 
Support Unit, University of Bern, Bern, Switzerland, p 8 825 

Hegerl GC, Zwiers FW, Braconnot P, Gillett NP, Luo Y, Marengo Orsini JA, Nicholls N, Penner JE, 826 
Stott PA (2007) Understanding and attributing climate change. In: Solomon, S., D. Qin, M. 827 
Manning, et al. (eds.) Climate Change 2007. Physical Science Basis. Contrib. Work. Gr. I to 828 
Fourth Assess. Rep. Intergov. Panel Clim. Chang. Cambridge University Press, Cambridge, 829 
United Kingdom and New York, NY, USA., pp 663–745 830 

Hockey PAR, Sirami C, Ridley AR, Midgley GF, Babike HA (2011) Interrogating recent range changes 831 
in South African birds: confounding signals from land use and climate change present a 832 
challenge for attribution. Divers Distrib 17:254–261. doi: 10.1111/j.1472-4642.2010.00741.x 833 

Hoyos LE, Cingolani AM, Zak MR, Vaieretti MV, Gorla DE, Cabido MR (2013) Deforestation and 834 
precipitation patterns in the arid Chaco forests of central Argentina. Appl Veg Sci 16:260–835 
271. doi:  10.1111/j.1654-109X.2012.01218.x 836 



 

 29 

Hulme M (2014) Attributing weather extremes to “climate change”: A review. Prog Phys Geogr 837 
38:499–511. doi: 10.1177/0309133314538644 838 

IPCC (2014a) Climate Change 2014: Impacts, Adaptation, and Vulnerability. Part B: Regional 839 
Aspects. Contribution of Working Group II to the Fifth Assessment Report of the 840 
Intergovernmental Panel on Climate Change. Barros, V.R., C.B. Field, D.J. Dokken et al. (eds). 841 
Cambridge University Press, Cambridge, United Kingdom and New York, NY, USA 842 

IPCC (2014b) Climate Change 2014: Impacts, Adaptation, and Vulnerability. Part A: Global and 843 
Sectoral Aspects. Contribution of Working Group II to the Fifth Assessment Report of the 844 
Intergovernmental Panel on Climate Change. Field, C.B., V.R. Barros, D.J. Dokken et al. (eds). 845 
Cambridge University Press, Cambridge, United Kingdom and New York, NY, USA 846 

IPCC (2014c) Annex XX: Glossary [Agard, J., E. Schipper, J. Birkmann, M. Campos, C. Dubeux, Y. 847 
Nojiri, L. Olsson, B. Osman-Elasha, M. Pelling, M. Prather, M. Rivera-Ferre, O. Ruppel, A. 848 
Sallenger, K. Smith, A. St Clair, K. Mach, M. Mastrandrea, T. Bilir (eds)]. Climate Change 2014 849 
Impacts, Adaptation, Vulnerability. Part B Reg. Asp. Contrib. Work. Gr. II to Fifth Assess. Rep. 850 
Intergov. Panel Clim. Chang. Barros, V.R., C.B. Field, D.J. Dokken et al. (eds). Cambridge 851 
University Press, Cambridge, United Kingdom and New York, NY, USA 852 

James R, Otto F, Parker H, Boyd E, Cornforth R, Mitchell D, Allen M (2014) Characterizing loss and 853 
damage from climate change. Nat Clim Chang 4:938–939. doi: 10.1038/nclimate2411 854 

Kolding J, Van Zwieten P, Mkumbo OC, Silsbe G, Hecky R (2008) Are the Lake Victoria fisheries 855 
threatened by exploitation or eutrophication? Towards an ecosystem based approach to 856 
management. In: Bianchi G, Skjodal HR (eds) Ecosystem Approach to Fisheries. CAB 857 
International, Rome, pp 309–354 858 

Krupnik I, Ray GC (2007) Pacific walruses, indigenous hunters, and climate change: Bridging 859 
scientific and indigenous knowledge. Deep Res Part II-Topical Stud Oceanogr 54:2946–2957. 860 
doi: 10.1016/j.dsr2.2007.08.011 861 

Lebel T, Ali A (2009) Recent trends in the Central and Western Sahel rainfall regime (1990-2007). J 862 
Hydrol 375:52–64. doi: 10.1016/j.jhydrol.2008.11.030 863 

Lehman J, Mugidde R, Lehman D (1998) Lake Victoria plankton ecology: Mixing depth and climate-864 
driven control of lake condition. In: Lehman JT (ed) Environmental Change and Response in 865 
East African Lakes. Kluwer Academic Publishers, pp 99–116 866 

Lobell DB, Bänziger M, Magorokosho C, Vivek B (2011a) Nonlinear heat effects on African maize as 867 
evidenced by historical yield trials. Nat Clim Chang 1:42–45. doi: 10.1038/nclimate1043 868 

Lobell DB, Schlenker W, Costa-Roberts J (2011b) Climate trends and global crop production since 869 
1980. Science 333:616. doi: 10.1126/science.1204531 870 

Loiselle S, Cózar A, Adgo E, Ballatore T, Chavula G, Descy JP, Harper DM, Kansiime F, Kimirei I, 871 
Langenberg V, Ma R, Sarmento H, Odada E (2014) Decadal trends and common dynamics of 872 
the bio-optical and thermal characteristics of the African Great Lakes. PLoS One 9:e93656. 873 
doi: 10.1371/journal.pone.0093656 874 

Magrin GO, Marengo JA, Boulanger J-P, Buckeridge MS, Castellanos E, Poveda G, Scarano FR, 875 
Vicuña S (2014) Central and South America. In: Barros VR, Field CB, Dokken DJ, et al (eds) 876 
Climate Change 2014 Impacts, Adaptation Vulnerability. Part B Reg. Asp. Contrib. Work. Gr. II 877 
to Fifth Assess. Rep. Intergov. Panel Clim. Chang. Cambridge University Press, Cambridge, 878 
United Kingdom and New York, NY, USA, pp 1499–1566 879 

Magrin GO, Travasso MI, Baethgen WE (2007) Past and Future Changes in Climate and their 880 
Impacts on Annual Crops Yield in South East South America. IPCC TGICA Expert Meeting 881 



 

 30 

Integrating Analysis of Regional Climate Change and Response Options, Nadi,Fiji. Meet. Rep. 882 
Intergovernmental Panel on Climate Change (IPCC), Geneva, Switzerland, pp 121–124 883 

Magrin GO, Travasso MI, Rodríguez GR (2005) Changes in Climate and Crop Production During the 884 
20th Century in Argentina. Clim Change 72:229–249. doi: 10.1007/s10584-005-5374-9 885 

Maranz S (2009) Tree mortality in the African Sahel indicates an anthropogenic ecosystem 886 
displaced by climate change. J Biogeogr 36:1181–1193. doi: doi:10.1111/j.1365-887 
2699.2008.02081.x 888 

Marzeion B, Cogley JG, Richter K, Parkes D (2014) Attribution of global glacier mass loss to 889 
anthropogenic and natural causes. Science 345:919–921. doi: 10.1126/science.1254702 890 

McAneney J, Chen K, Pitman A (2009) 100-years of Australian bushfire property losses: is the risk 891 
significant and is it increasing? J Environ Manage 90:2819–22. doi: 892 
10.1016/j.jenvman.2009.03.013 893 

Menzel A, Sparks TH, Estrella N,  Koch E, Aasa A, Ahas R, Alm-Kübler K, Bissolli P, Braslavska O, 894 
Briede A, Chmielewksi FM, Crepinsek Z, Curnel Y, Dahl Å, Defila C, Donnelly A, Filella Y, 895 
Jatczak K, Mage F, Mestre A, Nordli Ø, Penuelas J, Pirinen P, Remisova V, Scheifinger H, Striz 896 
M, Susnik A, Van Vliet AJH, Wielgolaski FE, Zachs S, Zust A et al (2006) European phenological 897 
response to climate change matches the warming pattern. Glob Chang Biol 12:1969–1976. 898 
doi: 10.1111/j.1365-2486.2006.01193.x 899 

Mills GA, Timbal B, Walsh K (2008) Assessing the impact of climate change on extreme fire 900 
weather in southeast Australia. CAWCR Tech Rep No7 86. 901 

Ndebele-Murisa MR, Mashonjowa E, Hill T (2011) The implications of a changing climate on the 902 
Kapenta fish stocks of Lake Kariba. Trans R Soc South Africa 66:105–119. doi: 903 
10.1080/0035919X.2011.600352 904 

Niang I, Ruppel OC, Abdrabo MA, Essel A, Lennard C, Padgham J, Urquart P (2014) Africa. In: 905 
Barros VR, Field CB, Dokken DJ, et al (eds) Climate Change 2014 Impacts, Adaptation, 906 
Vulnerability. Part B Regional Aspects. Contrib. Work. Gr. II to Fifth Assess. Rep. Intergov. 907 
Panel Clim. Chang. Cambridge University Press, Cambridge, United Kingdom and New York, 908 
NY, USA, pp 1199–1265 909 

Nicholls N (2011) Comments on “Influence of Location, Population, and Climate on Building 910 
Damage and Fatalities due to Australian Bushfire: 1925–2009.” Weather Clim Soc 3:61–62. 911 
doi: 10.1175/WCAS-D-10-05001.1 912 

Nicholls RJ, Woodroffe C, Burkett V (2009) Coastline degradation as an indicator of global change. 913 
In: Letcher TM (ed) Climate Change: Observed Impacts on Planet Earth. Elsevier, Oxford, UK, 914 
pp 409–424 915 

Nichols T, Berkes F, Jolly D, et al (2004) Climate change and sea ice: Local observations from the 916 
Canadian Western Arctic. Arctic 57:68–79. doi: 10.14430/arctic484 917 

O’Neill SJ, Handmer J (2012) Responding to bushfire risk: the need for transformative adaptation. 918 
Environ Res Lett 7:014018. doi: 10.1088/1748-9326/7/1/014018 919 

Oliver TH, Morecroft MD (2014) Interactions between climate change and land use change 920 
on biodiversity: attribution problems, risks, and opportunities. Wiley Interdiscip Rev Clim 921 
Chang 5:317–335. doi: 10.1002/wcc.271 922 

Parmesan C, Burrows MT, Duarte CM, et al (2013) Beyond climate change attribution in 923 
conservation and ecological research. Ecol Lett 16 Suppl 1:58–71. doi: 10.1111/ele.12098 924 

Parmesan C, Duarte C, Poloczanska E, et al (2011) Overstretching attribution. Nat Clim Chang 1:2–925 
4. doi: 10.1038/nclimate1056 926 



 

 31 

Parmesan C, Yohe G (2003) A globally coherent fingerprint of climate change impacts across 927 
natural systems. Nature 421:37–42. doi: 10.1038/nature01286 928 

Poloczanska ES, Brown CJ, Sydeman WJ, et al (2013) Global imprint of climate change on marine 929 
life. Nat Clim Chang 3:919–925. doi: 10.1038/nclimate1958 930 

Powers LA, Johnson TC, Werne JP, et al (2011) Organic geochemical records of environmental 931 
variability in Lake Malawi during the last 700 years, Part I: the TEX86 temperature record. 932 
Palaeogeogr Palaeoclimatol Palaeoecol 303:133–139. doi: 10.1016/j.palaeo.2010.09.006 933 

Reisinger A, Kitching RL, Chiew F, et al (2014) Australasia. In: Barros VR, Field CB, Dokken DJ, et al 934 
(eds) Climate Change 2014 Impacts, Adaptation, Vulnerability. Part B Regional Aspects. 935 
Contrib. Work. Gr. II to Fifth Assess. Rep. Intergov. Panel Clim. Chang. Cambridge University 936 
Press, Cambridge, United Kingdom and New York, NY, USA, pp 1371–1438 937 

Rivera JA, Penalba OC, Betolli ML (2013) Inter-annual and inter-decadal variability of dry days in 938 
Argentina. Int J Climatol 33:834–842. doi: 10.1002/joc.3472 939 

Root TL, MacMynowski DP, Mastrandrea MD, Schneider SH (2005) Human-modified temperatures 940 
induce species changes: Joint attribution. Proc Natl Acad Sci U S A 102:7465–9. doi: 941 
10.1073/pnas.0502286102 942 

Root TL, Price JT, Hall KR, et al (2003) Fingerprints of global warming on wild animals and plants. 943 
Nature 421:57–60. doi: 10.1038/nature01333 944 

Rosenzweig C, Casassa G, Karoly DJ, et al (2007) Assessment of observed changes and responses in 945 
natural and managed systems. In: Parry ML, Canziani OF, Palutikof JP, et al (eds) Climate 946 
Change 2007 Impacts, Adapt. Vulnerability. Contrib. Work. Gr. II to Fourth Assess. Rep. 947 
Intergov. Panel Clim. Chang. Cambridge University Press, Cambridge, U.K, pp 79–131 948 

Rosenzweig C, Karoly D, Vicarelli M, et al (2008) Attributing physical and biological impacts to 949 
anthropogenic climate change. Nature 453:353–357. doi: 10.1038/nature06937 950 

Rosenzweig C, Neofotis P (2013) Detection and attribution of anthropogenic climate change 951 
impacts. Wiley Interdiscip Rev Clim Chang 4:121–150. doi: 10.1002/wcc.209 952 

Ruelland D, Tribotte A, Puech C, Dieulin C (2011) Comparison of methods for LUCC monitoring 953 
over 50 years from aerial photographs and satellite images in a Sahelian catchment. Int J 954 
Remote Sens 32:1747–1777. doi: 10.1080/01431161003623433 955 

Sitoki L, Gichuki J, Ezekiel C, et al (2010) The Environment of Lake Victoria (East Africa): Current 956 
Status and Historical Changes. Int Rev Hydrobiol 95:209–223. doi: 10.1002/iroh.201011226 957 

Stager JC, Hecky RE, Grzesik D, et al (2009) Diatom evidence for the timing and causes of 958 
eutrophication in Lake Victoria, East Africa. Hydrobiologia 636:463–478. doi: 959 
10.1007/s10750-009-9974-7 960 

Stammer DA, Cazenave A, Ponte RM, Tamisiea ME (2013) Causes for contemporary regional sea 961 
level changes. Ann Rev Mar Sci 5:21–46. doi: 10.1146/annurev-marine-121211-172406 962 

Stone D, Auffhammer M, Carey M, et al (2013) The challenge to detect and attribute effects of 963 
climate change on human and natural systems. Clim Change 121:381–395. doi: 964 
10.1007/s10584-013-0873-6 965 

Stone DA, Allen MR, Stott PA, et al (2009) The detection and attribution of human influence on 966 
climate. Annu Rev Env Resour 34:1–16. doi: 10.1146/annurev.environ.040308.101032 967 

Stott PA, Allen M, Christidis N, et al (2013) Attribution of weather and climate-related extreme 968 
events. In: Climate Science for Serving Society. Springer, Netherlands, pp 307–337 969 



 

 32 

Stott PA, Gillett NP, Hegerl GC, et al (2010) Detection and attribution of climate change: a regional 970 
perspective. Wiley Interdiscip Rev Clim Chang 1:192–211. doi: 10.1002/wcc.34 971 

Tierney JE, Mayes MT, Meyer N, et al (2010) Late-twentieth-century warming in Lake Tanganyika 972 
unprecedented since AD 500. Nat Geosci 3:422–425. doi: 10.1038/NGEO865 973 

Trewin B, Vermont H (2010) Changes in the frequency of record temperatures in Australia, 1957-974 
2009. Aust Meteorol Oceanogr J 60:113–119. 975 

Vargas WM, Naumann G, Minetti JL (2010) Dry spells in the River Plata Basin: an approximation of 976 
the diagnosis of droughts using daily data. Theor Appl Climatol 104:159–173. doi: 977 
10.1007/s00704-010-0335-2 978 

Verburg P, Hecky RE (2009) The physics of the warming of Lake Tanganyika by climate change. 979 
Limnol Oceanogr 54:2418–2430. doi: 10.4319/lo.2009.54.6_part_2.2418 980 

Vincke C, Diédhiou I, Grouzis M (2010) Long term dynamics and structure of woody vegetation in 981 
the Ferlo (Senegal). J Arid Environ 74:268–276. doi: 10.1016/j.jaridenv.2009.08.006 982 

Weatherhead E, Gearheard S, Barry RG (2010) Changes in weather persistence: Insight from Inuit 983 
knowledge. Glob Environ Chang Policy Dimens 20:523–528. doi: 984 
10.1016/j.gloenvcha.2010.02.002 985 

Wezel A, Lykke AM (2006) Woody vegetation change in Sahelian West Africa: Evidence from local 986 
knowledge. Environ Dev Sustain 8:553–567. doi: 10.1007/s10668-006-9055-2 987 

Whittaker J, Haynes K, Handmer J, McLennan J (2013) Community safety during the 2009 988 
Australian “Black Saturday” bushfires: an analysis of household preparedness and response. 989 
Int J Wildl Fire 22:841. doi: 10.1071/WF12010 990 

Williams RJ, Bradstock RA, Cary GJ, et al (2009) Interactions between climate change, fire regimes 991 
and biodiversity in Australia - a preliminary assessment. Report to the Department of Climate  992 
Change and the Department of Environment, Heritage and Arts, Canberra, Australia 993 

Zak MR, Cabido M, Cáceres D, Díaz S (2008) What drives accelerated land cover change in central 994 
Argentina? Synergistic consequences of climatic, socioeconomic, and technological factors. 995 
Environ Manage 42:181–9. doi: 10.1007/s00267-008-9101-y 996 

Zwiers F, Hegerl G (2008) Climate change: attributing cause and effect. Nat Reports Clim Chang 997 
453:296–297. doi: 10.1038/453296a 998 

 999 

  1000 



 

  

 1001 

1002 

1003 

1004 

 1005 

  1006 



 

 34 

 1007 

  

 1008 

Figure 2 Stylized examples of the time series of some measure representing a climate 1009 

sensitive system which is responding in time to multiple drivers, one of them climate 1010 

change (the corresponding time series of the climate variable for both cases is shown in 1011 

panel c).  The black line depicts the overall behavior of the system, while the dark, 1012 

vertically striped area represents the combined effect of non-climate drivers under 1013 

stationary climatic conditions, and the light area represents the additional effect due to 1014 

recent climate change. In panel a, the baseline condition (dark area) shows a clear 1015 

change midway through the record (e.g. due to a policy measure) but this is 1016 

compensated by the influence of climate change. However the resulting overall measure 1017 

does not show a deviation from its historical pre-climate change trend, thus masking the 1018 

existing climate change effect (potential type I error). In panel b, the observed behavior 1019 

shows a change that is consistent in direction with a predicted climate change impact; 1020 

however, the majority of that change happens due to a change in the baseline arising 1021 

from other factors. This situation could lead to erroneous detection (potential type II 1022 

error) or an overstatement of the climate effect.  1023 


